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ABSTRACT
Caryl B. Feldacker: Is it who you are or where you live? A mixed-method exiploof associations
between people and place in the context of HIV in rural Malawi
(Under the direction of Susan Ennett)
In Malawi, approximately 1 million people are infected with Humamimodeficiency
Virus (HIV). Infection rates are decreasing in urban areagpesite is true for rural populations.
Individual-level risk factors influence patterns of HIV in Malawbowtver, area-level socio-
economic and access factors may play critical roles in driving &t these factors are rarely
investigated. To address this gap, this research uses a natiepafigantative probability sample of
rural Malawians linked to spatially-oriented, area-level socmemic and access data to address
two specific aims: 1) to reveal relationships between lenagl-factors and individual HIV status and
determine whether individual risk behaviors mediate these asisosi using logistic regression; and,
2) to explore how relationships between area- and individual-lekslaizd individual HIV status
vary in space using geographically weighted regression. Analydigigied to examine the role of
gender. Area-level factors include income inequality and abgohwierty as well as proximity to
roads, cities, and health clinics. Mediators include condom use, sexaa$ynitted infections,
multiple partnerships, and, for men, paid sex. Results indicate that both paibpla@e matter in the
context of HIV in rural Malawi. Among women, high income inequality and pmityito a major
road are associated with increased odds of HIV while the negatv@atsm between distance to
healthcare and HIV status is mediated by individual behavior. For e, further from a health
clinic decreases the odds of HIV infection. Spatial models providé@ulidetail, illustrating local-
level variation in these associations. Women further from heattieglimajor roads, and major cities
are less likely to be infected in specific geographic areas. ldidssamong men is closely associated

with migration patterns in distinct locations. As informed by thetiealiEconomy of Health theory,
iii



this study confirms that area-level socio-economic and acaasssfanfluence HIV in rural Malawi.
Associations vary by gender and in space and are largely not mediated mueddehavior. The
findings suggest that inequality has deleterious effects on womerharapatial isolation may lead
to social isolation for both genders, decreasing HIV risk. Tresdts could inform tailored HIV

prevention efforts in rural Malawi.
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“The demand for a healthier society is, in itself, the demand fori@lgddifferent socio-economic

order”

(Doyal and Pennell 1979) (p. 297)
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CHAPTER 1

INTRODUCTION

Between 30 and 36 million people are infected with Human Immunodeficienay {AtV)
(UNAIDS/WHO 2007). In 2007, 2.5 million people were newly infected, and 2.1 million peigale d
of Acquired Immune Deficiency Syndrome (AIDS) (UNAIDS/WHO 2007). Ofr@#iéctions in 2007,
67% percent are in Sub-Saharan Africa, and 60% of people living withrH8uWl-Saharan Africa are
women (UNAIDS/WHO 2008). In sub-Saharan Africa, higher income countrresaéy have
higher prevalence of HIV (Mishra, Assche et al. 2007); yet, lomeme countries face an
increasing burden of disease as the epidemic spreads through the getierahpubajority of
whom are poor (Piot, Greener et al. 2007). Although prevalence rates in subrSahiga are
higher in urban areas, the absolute number of people infected may be greatdrareas (FAO
2008; UNAIDS 2008). In Malawi, approximately one million people are infectdd iV (USAID
2008), and the prevalence rate varies from 6-20% throughout the country[@SNeAD7). The
majority of Malawians live in rural areas where HIV ratesiateeasing (Bryceson and Fonseca
2006). Individual-level risk factors such as low condom use (Munthali, Zulu2@@®) and multiple
partnerships (Kaler 2004) play critical roles in the patterns andrmesé HIV in Malawi. Macro-
level processes receive less empirical investigation. Henyvavea-level influences such as socio-
economic factors and access to resources may drive these individaraiooge (Armour 2006; Mtika
2007) and, in turn, individual HIV status. Greater understanding of maabiiéiences may be

critical to ameliorating the HIV epidemic.



To fill this gap, this research aims to 1) reveal whether thereelationship between area-
level factors and individual HIV status and whether these relationstepsediated by individual
behaviors using contextual models that adjust for individual demographicsiaand, 2) determine
how the relationship between area- and individual-level risk behaamorindividual HIV status vary
geographically using spatial regression methods. Area-level fantbuslié socio-economic factors
(Gini coefficient of income inequality, poverty headcount of absolutengvand access factors
(access to roads, access to healthcare, and access to a maja@eatbg). Mediators include
behaviors and indicators relevant to HIV transmission including condom ukmlenpartnerships,
previous sexually transmitted infection (STI), and paid sex. Deapbge controls include age,
religion, marital status, ethnicity, and education. For the purposks studyareais defined as an
aggregate of census enumeration areas in rural Malawi compriapgroikimately 500 households.

This project incorporates two separate papers that use twictagiproaches to assess how
area-level factors influence individual behavior and, in turn, iddal HIV status among rural
Malawians. The first paper uses logistic regression to exanheéher area-level factors have a
significant influence on individual HIV status and whether individeaél risk behaviors mediate
this association. Gender (Quinn and Overbaugh 2005) is also a key fiddtdf transmission;
women may be more at risk than their male counterparts. Thereforisthpaper stratifies analysis
to reveal the role of gender on these relationships. This paper ainsmerala) Are area-level
factors associated with individual HIV status in Malawi?; 1b) thesse associations mediated by
individual behavioral factors?; and, 1c) Do these relationshiysbyagender?

The second paper explores the associations between these dradhievees, individual
behaviors, and individual HIV status using geographically-weighteéssign. In comparison to the
static contextual models, these spatial regression models accotlm §grographic proximity
between clusters allowing for a more robust and revealing analysis sStheations between both
area- and individual-level factors and individual HIV status. Ugiragial regression methods, this
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paper aims to answer: 1) How do the associations between area-lews, fiackividual behaviors,
and individual HIV status vary within Malawi? Chloropleth (color viéoi® maps illustrate spatial
patterns, providing a visual representation of frequency distributions oBkieples of interest.
Geographic Information Systems (GIS) enable mapping of the spatialsiegressults to illustrate
associations between area- and individual-level variables and &ti¥é stt both the global and local
levels.

This research has several advantages over previous studies. In,Matauntry with one of
the world’s highest HIV burdens, it is unknown whether area-levelrattbuence individual HIV
status and whether these factors operate through behavioral pathwaysoluiskaown whether
gender affects these associations. Previous studies in ral@vMooked at the drivers or effects of
HIV, but they mostly focused on small geographic areas (Barden-@iFdéGraft-Johnson et al.
2004; Hatchett, Kaponda et al. 2004; Watkins 2004; deGraft-Johnson, Paz-Sold20@%;al
Helleringer and Kohler 2005; Schatz 2005; Kohler, Behrman et al. 2007) odunaiviehavioral
factors (Zachariah, Spielmann et al. 2003; Smith and Watkins 2005; Morah ROOGMtrast, this
research uses a nationally-representative probability sampleabMalawians and triangulates data
from the Malawi Demographic and Health Survey individual intervielv, tdsting, and geographic
information components in conjunction with area-level, spatially-axtedata on access and socio-
economics. The study explores whether area-level factors drigpitbad of HIV through their
influence on individual behavior, potentially revealing a causalgmst between area- and
individual-level factors and HIV infection. Moreover, thegash explores the moderating role of
gender, revealing whether these area- and individual-level relafisnsdry between men and
women. Unlike much research on macro-level drivers of HIV, this rdsepmlies a theory-informed
conceptual model using The Political Economy of Health, providing guidance othbsgvarea-

level effects affect individual behavior and lending clarityh interpretation of the findings (Parker,



Easton et al. 2000; Diez Roux 2002). Overall, the research uses multgpkodeces to draw
conclusions about how area-level factors influence individual HIstat

The spatial component of this study adds to the growing emphasis on the linkbgesn
health and place and makes potentially important contributions oveopsa@search. First, although
contextual models may incorporate location information, “a deeper undergtahdipatial variations
in health outcomes may be gained by building notions of space into statisidelsrand measuring
contextual factors across continuous space” (Chaix, Merlo et al. 20Q39). Of fundamental
importance, spatial studies do more than reveal the existence oastgisppatial analysis shows the
geographidocation of differences and provides a visual representation ofdtiddtions of key
variables (Weir, Pailman et al. 2003). The specificity of area- arvdudl-level associations
provides critical information for tailored policy and interventionelepment and helps researchers
answer who, why, and where questions in the analysis of HIV transm{€$iowa 1997; Craddock
2000). Lastly, presentation of spatial regression can be a veryheffamdl to inform community
decision makers and help them visualize a public health problem (RicGaoter et al. 1999).

In sum, this study reveals how people and place matter in the context of Hikal Malawi
and produces geographically-specific results. In combination, the mixed methodffkygya more
comprehensive picture of the relationships between area-level fantbvsdual risk behaviors, and
HIV in rural Malawi. Elucidation of the multiple pathways thatirgihce HIV status could be
instrumental in informing future policies or interventions to additesspread of the epidemic in

rural Malawi.



BACKGROUND
Why Malawi? Why HIV?

According to the 2004 Malawi Demographic and Health Survey, 10% of men and 13% of
women are infected with HIV nationwide (National Statistical @ffi¢alawi and ORC Macro 2005),
and 56.8% of all infections are among women (UNAIDS 2004). AIDS in Malawn, st-Saharan
Africa in general, is spread mainly through heterosexual sex, and tierépis generalized

throughout most of the population. HIV spread from the

southern regions to the central and northern regions (Bello,

Chipeta et al. 2006), and the highest prevalence rates are in

major urban areas, including Blantyre and Lilongwe, and in

the southern region (PEPFAR 2007). In Lilongwe,

prevalence among anti-natal care patients decreased

B

from 27% in 1996 to 16.9% in 2003 (Bello, Chipeta ¢
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al. 2006). Unlike urban areas, prevalence in rural ar
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appears to be increasing (Bello, Chipeta et al. 2006
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of rural people who are infected currently outnumbe

urban residents by about three to one (National AID
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2006).

HIV prevention and care is improving slowly. In 2005, only 2.3% of HIV-positive &om
accessed prevention of mother to child transmission (PMTCT) eer(iiNAIDS 2005); however, by
2006, 137,996 pregnant women were tested for HIV and 25% accessed PMUICAsSS&NAIDS
2007). Currently, the number of PMTCT sites numbers over 150, more than 108@ofehatal
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care facilities. Nevertheless, 30,000 children become infected anriuallgh perinatal transmission
(UNICEF 2008). Although treatment sites are expanding and services imgprgaps remain:
approximately 15% of more than 114,000 HIV+ people accessed antina@tioeatment in 2007
(UNAIDS 2007).

Similar to other sub-Saharan countries, HIV prevalence among womenawiNahigher
among those with earlier sexual debut, multiple partners, everemiahigher education, and higher
socio-economic status (National Statistical Office Malawi and ORCrivi2005). For men,
migration, marriage, lack of circumcision, higher education, and highierecanomic status are
also related to a higher likelihood of HIV infection (National Stat Office Malawi and ORC
Macro 2005).

Malawi ranks among the lowest in the world on the United Nations Dawent
Programme’s human development index with a ranking of 165 out of 177 countries @OODP Of
Malawi’'s approximately 13 million people, 80% live in rural areaNICEF 2008). The main source
of livelihood for rural Malawians is agriculture and natural resewtilization, and the majority of
their household consumption is spent on f@enson, Chamberlin et al. 2005). Although more than
85% of children attend primary school, approximately 25% attend secomtiagi,sand adult
women are 72% as likely to be literate as men (UNICEF 2008). Matandathild health indicators
are also poor. Contraceptive prevalence is reported at 42%, and more thanv@@¥teafreceive
antenatal care, yet only 54% of women are attended by a skilled benldatt or deliver in a
healthcare setting (UNICEF 2008). The total fertility rate of 5.7rdmrtes to a high maternal

mortality ratio of 980/100,000 (UNICEF 2008).



What We Know: Individual-L evel Risk Factors
Behavioral factors

Behavioral factors that put individuals at risk of acquiring ldh¢ well understood, including
low condom use, high risk sex, and migration. Infrequent or inconsistent condandibigh risk
sex (multiple partners, sex with prostitutes) are positively agedorath HIV status (Sheeran and
Taylor 1999; Van Rossem, Meekers et al. 2001; Giles, Liddell ed@h; Bryan, Kagee et al. 2006).
Early sexual initiation is also associated with increastdof sexually transmitted disease (Manzini
2001; Harrison, Cleland et al. 2005; Hallett, Gregson et al. 2007), placing pebjghex risk of
acquiring HIV (Auvert 2001; Glynn, Carael et al. 2001). These behaviokdhators are linked with
HIV status in Malawi. In Malawi, over 20% of men and women who had an STl in theyse 2
months were infected with HIV in 2005(National Statistical Offiéalawi and ORC Macro 2005),
and a recent study in Lilongwe found that 40% of STI clinic patientsitpstgtive for acute HIV
infection (Pilcher, Price et al. 2004).

The perception of condoms as containing AIDS or for use only outside maeragms
prevalent in Malawi, and urging condom use connotes a lack of trust, feaea$éj or association
with commercial sex work (Chimbiri 2007). Condom use is low: only 30% of women andf47% o
men used a condom with their last non-spousal/non-regular partner (N&tiatistical Office
Malawi and ORC Macro 2005). Even among men who know they are HIV positive, condomyuse onl
reaches 40% (Morah 2007). Among youth, poorer boys and girls are Iégsdikee condoms and
are more likely to sexually debut earlier than their wealthier {diatsonal Statistical Office Malawi
and ORC Macro 2005; Madise 2007).

Multiple, concurrent sexual partnerships are key, and often neglected, deternmrinats
spread of HIV (Morris and Kretzschmar 1997; Anderson 1999; Shelton, Halperir2@04). Men
and women in Africa are more likely to have simultaneous, long-term psliipethat facilitate the
spread of HIV (Halperin and Epstein 2004). In Malawi, polygyny and extra iaaitmerships are

7



common (Chimbiri 2007). Concurrent partnerships increase the risketkizdlly active individuals
will be in contact with someone who is at the early or acute stage oifittion, the stage when a
person is more likely to transmit the virus and spread the disease (Qlaivver et al. 2000; Pilcher,
Price et al. 2004; Cohen and Pilcher 2005). Although women may also engage iremaltipér sex
(Kuate-Defo 2004; Tawfik and Watkins 2007), in general the increasedfrisfection from
multiple partnerships reflects male social norms (Nnko, Boerma20@4; Chimbiri 2007;
Helleringer and Kohler 2007)

The circular movement of migrants, both men and women, also plays a tode in t
transmission and spread of HIV in sub-Saharan Africa (Zuma, Gouws2808; Coffee, Garnett et
al. 2005; Lurie 2006) and in Malawi (Mtika 2007). In Malawi, men migrate fnaral to urban areas
or internationally almost as a rite of passage into adulthoodw&Hi997). Migration may exacerbate
practices of multiple partnerships and risky sex, increasing HIV mglng those who spend large
periods of time away from home (Mtika 2007). Malawian men who spend more than oiheamvat
from home are 4% more likely to be infected with HIV than men who do not mifgtateigal
Statistical Office Malawi and ORC Macro 2005).

Lastly, low rates of HIV testing and knowledge about HIV risk are apperdmalawi. Only
13% of women and 15% of men have ever been tested and received results for HIVaand urb
residents are twice as likely to be tested as their rueas f§dlational Statistical Office Malawi and
ORC Macro 2005). Low testing rates may reflect misconceptions &baueasily HIV is transmitted
from one person to another. A recent study on the reliability of self-rejddedihood of HIV
infection in Malawi showed that of those who inaccurately assessedtthteis, 88% overestimated
their risk of infection (Bignami-Van Assche, Chao et al. 2007). Reqpalitative research in rural
Malawi also found that some men who engage in risky behavior claim st&tus without ever

being tested (Kaler 2003), demonstrating prevalent misconceptions abatahitigy of infection



and the inaccurate belief that HIV is highly infectious (Kaler 2008n&mi-Van Assche, Chao et al.

2007).

Demographic factors

Demographic risk factors such as education, religion, ethnicity,-ecoieomic status, and
gender also play a role in an individual's risk of becoming infected Mil. Research on the
association between education and HIV infection is mixed. Previous sindieeste linkages
between HIV and both higher and lower education levels in various countméh,(Salagoda et al.
1999; Lagarde, Carael et al. 2001; Glynn, Carael et al. 2004; Gavin, Galagbt2@Q6;
Barnighausen, Hosegood et al. 2007); but in Malawi, the risk of infection iesredth education for
men and women (National Statistical Office Malawi and ORC Macro 2005}idga also increases
a woman'’s risk of HIV (Glynn, Carael et al. 2003; Nour 2006; Hirsch, Menes¢s2807; Smith
2007), and this holds true in Malawi (National Statistical Officddwi and ORC Macro 2005). Age
is another important factor: in Africa, younger women and older men arelikedyeto be infected
than older women and younger men (Glynn, Carael et al. 2001; Gregson, Nyamukap@02t a
Luke 2003). In Malawi, women under age 24 are more than three times morehitelyeir male
age peers to be infected (National Statistical Office Malawi@IRE Macro 2005). Lack of
information about HIV among youth may fuel the disproportionate infectiotslaneong young
people.Usinga nationally representative survey of youth in four countries, Burkina FasnaG
Malawi, and Ugandaynly 20% of Malawian adolescent males reported consistent condotheise
lowest of the four countries (Bankole, Ahmed et al. 200eOyouth (ages 15-19) were 4.3 times
more likely to have had two or more partners in the last 12 months as congpgoedger (ages 12-
14) youth, a finding that was only significant in Malawi (Madise 208dplescent girls in Malawi
were also only half as likely as their male peers to respond dypiieethree statements about condom

use (Bankole, Ahmed et al. 2007).



Socio-economic status (SES) appears important in the context of iitionf rates and risk
taking behaviors; however, the relationship between individual socio-etostatus and HIV
remains unclear (Hargreaves 2002; Woijcicki 2005; Bingenheimer 200Vipdaeesearch in sub-
Saharan Africa notes a significant and positive association betiwdividual SES and risk of HIV
(Barnighausen, Hosegood et al. 2007; Lopman, Lewis et al. 2007; Mishra, Asskciz®etn
possibly related to urbanicity, longer survival, and the increased numbeitigfienpartners among
wealthier people, especially men (Shelton, Cassell et al. 2005). Otietisdieased risk behaviors
among those of lower SES (Hargreaves 2002), including the unemployed,(Galavotti et al.
2006; Kalichman, Simbayi et al. 2006). Still others note no effect of indildduel poverty on
sexual health behavior or HIV risk (Wojcicki 2005; Dinkelman, Lam et al. 20039r or single
measures of SES may factor into the unclear and contradictory retipidsesween individual-level

SES and HIV (Wojcicki 2005).

Moving Beyond Emphasison Individuals

Individual behaviors and attributes play crucial roles in the Hiideamic, and individual-
level theories demonstrate the relationship between individudlfssters such as knowledge,
attitudes, and practices with HIV risk taking behaviors (Wilson, Bublal. 1991; Basen-Engquist
1992; Adih and Alexander 1999; Volk and Koopman 2001; Agha 2002; de Paoli, Manongi et al.
2004; Macintyre, Rutenberg et al. 2004; Mashegoane, Moalusi et al. 2004; Hountduin Ebah
2005). Yet, despite almost 20 years of HIV prevention and interventioneksemed at changing
individual-level risk factors, HIV continues to spread in sub-Sahardoadf focus on individuals
may not provide effective solutions due to the other levels of irdkuen human health and
wellbeing, including both the physical environment (e.g., geography, road netandisousehold
building materials) and the social environment (e.g., social ties, povedtyaditics) (Stokols 1992).
HIV prevention and treatment must move beyond the individual level to a more comipdéx s
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economic, social, structural, and cultural factors that influence theibehand health of population
groups (Hobfoll 1998; Craddock 2000; Parker 2001). Expanding from emphasis on individuals
behaviors to the area-level factors that may drive thosehheslttaviors gives warranted

consideration to the myriad influences on individual action.

Challengesin defining and deter mining place

Where an individual lives matters for overall health and well(Mager 1989; Diez Roux
2001; Roux 2001; Dietz 2002; Sampson, Morenoff et al. 2002; Diez Roux 2004; Cummins, Curtis et
al. 2007; Entwisle 2007; Lachaud 2007), and research strongly suggests ithajpsiaple behave
differently in different places (Duncan, Jones et al. 1998). Clustehiscafuse morbidity and
mortality demonstrate these linkages between people and place @DaK¢sYet, a common
definition of place, neighborhood or areas of influence remains elusive (Diez Roux 2001; O'Campo
2003). Similar studies may show demonstrably different results based defittiton of
neighborhood and the type of variables used to measure complex issues withapéodseareas
(Soobader and LeClere 1999; Kawachi and Berkman 2003; O'Campo 2003).

As a result of the diversity of research that examines place-btieets, these types of
studies may be called multi-level (O'Campo 2003), contextual effeatscan, Jones et al. 1998),
area (Diez Roux 2001), or ecological (McLeroy, Bibeau et al. 1988) studibswiéh a distinct
analytic approach. Because “place” or “neighborhood” are complicatedmsrio measure
(Kawachi and Berkman 2003), administrative boundaries are often useddziate place-based,
community-level, or area-level influences on individuals. Administedbioundaries, however, may
be arbitrary and may not reflect the true or theoretically-impbeeea of influence to assess macro-
level influences on individuals (Diez Roux 2001). Nevertheless, thessesane useful because the
data may be readily available. Despite their shortcomings, geogaliptiased definitions gblace,
community, or area, including those associated with census tracks or service proxatiaw for the
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examination of macro-level influences and have been used effgétivalevious studies (Macintyre
1997; Blacker 2004; Fisher 2008).

The dearth of neighborhood or ecological studies may be due to the difficdéyermining
causation and parceling out the strength of various levels of influence RDiex 2000; Sampson,
Morenoff et al. 2002). To conceptualize problems of individuals in geographs; arehcommunity
effects on those same people and their behavior, requires considefratigitigne levels of
interaction between people and place (Pickett and Pearl 20@positional effects (the
characteristics of the individuals who live in a specific place)cantiéxtual factors (the
infrastructure in the local physical and social environment) laathire attention (Macintyre, Ellaway
et al. 2002). These factors may influence individuals directly ordatlly (Manski 2000) through
diverse pathways including: &hdogenous effects if individual behavior affects the behavior of all
individuals in the neighborhood (social norms)c@)related effects because people in a
neighborhood usually have similar traits or exposure to institution®{goocnomics, educational
opportunities); and, 3jontextual or exogenous effects external to individuals such as place effects
(road quality, service availability, crime level) (Manski 2000; Dietz 2002)

Greater understanding of how area-level effects influence thdivbehaviors and, in turn,
health outcomes such as HIV, could be used to improve future research, pdlicyearention
efforts. Therefore, to fill this gap and expand research into the mnaabdrivers of HIV, this study
focuses on area-level contextual and compositional influences teatiptty shape individual
behavior and, in turn, HIV status in rural Malawi. These ared-&fexts include the role of socio-
economic indicators, such as income inequality and poverty (compositiotsgfeend access to
services, including roads, cities, and healthcare (contextualg)ffecthe areas in which individuals
live. For the purposes of this studyea-level is defined by aggregate enumeration areas, a census-
defined boundary that includes approximately 500 householdsafEaisontains approximately the
same number of people as a United States census track
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(http://www.census.gov/geo/www/cob/tr_metadata.html¥gathoundary used by previous studies of

area-level or neighborhood effects (Macintyre 1997).
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CHAPTER 2

THEORETICAL SUPPORT
The Importance of Ecological Factorson Health

Increased focus on macro-level influences on individual-levebmss is necessary to
provide a more holistic picture of human health and wellness (Kawachi akah@e2003; Entwisle
2007). A more expansive approach will require exploration and articulation obtmgex pathways
between macro-level factors and individual outcomes (Kawachi andegri®999; Diez Roux 2001,
O'Campo 2003). However, macro-level theories that explain or predicthia@ibr of groups in
various contexts are few, and there is a need for well reasoned theatyttee mechanisms that
connect area of residence and health (Macintyre, Ellaway et al. 2002).

Although ecological theory is not as well developed as individual-tbeelty, there are
several frameworks that apply a multi-level lens to elucidatemacro-level factors influence
individual health behaviors and outcomes. The Political Economy of He&tH) frameworks “a
critical, historical, and interdisciplinary perspective which exasthe political, economic, and
social context within which health and iliness are defined, treated, and rdaflgekler, Wallace
et al. 1994) (p. 114). Although much political economy research focuses onukeeaaefof
government and the role of politics, health research using a PEH appmondshd emphasize the
way in which history, development and persistence of structural inegsdédsed on class, ethnicity,
race, or gender exacerbates conditions of poor health (Altman 1999; FarmePd8@9; Easton et
al. 2000; Farmer, Léandre et al. 2001; Parker 2001; Whiteside and De Waal idddeih, Rankin
et al. 2005; Hunter 2007; Mtika 2007; Parikh 2007). These structural dispatstsuctural violence

(Farmer 2003), include the ways that societies foster economivatépr, social isolation,



inequitable power structures, and inadequate healthcare, all of widchthé poor and more
vulnerable members of society (Krieger 1999; Krieger 2001).

Despite the emphasis on the macro-level factors that influenie@ur health, the PEH
does not remove the individual as a player and decision maker. Rathedr&@id-attention to
associations between people and aspects of their social and econonasicreast that may limit
individual choice, constrain behavioral possibilities, and restiatdividual’s ability to make
positive health decisions (Minkler, Wallace et al. 1994; Minkler 1999). Imthisner, the PEH
framework rejects the placement of blame solely on individualh&ir poor health (Doyal and
Pennell 1979; Doyal 1995; Farmer 1999; Farmer 2003; Farmer, Nizeye et alR2@@86;and Kim
2006; Loewenson 2007) and instead looks at the macro-level factorsdbee an individual's
choices and power to effect change.

Other macro-level, socio-ecological frameworks maintain tidividuals are both affected
by, and affect, their physical and socio-cultural environment, and thegdtitms between
individuals and their areas are critical components of health behavickeroy, Bibeau et al. 1988;
Stokols 1992; Krieger 1999). Stokols notes that individual behavior haipleinfluences and that
promotion of human well-being should be founded on a keen understanding of the syinegezn
various environmental and personal factors (Stokols 1992). McLeroy dedgres (McLeroy,
Bibeau et al. 19883entified five levels of influence for health-related behaviorsapersonal,
interpersonal; community; organization; and society. This socio-ecaldgamework emphasizes an
integrated approach to health promotion by looking at both the individudliéuences on a
person’s health behaviors as well as the environmental and contdédatd ef their surroundings.
Examination of these higher-level factors requires acknowledgingyhead influences on individual
behavior and the ways in which individuals “embody” the political, economic,cia $orces of the

environments in which they live (Krieger 1999; Krieger 2005).
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Acceptance and promotion of the view that individual HIV risk behaviarst be considered
within the greater socio-economic environment is critical (RgyA000; Fenton 2004; Msisha,
Kapiga et al. 2008). In the context of HIV, the PEH heuristic proadesxplanatory framework to
understand behavioral explanations and solutions that move beyond indigiddiatgcro-level
analysis (Setel 1994; Farmer 1999; Krieger 1999; Minkler 1999; Farmdandie et al. 2001;
Whiteside and De Waal 2004; Farmer, Nizeye et al. 2006; Raphael 2006). Appkipgiitical
economy approach to HIV/AIDS in sub-Saharan Africa may illuminatdrikades between
individual behavior and the culture and socio-economics of the place ih thieig live (Altman
1999; Lindgren, Rankin et al. 2005; Hunter 2007; Mtika 2007; Parikh 2007), including thé role o
gender (Doyal 1995). Overall, the PEH provides a much-needed framevtioirk wiich to
understand the associations and pathways between area-level fadfaiskkthking behaviors, and

individual HIV status (Diez-Roux 1998; Kalipeni, Oppong et al. 2007).

The Behavioral Link: How Ecological Factors Affect Individual Health

Neither the PEH framework nor other macro-level theories defiseat soncrete constructs
for empirical investigation in area-level studies. However, the Ré&iHiistic proposes that ecological
factors that facilitate societal or economic inequities mayémite how individuals behave and make
choices. In the context of HIV, these factors include economic underdevelopmeatjonignd
mobility; and power differentials by class and gender (Parker, Easab?€00; Wellings,
Collumbien et al. 2006). These forces create a “risk environment” wheoesfaxternal to the
individual, such as inequity, poverty, and discrimination, increase vuliligrédHIV infection
(Parker, Easton et al. 2000; Rhodes, Singer et al. 2005) through the creation ofreotiahag, and
physical facilitators of HIV risk behavior (Farmer 1999; Farmer, yéizet al. 2006). For the
powerless, these facilitators effectively limit the dbito make positive health decisions, restrict
agency, and reduce control over their bodies (Wellings, Collumbien et al. 2Qb6tely silencing
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the voices of those most vulnerable to, and most affected by, HIV (Amaro and Raj&2000)ded
by the PEH, economic inequality, poverty and access may be criticalsdoivéine HIV epidemic in

sub-Saharan Africa and in Malawi, and these factors are exploteid nesearch.

Area-level Factors: the Role of Socioeconomics and Access

The roots of PEH stem from a critique of capitalism’s role in argatnd perpetuating health
disparities. According to Lesley Doyal, there is always a alelsgionship between economic and
physical health, and capitalism “not only systematically underminelethéh of the population, but
has also created obstacles to the realization of effective healtlegb(Doyal and Pennell 1979)
(p.137). Poverty is one of the most influential ecological risk fa¢tergoor health status (Minkler
1999), and population patterns of good and poor health are highly correlated withfaveakh and
poverty (Krieger 2001). However, poverty is a difficult concept tosuesa(Wojcicki 2005;
Coudouel 2008), and the relationships between poverty and health at the etleeeicae
complex. Poverty does not directly cause HIV, but AIDS and poverty are lijutiaforcing
(Gillies, Tolley et al. 1996; Craddock 2000; Mosley 2004; Freedman and Poku 20i@5ném,
Simbayi et al. 2006; Masanjala 2007). HIV infection is most prevalent apeoyge in their most
economically productive years (between the ages of 15-49) with negamnifications on their
household income and livelihoods (FAO 2003; Heuveline 2004; Mather, Donovan et al. 2805)
poorer persons are less likely to access treatment and caren(Rlvgtaet al. 2004), the resulting
poverty increases individual susceptibility to HIV much as it doestfeer health problems such as
tuberculosis and malnutrition (Farmer 1999).

The PEH also suggests that economic hierarchy and social striatifigéiect health status,
and both absolute poverty and the relative distribution of wealth affealith (Kawachi and
Kennedy 1997). Income inequality has both direct and mediated influencealitmbedaviors and
health outcomes (Soobader and LeClere 1999). However, the effects o iimamality on health
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are not always clear (Coburn 2000; Mackenbach 2002). Part of the reasos facklaf clarity be
that income inequality and economic disparities affect health statusgthbehavioral mediators
(Kawachi and Kennedy 1999; Wilkinson and Pickett 2006), including decreasedbitkiof social
cohesion, and fewer social ties between people (Kawachi and Kennedy 199¢hKaneaBerkman
2000). Countries with higher levels of income inequality are among those ghidr 1V prevalence
(Fenton 2004), and income inequality has been linked to increased risk for seamsihgitted
infections (Holtgrave and Crosby 2003) as well as to an increase in cacexual partnerships
(Adimora and Schoenbach 2002). These studies expose a possible pathweay letame
inequality, individual behavior, and HIV status; but, these relations$faips not been well tested in
the context of HIV or in developing countries.

Poverty and income inequality are apparent in Malawi. In 2000, 67%abfpapulations and
55% of urban residents were below the poverty line (National Economic CMatlaivi 2000). The
country-level Gini coefficient of .38 indicates relatively high @ieincome inequality, and the
national poverty headcount (% living below the poverty line) of 54% remaeiatively stable from
1997-2005 (World Bank 2008) showing that poverty may not be decreasing over time.

In addition to the effects of poverty and income inequality, adoeoads, cities and health
services are important factors in determining individual health chaim@sutcomes. Drawing from
the PEH framework, access to treatment and care often reflasss génder, and racial disparities in
social and economic systems (Doyal and Pennell 1979). Inequity in azcessurces and services,
including health, negatively influences individual health behavioroatwbmes (Doyal and Pennell
1979; Minkler and Cole 1992; Minkler, Wallace et al. 1994; Doyal 1995; Doyal 200BRhéhk et
al. 2004). Access to healthcare services is unevenly distributed mahsab-Saharan Africa
(Ruger and Kim 2006; Tanser, Gijsbertsen et al. 2006; Loewenson 2007). Althouglachaagcess
to basic healthcare services including HIV prevention and treatmentsc@vitaula 2004; Hardon
2005), women frequently fare worse (Parker, Easton et al. 2000; Loewenson 200& cantext of
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HIV, previous studies suggest poor access to services is a barrieititeegmshaviors such as
seeking HIV testing or receiving HIV test results (Nuwaha, Kabated. 2002). Rural residents
generally have fewer HIV testing facilities, poor health infrastmegtand less access to health
facilities than urban areas (UNAIDS 2008), limiting their individualichdor healthcare.

In Malawi, rural areas have high population density and are chazadtéy poor roads and
limited physical, economic, and social infrastructure (Bryceson anddéa 2006). Roads serve as an
indicator for access to markets, livelihood opportunities, and ssr{@mith, Gordon et al. 2001),
and road quality may serve as a proxy for mobility (Greig and Koopman 2003)prakiaawn to be
associated with HIV (Doyal 2001). A study in South Africa using GIS to mapgtValence among
pregnant women and healthcare center proximity to primary or secoodas/showed that women
with homesteads closer to a road were more likely to be infecteadvibraen who lived further from
these main transportation arteries (Tanser, Lesueur et al. 2000). Byrdgiam urban area may also
be associated with an increased risk of HIV transmission (GirdmB0998). Urban HIV rates are
higher across most of sub-Saharan Africa (UNAIDS/WHO 2007), including Mé&National
Statistical Office Malawi and ORC Macro 2005). Workers are exposednalfar informal sex
workers in urban transit areas, providing a partial explanation for thatioigand urban links to
HIV (Chirwa 1997). Similarly, relationships between higher HIV raied proximity to market areas
are evident (Gabrysch, Edwards et al. 2008). Truckers, tourismtytiosti traders, and refugees
along these same road networks also encourage the spread of HIV through xushferaetices
(Chirwa 1997). These access factors may influence the behaviorstinikedeased risk of HIV,
including migration, paying for sex, sex without a condom, or multiple pasther

Therefore, this study examines the influence of area-level socioetcs on individual HIV
risk behaviors, and in turn, HIV, through examination of the role of axehilecome inequality,
measured by the Gini coefficient, and area-level poverty headcount, estandif absolute poverty.
Examination of both absolute poverty (poverty headcount) and relativetyp@neome inequality) is
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an advantage over previous research that used singular measurashiKavd Kennedy 1999). This
research also explores the influence of access to major roaglss &eenajor urban areas, and
proximity to healthcare clinics on individual HIV infection, explorihg pathways through

individual-level risk behaviors that may mediate these assatsati

Could Ecological FactorsHave Differential Effects on Individuals?
Individual-level SES

As noted previously, the relationship between individual socio-econoais &tnd health
outcomes is unclear. As suggested by the PEH heuristic, this muddlezhs#igdicould result from
the intersection of factors at both the macro- and individual-levélidimg socio-economic resources
(Phelan, Link et al. 2004).

Although not HIV-specific, previous research in developed countriessstiavarea-level
effects may influence health outcomes over and above socio-economic &dkar$ndividual level
(Macintyre, Maciver et al. 1993; Pickett and Pearl 2001; Macintyran@gl} et al. 2002). In a study
comparing sexual activity among black and white teens in the US, neighborhood ecamdmic
segregation traits were associated with race differenceskiofrsex (Billy, Brewster et al. 1994;
Brewster 1994). Also, in a review of research in developed countries offeitts ef neighborhoods
on health, Pickett found that neighborhood-level social and ecologicalddzd a significant
influence on individual morbidity, mortality, or health behavior healtlustabove the contributions
of individual SES (Pickett and Pearl 2001).

Studies in developing countries that consider the relationships lbehwteindividual- and
area-level socio-economics on health are rare. Montgomerys¢dldata from urban samples in
Demographic and Health Surveys in 85 countries to determine the influencé afdieidual and
community SES on health outcomes (Montgomery and Hewett 2005). They found tledtdidus
SES was predictive of unmet need for modern contraception, attended birth, and heggntrfoile
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community-level factors were predictive of birth attendance (ymmery and Hewett 2005). Recent
research by Gabrysch in Zambia suggests an association between neightaotoesdind HIV risk
behaviors (Gabrysch, Edwards et al. 2008). In a cross sectional study ofurdafbf socio-
economic status on sexual risk behaviors among young women, they found that women indower a
middle class neighborhoods as well as those near markets were mgrlikelinfected while
proximity to health centers was protective even after adjustirgpfoe individual-level behaviors
(Gabrysch, Edwards et al. 2008). Lastly, a recent cross-sectionalbstunadiyitiple levels of influence
on the distribution of HIV in Tanzania revealed place-based effectsdinglneighborhood and
regional poverty, on individual HIV status (Msisha, Kapiga et al. 2008). Henyvthis study revealed
only the existence of a significant contextual influence of poverty witfuotiner illumination of the
reasons for this association or its variation within Tanzania.

These studies point out that macro-level, socio-economic influemegsave a differential
effect on health and health behavior net of individual-level socio-edorfantors. Although the role
of interactions helps distinguish the effects of individual satéss from area-level effects
(Macintyre, Maciver et al. 1993), in the current study, preliminaryyaitgabf interactions between
area-level effects and individual-level SES in models of HIV tédling behaviors or HIV status
proved non significant for men and women. Further exploration of moderation bydiraliével
SES is not pursued. Individual-level socio-economic status is incleded@ntrol in models adjusted

for demographic factors.

Gender and HIV

Macro-level factors may affect women differently than menhBlo¢ PEH and the Theory of
Gender and Power, developed by Connell in 1987, recognize that gender relatiohspsnsiaf
masculinity and femininity, and economic power are all directly relatedvierse health outcomes
among women (Connell 1987; Doyal 2000; Wingood and DiClemente 2000; Doyal 2001). Biology
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compounds these factors. During unprotected sexual intercourse, women’'sasbkming infected
is four times higher than men’s, due in large part to larger areas okelxgesisitive skin that is
prone to tear in the vagina as compared to the penis (UNICEF 2002; Lamptey, Jolahspd0s).
These biological risk factors (Blocker and Cohen 2000; Glynn, Carakl2801; Quinn and
Overbaugh 2005), exacerbated by gender inequity and power differentidisithaomen’s
decision making (Craddock 2000; Ghosh and Kalipeni 2005; Luke 2005), partiallynetgai
disproportionate rates of HIV among women across much of sub-Saharean (Rfrke 2003; Kim
and Watts 2005; Quinn and Overbaugh 2005; Wellings, Collumbien et al. 2006; Sa and Larken 2007
In Malawi, aspects of the social, legal, and political-economic environmieidorce gender
inequality reducing women'’s rights to govern their sexual and reproductita hed increasing
their vulnerability and risk for HIV infection (Kathewera-Banda 2005).

Womenembody social discrimination, economic disadvantage, and ineqKlitgger 1999;
Krieger 2005), and these economic asymmetries influence how women usedesrfbr work
(Krieger 2001). Poverty, lack of economic opportunities, and inequatite imany women in rural
Africa to engage in risky survival behaviors and coping livelihocatesgies (Masanjala 2007),
including dependence on sexual relationships for financial supportd@relgyamukapa et al. 2002;
Gupta 2002; Luke and Kurz 2002; Kelly, Gray et al. 2003; Luke 2006). In Malawi, young men know
that it is their responsibility to provide economically for theitipers and women know that they will
be providing sex. “A sexual relationship cannot exist without a male-takéetmransfer of money or
gift” (Poulin 2007) (p. 2387). The intersections of socio-economics amtkegenay produce an irony
that women’s short-term survival tactics, including risky sexahbliors, may lead to HIV infection
(Craddock 2000).

Not all women depend on relationships for material support: thesemstdps may form
social support and social insurance, enabling both men and women to miiggtiteetait and reality of
poverty (Swidler and Watkins 2007). Regardless of the type of supportrwsark through these
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sexual relationships, they still have less power to determine thanstances of sex. Compromised
gender-based power is linked to less consistent condom use, less ctimtrarssp and increased
vulnerability to STI/HIV (Blanc 2001; Luke and Kurz 2002; Dunkle, Jewkes @08U4; Pettifor,
Measham et al. 2004). Both marital and non marital relationships demopstrageimbalances
(Luke 2003; Longfield 2004). Talking about condoms implies a lack of trust and ttafi@ésnal
gender norm expectations for women (Maman, Campbell et al. 2000; P&té@msham et al. 2004;
Manuel 2005), and this holds true in Malawi (Schatz 2005). A qualitative study afr68rwin
urban Malawi revealed inequality between married men and women thatwoniten’s decision-
making and ability to protect themselves against infection through condof@luseh and Kalipeni
2005).

Although the focus on gender frequently centers on women, men shoulduoke ¢hizi
research about HIV as they control many of the risk behaviors (Maman, dbhet@be2000; Mane
and Aggleton 2001). Men control the who, what, where, when, and how of sexual intercourse
especially with younger partners (Sayles, Pettifor et al. 2006), anthaeygreater access to
employment, money, and power than women (Gupta Rao 2002). Qualitative research in Malaw
reveals that rural women are clearly constrained in their beharidreave less access to income and
social power than men (Schatz 2005). Social ideals around masculirgtyhéeged by men
controlling women (Kumar, Gupta et al. 2002; Hunter 2005): in Malawi, a man onayit to
marrying a woman by giving her or her parents a gift that symbolizesridinés access and claim to
the woman’s sexual territory, and the exclusion of other men from her” (Che®w# (p.7). The
virility, status and masculinity equated with having multiple pastia@id not using condoms may also
evolve into pride at being HIV+ among some men, a finding that would have ektréetrimental
effects on future prevention efforts (Kaler 2003).

There are variations in gender roles and relations within Malatwgele areas and over time
(Davison 1993), and not all women lack power in their relationships. Women haval ses to
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protect themselves against HIV infection: they may have agenaiktwith their husbands about the
risks of multiple partners; seek advice in their social netwakfront girlfriends; or threaten divorce
(Schatz 2005; Smith and Watkins 2005). Between some young partners, even those whe exchang
money, condoms may be suggested or rejected by men or women (Poulin 2007).

Due to the plethora of evidence confirming the impact of gender cal pogver, sexual
health and wellness, and high risk behaviors, this study explores whethetationships between
area-level effects, individual behaviors, and HIV status difjegender. Stratified analysis reveals
whether area-level factors operate through individual behavionfuemce individual HIV status of

men and women through distinct pathways.
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CHAPTER 3

EXPLORING AREA-LEVEL RELATIONSHIPS
Determining the Context of Area- and Individual-level Associations

To accurately determine the linkages between the areas in whigle fige and their
behaviors, models that recognize the nesting of individuals withis aredusters are necessary.
Contextual models simultaneously parcel out the relative influenceliefdual- and area-level
effects on individual-level outcomes while accounting for the non-indepeercf observations
within areas (Blalock 1984; Diez-Roux 2000). Therefore, this study empbdoysxtual analysis to
determine which area-level factors influence individual HIV statithogh multi-level models also
accomplish this, they require large samples within each clustacéarate examination of within-
cluster variation. This study design does not allow for within-clustalyais due to the small number
of people chosen within each cluster.

Contextual, hierarchical, or multilevel models “do not incorporate angmofispace and, as
such, may be described as nonspatial: they consider the neighborhood afbhiatidiniduals but
neglect spatial connections between neighborhoods" (Chaix, Merlo et al. @008Y). Such neglect
is a weakness of traditional modeling that aims to explore arekeléeets. Although aspatial, these
models are informational: these models offer a partial explanatithe afistribution of predictors and
outcomes, but they do not describe the distribution and scale of varidtwm avsetting (Chaix,
Merlo et al. 2005). Therefore, the same factors explored in the contextlysisaee used in
subsequent spatial analysis to demonstrate the distribution and pattdeseaklationships in

Malawi.



Showing Context: the Advantages of Gl Sfor Area Studies

The complementary spatial analysis provides several advantagesaadit®onal exploration
of area-level factors in health research. Primarily, GIS tedggahakes integrating and linking
databases using geographic information possible and provides a methodioingmiata from
multiple sources into a more comprehensive whole (Richards, Cronefi®98). Unlike traditional
regression that assumes that observations are independent of one arath&plarfor this non
independence, spatial analysis responds to autocorrelation by reega@madi adjusting for the fact
that geographically proximate groups may have similar characterdstitinfluences should not be
treated independently (Dietz 2002). Moreover, unlike multi-level modedsias analysis reveals
interactions by exploring how relationships vary, or affect individualereiftly, by location,
demonstrating moderation and distinct regional patterns. Furthermore, mapsgdsarh spatial
analysis may present findings in a way that promotes improved knowledgsitaagupotentially
accelerating the transition from research into practice (Rytkonen.Z@ugh spatial analysis, this
research examines relationships at a much finer scale than previaes,silidwing for the
exploration of patterns in area- and individual-level factors that&ff1V status at the local level.

Although few studies apply mixed methods in developing countries or in the cohkéixt,
combining spatial and regression analysis in health researchiisggaitomentum (Chaix, Merlo et
al. 2005). A small-scale study of health center client satisfactidhdisaicts in Malawi found
significant spatial patterns between regions (Gideon 2007), indid#@ importance of place in the
context of Malawi. However, this study failed to look at space at adosde. Advancing the use of
spatial methods, recent research on the distribution of disease shentsapto understand the
macro-level drivers of HIV in South Africa (Kleinschmidt, Pettifoiaé 2007). Kleinschmidt et al
tested the spatial association between various area-level éfidatting proportion employed,
proportion educated, proportion of informal households and area-level HIMuvadpusting for
individual factors (Kleinschmidt, Pettifor et al. 2007). In their stubgy took significant ecological
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variables associated with HIV status in logistic regression re@ahel tested them in spatial models to
determine where and how those parameters varied in space (Kleinschtidt, &eal. 2007). In
spatial models, they found that the distribution of HIV in South Africedawithin provinces and
districts and that area-level unemployment, ethnicity, and urbanicityagsceiated with average
HIV prevalence levels (Kleinschmidt, Pettifor et al. 2007). Anothefysof poverty and HIV showed
contrasting relationships at the individual and community levelaiikiBa Faso (Lachaud 2007).
Using the Demographic and Health Survey as well as an economic andioatey, Lachaud used
both spatial and aspatial regression to examine the relationship beteéhuial HIV and both
micro- and macro-level factors. In micro-economic analysis usingtpralalels, he found a positive
relationship between HIV and individual SES, also noting significantteftdaesidence, condom
use, and religion, but not gender. At the provincial level, spatial lag modetsd#ated a non-linear
relationship between average provincial-level HIV and area-levasunes of poverty. Migration,
urbanization, and residence near transportation routes were signifithese spatial models, but
area-level Gini was not (Lachaud 2007). Despite its strengths, Widisisiudy did not test the
moderating role of gender in the spatial or aspatial models, and indigiddarea-level effects were
not explored in the same model, preventing exploration of the strength ofliraliviersus area-level
influences.

Examination of relationships between individuals and small-scede anay reveal how the
direction and magnitude of associations varies over space (Chalg, é&flal. 2005). Although the
geographic size of an area of influence defies easy determinatiome faurposes of this paper, area-
level factors will be designated by aggregate census enumeaegimsm comprised of approximately
500 households. Although limited by the available data to this unit of aread#uehce, this
definition of area-level effects falls between larger araak as census tracks and smaller geographic

units such as block groups, both of which have been used to measure macrolmretasfin
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previous studies (Dietz 2002). As used in previous research, thecsr@dual, ecological, macro-

level andarea-level will be used to discuss upper level effects in this study (Rmzx 1998).

STUDY OVERVIEW

This study applies the political economy of health (PEH) heuristpiore HIV in rural
Malawi. As discussed previouslgnd as shown in the model below, area-level socio-economic
factors and access to resources and services are hypothesifedttmdividual HIV status through
the pathway of individual behaviors. Although previous studies notenh@riance of these area-
level influences on individual HIV status (Zierler and Krieger 199ad@ock 2000; Gould 2005;
Villarreal 2006; Hunter 2007), there is a paucity of empirical reseaatfattalyzes these
relationships in developing countries or in the context of HIV. To addhese gaps, the first paper
uses logistic regression to examine whether area-lever$aocluding poverty (area-level Gini
coefficient, area-level poverty headcount) and access (ardadadeaccess, area-level healthcare,
area-level distance to major city) influence individual HIV statudalawi, and whether these
factors operate through individual-level behaviors. The analysisatfisd by gender to determine
whether these associations differ for men and women. These logistic magelee considered
global models.

In the second paper, spatial regression methods are used to tiestsigilas between area-
and individual-level factors on individual HIV status in space. The aisgyesents these
relationships through maps, allowing for both a visual heuristic of théisesd an indication of how
these relationships may vary within Malawi. Presentation of spagigdssion is advantageous: the
visual images produced as part of the second paper may be bettercalolestyp complex spatial
patterns than tables or graphs (Moore and Carpenter 2002). Thesenspagis may be considered

local models.
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Research Questions:
o Paper 1Using aspatial logistic regression methods: 1a) Are areaflsstelrs associated with
individual HIV status in Malawi?; 1b) Are these associations medlilay individual behavioral

factors?; and, 1c) Do these relationships vary by gender?

o Paper 2Using spatial regression methods: 1) How do the associations betwaédevaidactors,

individual behaviors, and individual HIV status vary within Malawi?

For paper 1, contextual logistic regression models are emplogsdiane factors that
predict individual HIV status, the dichotomous dependent variable. Indegendsa-level variables
include Gini coefficient, poverty headcount, distance to major road, distamaajor city, and
healthcare access. Additional models include a composite mediaitale of high risk sex. Controls
include ethnicity, religion, marital status, education and age cpliamcision and migration for
men. The analysis is stratified by gender.

For paper 2, spatial regression using geographically weightezssagn (GWR) is utilized to
determine whether there is place-based clustering of area- andluadilgvel influences on
individual-level HIV status (Brunsdon, Fotheringham et al. 1998). GWR istialspaalysis method
that accounts for spatio-temporal correlation between observationadjiesting for the likelihood
that observations closer in geographic proximity are more similar thamnvalbisns further away. The
method applies a heavier weight to nearer observations than to farteeratiosls. GWR provides
separate estimates of the parameters atamehvation, i.e., the method provides beta coefficients
for each individual separately and produces “local” models in addition gidhel model. The
results can be mapped for visual representation to qualitatively extmaispatial patterns of
parameters of interest. For question 2, the dichotomous dependahtever individual HIV status.
Independent area-level variables include Gini coefficient, poveagdweint, road access, distance to
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major city, and proximity to healthcare facilities. Independent indalidak behaviors include
condom use, multiple partners, and previous sexually transmittetionfguaid sex and migration
are also considered for men. Controls include ethnicity, religion, instatais, education, and age,

plus circumcision for men. The geographic analysis is stratifiecdbglay.

Hypotheses

For paper 1the following relationships are hypothesized:

e Persons from poorer areas and those with higher income inequality (aseddaspoverty
headcount and Gini) will beore likely to be infected with HIV than their peers from areas with
better socio-economic indicators. Persons with greater accessltaad cities will benore
likely to be infected with HIV that their peers with less accessdPsrwith greater access to
healthcare services will Bess likely to be infected than their peers with lower access to
healthcare services.

e Persons from poorer areas and those with higher income inequality (as nhégspogerty
headcount and Gini) will bewore likely to engage in risky behavior, and therefonere likely to
be infected with HIV than their peers from areas with better smworomic indicators. Persons
with greater access to roads and cities wilirioee likely to engage in risky behavior, and
thereforemore likely to be infected with HIV than their peers with less accessoRswith
greater access to healthcare services wilegsdikely to engage in risky behavior and, therefore,
will be lesslikely to be infected with HIV than their peers with lower access tdtzak
services.

e The relationship between area-level factors and HIV risk behavithiseamoderated by gender:
gualitative comparison of the stratified results will suggest Heaassociations between area-

level factors, individual behaviors, and HIV status will be strongewéonen than for men.
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For paper 2the following relationships are hypothesized:
¢ The relationships between area-level factors, individuatHesk factors, and individual HIV
status will vary by geographic area and by gender, demonstrating thastloégations between

these variables differ in space.
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Figure 3.1: Conceptual Model

Area- and Individual-Level Influences on HIV Status in Malawi

Controls:
Individual-Level Demographics
Ethnicity
Religion
Marital status
Education
. . Age
Area-level Socioeconomics : :
— Socio-economic status
Gini Index . o
Circumcision (men only)
Poverty Headcount L
Migration (men only)

Area-level Access
Distance to major road
Distance to major city
Healthcare availability

Individual HIV Status

_— -

Continuous Mediator:

) Individual Risk Score
Moderator. Summary measure of:
Gender Condom use
Multiple partners
Previous STI

Paid sex (men only)
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CHAPTER 4

STUDY DESIGN AND METHODS

The data for this secondary analysis come from several primarnesottindividual-level
data and variables (demographic and behavioral) come from the M2d¢emographic and Health
Survey, 2004 (MDHS), including the HIV and GPS components. The area-level ptatriyome
from Columbia University Poverty Mapping Project (Columbia Univera@08). The area-level
road, healthcare facility, and urban area proximity data are deriveddigital maps of Malawi using
widely accepted spatial measurement procedures. Because @igaoimrty data are available only
for rural households, this study sample is restricted to rural resid@igssection will be divided into

individual- and area-level components.

Individual-Level Data
Sampling frame

The Malawi Demographic and Health Survey 2004 (MDHS) uses the mastee $eanp#
from the Malawi 1998 census. Malawi has 27 districts, and each distrianhfisrsadministrative
units, Traditional Authorities (n=350), each of which is divided into enumerareas (EA)
(n=9200). The census EAs serve as the frame for stage one of tegesampling design

(National Statistical Office Malawi and ORC Macro 2005).



Sample selection

The MDHS uses probability sampling methods; every selected indivadbausehold has a
known, non-zero probability of being selected. The design of the MDHS wasige2ettister sample
with a target of 15,140 households. MDHS expected 13,000 women to complete surveymlihse
response rate for the 2000 MDHS. The Primary Sampling Unit (PSUhe@numeration areas
(EA). In stage one, EAs were selected with probability proportional tdaied on the estimated
number of households in each EA. An exhaustive list of all households within thasastcreated
by the National Statistics office to make sure the sampling framepvessdate. According to DHS,
the optimal cluster size (the number of households selected per EA) batyesn 20-40, depending
on the similarity expected between persons in the same cluster (ARG WB96); approximately 29
households were selected in each cluster for the MDHS. To reatzngbenumber of households,
522 clusters were randomly selected from the 1998 Malawi master censusigdraplie, 64 in
urban and 458 in rural areas (National Statistical Office MadandiORC Macro 2005). To select the
households, a systematic sample was selected from each of the 522 clusééiggblel women aged
15-49 years who usually lived in the household and who consented were imernvi®r men, every
third household selected for the women'’s interview was included for tleequastionnaire, and all
men, aged 15-54 years, who usually lived in the household and who consentelibvibeda
interview. All households selected for the male questionnaire wareselected for the HIV test,
including all eligible men and women within the household. Over 5000 male and fesEdadents
agreed to the HIV test, offering a representative sample of men and wothemational level.

Sample households were selected to be a self-weighting fraction of hiolssathtve national
level, in the three regions (North, Central, Southern), for rural and urtesseparately, and for
each of the 10 largest districts (National Statistical Offleégawi and ORC Macro 2005). Because
the districts vary in population, some districts were oversampled (Mulahyolo, Kasungu, Salima,

Machinga, Zomba, Mangochi, Mzimba, Blantyre, and Lilongwe) to provide enougbhulds for



reliable estimates at the district level. More informatibawd the general DHS survey methodology

is available from ORC Macro (ORC Macro 1996).

Responserate

For the MDHS, 13,664 households completed interviews, a response rate @fa@¥%se
who responded, 82% of the women and 80% of the men sampled lived in rural aeeessponse
rate was 94% among rural women and 85% of rural men.

For HIV testing, 2,485 rural women (response rate 71%) and 2,056 rural men (eesptens
65%) accepted; 5.1% of women and 13.1% of men were absent on the day of testoma(Nati
Statistical Office Malawi and ORC Macro 2005). Mishra et al (Misheardse et al. 2008) conducted
an analysis of bias caused by non response in 14 DHS surveys with Hiig,testiuding the
MDHS, by comparing those: (1) interviewed and tested; (2) not inteedidwt tested; (3)
interviewed and not tested; and (4) not- interviewed and staeteUsing common independent
variables and logistic regression, they predicted HIV status of giapd 4 based on the prevalence
among groups 1 and 2 (Mishra, Barrere et al. 2008). From these models, theydpadjudé=d
models of HIV prevalence for those not tested (Mishra, Barrexle 2008). Although Malawi had the
highest differential in the response rate between the overall MDW8ysand the HIV component
(25% lower among women and 23% lower among men), the effect of non-responselatiqgropu
level HIV prevalence estimates in all 14 countries were notfgignt, including in Malawi (Mishra,

Barrere et al. 2008).

Sampling

Because the sample was not proportional among all districts] adinatment (weight)
procedure was necessary to represent the true population estinthéesadtonal level. Sampling
weights in general, and in DHS, are adjustment factors that are applazhtoase in survey analysis
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to account for differences in the probability of selection or interviewadesign or implementation
(Rutstein and Rojas 2006). These sample weights were produced by DHS Hyotisitite
probability of household selection and the response rate for households and indiVithiglts were
standardized, and the sum of the household weights equals the total numhesebbhis in the
entire sample. In Malawi, each of the largest 10 districts repsegafgmain, and the other 17
districts represent an additional domain. The domains vary in sizefotleereversampling in
domains of smaller size was necessary in order to allow for estiatdtesdistrict level (National
Statistical Office Malawi and ORC Macro 2005). In an equal probabilitpkatihe probability of
selection f) is N/n, where N is the population and n is the sample size. However, in the NHigHS
probably of selection varies by domain, and a weight of N/rf anlist be applied to each domain to
make population level estimates of means or proportions (ORC Macro 1996htMépihe sample
corrected the potential bias, although the unweighted and weighted resporesesrywsimilar (ORC
Macro 1996). Difference sampling weights were calculated for theléemmale, and HIV samples.

DHS sampling weights from the HIV sample are applied for thig/aisal

Data and Data Collection
Demographic and behavioral information

The individual-level demographic and behavioral information comes frer8@04 Malawi
Demographic and Health Survey (MDHS). The MDHS provides reliablm&sts at the national
level, regional level, for rural and urban areas separately, and for ethehldf largest districts,
placing the remaining 17 districts into 6 groups (National Statisiiffede Malawi and ORC Macro
2005). The MDHS collects detailed information on myriad subject arelsling fertility, sexual
health, nutrition, and children’s health from women ages 15-49 and men ages 15-5é6nQaiess
for households, women, and men were developed, tested, and translated into Canth&wabuka

according to the general DHS methodology (Aliaga and Ren 2006). Intersimseeived extensive
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training before implementing the survey, and appropriate consent proce@uesgpproved by

internal review boards in Malawi and in the USA.

HIV information

Information on HIV status also comes from the MDHS. The HIV resudte woluntarily
obtained from finger prick tests, and the dried blood spots were sent to amiheletdaboratory
(ORC Macro 2005). According to DHS, the laboratory protocol includes arl Eiti8A test
followed by retesting of all positives as well as 10% of all negativsarsecond ELISA
(MEASURE DHS 2008). For discordant results, a Western blot test wiasrped (MEASURE
DHS 2008). Tests were coded for confidentiality, and no test results iveretg participants.
Referrals to free testing sites were provided for those that dvemtanow their HIV status, regardless
of participation (National Statistical Office Malawi and ORCdwa2005).

In comparison to HIV prevalence information from antenatal cakC)/settings, the use of
DHS HIV data is advantageous (Macro 2005). The rural ANC sites wherséttinel surveillance
data is collected are generally located in small population cehtgrsay not accurately reflect the
patterns of HIV infection in more rural areas (Bello, Chipeta et al. 200&yefore, the HIV status
information from the DHS gives more reliable estimates of HIV peexa at the regional and

population level (ORC Macro 2005; Mishra, Barrere et al. 2008).

GPSinformation

The MDHS collected GPS data according to the manual developed addtieMEASURE
DHS (Montana and Spencer 2004). During survey implementation, fieldsifflatitude and
longitude coordinates using global positioning system (GPS) receivrs central geographic point,
centroid, of each MDHS cluster. To protect the confidentiality of iddiais and reduce the
possibility of identification of individuals from the combined data soUfESASURE DHS
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scrambles the GPS coordinates for the clusters. This procesesédldedikelihood of matching
people to their exact location but leaves enough locational informatiepétial analysis. Usually,
the GPS receivers are accurate within 10 meters. In rural altedigsters were offset by up to 5km,
a distance determined by ORC Macro to provide a 10 fold decrease in thetalginpoint exact
cluster location (Montana and Spencer 2004), leaving each DHS clusteriaeihin a 5km radius
of the true location.

GPS coordinates for Malawi are available for 521 clusters, 458 ohwahécin rural areas.
Two rural clusters, including their 14 observations, were dropped dueteeus latitude or
longitude, leaving 456 rural clusters for analysis. All raw coordinati@ @atitude and longitude
information) were imported into ArcGIS for mapping. Following standard potgdor visualizing
data points on a spatial map, the points were projected using Unileasalerse Mercator (UTM)
grid zone 36 south and referencing the World Geodetic System 84 (WGS84) gladgnaphic
location information that allows for 2-dimensional expression of spatial @iatough this projection
process, it is possible to determine the distances between any twamp&haisnensional

measurement, i.e., meters (Montana and Spencer 2004).

M easur es

A summary of individual-level variables is presented in Table 4.1
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Table 4.1: Individual-level variables

Variable Definition Type of | Response Coding Source
variable
HIV Status Infection with HIV-1 or HIV-2 on 2 Dependent 0 = uninfected; DHS
tests of HIV status, including rapid 1= HIV+ HIV
and confirmation with Western Blqt
or ELIZA
Gender Male or female Moderator Stratification DHS
Sexual risk A risk score comprised of paid sex Mediator For women, 0-3; DHS
score in last year; 2 or more sexual For men, 0-4
partners in last year; condom use
with any of previous 3 sexual
partners; or diagnosis/symptoms of
sexually transmitted infection (STI
in past year (see elaboration below)
SES Household socio-economic status Control Ordinal — polychloric DHS
(see elaboration below) methods to create SES
index *
Migration Travel for more than one month in Control 0 =no; DHS
last 12 months (men) 1=yes
Region Primary region of residence Control Dummy variable for | DHS
North, Central and
Southern regions
Age Continuous age in years Control Continuous: 15-49 for DH

39



women; 15-54 for men

Marital Status| Never married; married/in union; | Control Dummy variables for: DHS
previously married single; married/union;
previously married
Circumcision | Circumcised or not Control | 0 = no; DHS
(men) 1=yes
Education Level of highest educational statusControl Dummy variables for no| DHS
reached education; primary ed.;
more than primary ed.
Religion Primary religion as reported Control Dummy variables DHS
Christian; Muslim;
Other
Ethnicity Primary ethnicity as reported Control Dummy variables: DHS

Chewa; Lomwe; Yao;

Other

The mediator measure, individual risk score, requires additigpkdreation. The MDHS

asks several questions to ascertain risk for sexually transmniféetions (STI) and HIV. These

guestions include: 1) the number of sexual partners within the lasina@ading the relationship to

the last three sexual partners; 2) condom use with the last thtes gartners; 3) previous STI or

symptoms of STI; and, 4) for men only, whether they paid for sex in the lasPye®ious studies

indicate that condom use may be associated with perceived high levelagtgikty to HIV or to

infection from their partner (Adih and Alexander 1999; Pranitha and Cleland @0@&th other risk

factors such as multiple partnerships (Mnyika, Klepp et al. 1997). Theredmdgro use with a

recent sex partner, spouse or otherwise, is considered to reflesitvpdrrisk of contracting or
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transmitting a sexually transmitted infection, including HIV, anfireglorted condom use is counted
as a risk factor in the risk index. Based on previous examples of suncoeey sf individual risk
behavior (Biglan, Metzler et al. 1990; Rosenthal, Moore et al. 1991; Mittar; et al. 1999;
Jemmott, Jemmott et al. 1999), the mediator variable of individualaisk s a summary measure
created to reflect a continuous measure of increasing HIV risk loehBer each risk (two or more
non-marital partners in last year; condom use with recent papte@ious STI; paid sex), a point is
assigned, making scores of 0-3 possible for women and 0-4 possible for measifcrsk score
indicates higher risk.

Additionally, the SES variable requires elaboration. The varfabledividual SES is a
wealth index developed by DHS with the World Bank. The survey questions feedith index are
integrated into all DHS surveys, and the components were tested in arrirobentries (Rutstein
1999; Rutstein and Johnson 2004). This index of wealth incorporates householduadsats
ownership of various items (e.g., bicycle, car, television), householdiryweharacteristics, and
infrastructure (e.g., housing materials, type of water and sanitatiditida). In Malawi, information
on household assets was collected through the DHS household questionnairecgral pr
components analysis was used to assign a weight or factor score to eafVyassand
Kumaranayake 2006). Next, each household asset score was standardizech#d distoibution
with a mean of zero and a standard deviation of 1 (Gwatkin, Rutsteir2608)). The scores were
then summed for each household, and individuals are assigned the score of the diausdtich
they reside. Finally, the full sample was divided into population quintilsegual numbers of
individuals in each (National Statistical Office Malawi and OR&cro 2005; Vyas and
Kumaranayake 2006). In Malawi, the wealth index was prepared for the cahnbratand urban
samples (National Statistical Office Malawi and ORC Macro 2005) asdprovided as part of the

DHS dataset.

41



Area-Level Data

For the purposes of this studyea-level effects are defined by an aggregate of census
enumeration areas comprised of approximately 500 households. The areafmés come from
several distinct sources and are not values aggregated froniH& M he poverty information
comes from the Poverty Mapping Project while the access vareigleerived from spatial maps of
Malawi gathered from the UN, Malawi Ministry of Health, and the iBlamnternational Development

Agency (DANIDA).

Data
Poverty information

The area-level socio-economic data come from the Poverty MappijegPr
(http://sedac.ciesin.columbia.edu/povmaphese data are available from Columbia University and
were elaborated in 2004-2005 in cooperation with the World Bank. The spitdianrthe poverty
mapping exercise are rural aggregated enumeration areas (EAddeyvibe National Statistical
Office of Malawi for the 1998 National Population and Housing Census, thewsanaes utilized by
the MDHS as the PSU. Each unit for the poverty mapping exercise aggragpteximately two or
three EAs from the census, creating spatial units with a minimum of 500hHotdsel he Poverty
Mapping project links 20 economic indicators to aggregated EAs in Making GIS shapefiles,
making the data available for mapping and spatial analysis. The maps useddensus were
digitized by the National Land Management Mapping Project of the Degatiof Surveys, and
these digital shapefiles served as the basis for the spatial compbtienpoverty mapping project
(Benson, Kanyanda et al. 2002). The boundaries of the census, and thereforerthienapmng
exercise, respect the administrative boundaries of the district artisstitts. The poverty mapping
dataset includes only rural populations and excludes the four majoragins of Malawi -
Blantyre, Zomba, Lilongwe, and Mzuzu. Towns and cities in rural areas are ihclude
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Experts at Columbia University and the World Bank created theskammlestimates of
welfare and poverty, including the poverty headcount and Gini index usingymagrping methods
that are complex (Benson 2002; Benson, Chamberlin et al. 2005) and descrilezd detail by
Elbers, Lanjouw, and Lanjouw (Elbers, Lanjouw et al. 2003). However, thefragiise is that
poverty mapping is a method to combine data on income, welfare, or consumption framed det
household survey with census data to provide estimates of poverty at the howseatiold Malawi,
models of household welfare were developed from analysis of the 1997-1998 NMédmnated
Household Survey (IHS), a detailed, 2-stage cluster design surimgoaie and consumption
designed to be representative at the district level (Benson 20a&)ugh the district level is
acceptable for many uses, smaller spatial scales are requitadgieted poverty programs at the
community level (Benson 2002; Benson, Kanyanda et al. 2002; Benson, Chamlzrig0856). To
provide estimates at the household level, the detailed models of wetiaré IHS were applied to
the 2.2 million households surveyed for the 1998 census (Benson 2002). First, bagphobiture
at the lowest administrative level (district) were estimat@&upus similar set of explanatory variables
found in both the sample and the census (e.g. household size, education, housing)tyienetc
using these estimated coefficients and errors from the regregsiarty and welfare indicators were
forecast for all households in the census (Elbers, Lanjouw et al. 2003 fitrasehold-level data
were used to determine the poverty and welfare indicators for thegatgyieAs, allowing for a much
smaller scale of analysis, with similar levels of ercommonly found in sample data (Benson 2002;
Elbers, Lanjouw et al. 2003; Benson, Chamberlin et al. 2005). Poverty estimeddbeveaveraged
to provide a value for each aggregate EA in Malawi with populatioeeter than 500 households
(Elbers, Lanjouw et al. 2003), although recent research suggesteetimbhaat least 1000 households
may provide improved accuracy (Demombynes, Elbers et al. 2004). Thesesmoomic variables
are compositional variables, representing aggregate and averageofehes persons who live in
these areas.
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The complete poverty mapping dataset of Malawi includes measureseofypiov each of
3004 aggregate EA units as well as at the larger sub-districictliand regional levels (Benson
2002; Benson, Kanyanda et al. 2002). The poverty mapping information is containdduvi bése
maps, allowing for the visualization of the poverty and welfare irdition in all 3004 EA units.

The area-level poverty information, as discussed above, is basedexntipngj from the 1998
census, and both the MDHS and the poverty mapping exercise use the cempling $aame. The
poverty variables are based on census information and represeritpoplavel data, removing the
necessity of weights. Therefore, separate sample weights apptied to the economic information.
Previous studies show that the small scale poverty estimatagpverty mapping exercises were
robust using weighted GLS, OLS, or regressions using expansion fatgiitsv(Elbers, Lanjouw et

al. 2003).

Accessinformation

| created the road network variables in ArcGIS using GIS roasl dil primary, secondary,
tertiary, and district roads elaborated for the 1998 census and supportegh flarzding by the
Danish International Development Agency (DANIDA). The health fgdditation data come from a
Japanese International Cooperation Agency study from 1997-2002 and improved througgtiooope
from the World Health Organization. The facilities geo-databasedes geographic coordinates for
public health centers, clinics, maternity wards, and hospitals throughaduhey. Global
positioning system coordinates were gathered from each public heaithtlmtoughout the country,
and these latitude and longitude values were uploaded to mapping softwar&ra8itg. Then, |
calculated the distance from each DHS cluster to its closesdtiinf Health clinic. The data for
proximity to cities were derived from maps produced for the national cangdusvailable from the
National Statistics Office in Zomba, Malawi. Using these filesltulated the distance in kilometers
from the location of each DHS cluster to the closest regional capitakuyizilongwe, or Blantyre.
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These variables represent contextual factors, or exogenous infliiemdke infrastructure in the

local physical and social environment.

M easur es

A summary of area-level variables is described in Table 4.2.
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Table 4.2: Area-level variables

Variable Definition Type of Response Coding| Source
variable
Income Gini coefficient of Independent Dummy variables:| Poverty Mapping Project at
inequality income inequality Gini coefficient in | Columbia University
the 75" percentile
or higher and Gini
coefficient in the
26-74" percentile.
Reference group:
Gini in the lowest
25" percentile or
below
Poverty Measure of the % of | Independent Continuous from 0| Poverty Mapping Project at
Headcount | population that falls to 100 Columbia University
below the poverty
line
Distance to | Kilometers from DHS| Independent Continuous Derived from digital maps
major road cluster point to the Malawi road networks using

closest major road

ARCGIS software to

determine the Euclidean

distance to a major road, i.e.

paved highway
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Healthcare | Kilometers from DHS| Independent Continuous Derived from digital maps
availability cluster point to the Malawi healthcare clinics
closest Ministry of from the Ministry of Health,
Health clinic Malawi using ARCGIS
Distance to | Kilometers from the | Independent Continuous Derived from UN digital
major city DHS cluster to the maps of Malawi using
closest regional ARCGIS
capital, Mzuzu,
Lilongwe, or Blantyre

Some variables require elaboration. Area-level socio-ecosamecmeasured using poverty
headcount and area-level Gini index. The Gini index is a measuremenbokintequality in a
given area (Wilkinson and Pickett 2006; Coudouel 2008) and has been shbumitate the
influence of economic disparities on health (Lindstrom and Lindstrom 2006).t{Pbeadcount is
the percent of the population whose income is below the poverty line (Co®@8| and it has
been shown to be a valid measure of economic deprivation (Krieger 2003)inT lned&x and the
poverty headcount represent related, but distinct, measures of p@emsof, Chamberlin et al.
2005). The poverty headcount is related to the poverty line and representssiheafeabsolute
poverty; the Gini coefficient measures the distribution of veatid provides information on relative
poverty and economic disparities. Using both poverty headcount and Gini index toereras-level
socio-economic factors is an improvement over previous researcheldagingle measures of area-
level poverty (Robert 1999; Benson, Chamberlin et al. 2005).

High Gini and middle Gini variables were created by sorting all envimei@tas by Gini
coefficient, from low (greater equality) to high (greater inequaluartiles were created, and each
guartile was assigned a rank from 1-4, assigning “1” to the 25% in the Iquaatile (highest
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equality); “2” to the lower middle quartile; “3” to the higher middle quertind “4” to the highest
quartile (highest inequality). Dummy variables were created fogeaés “1,” low Gini, “2-3”,
combined (middle Gini), and “4,” high Gini.

Three variables measure access at the area leveln@istakilometers to urban areas, roads,
and health facilities was derived from existing GIS maps of Malsatidetail the location of road
networks, health facilities, and major urban areas. Using acceptél spgthods, ArcGIS software
was utilized to determine the distance between each DHS clusteapdiatmajor road. The distance
between each DHS cluster and the closest major road was recordedpatthkbdatabase, giving a
continuous measure of distance for each variable. The most recestriviof Health (MOH) facility
location data is available from 2002, and the facilities are geocodecdhtititiilé and longitude
information. The distance from each DHS cluster point to the closest MElityfwas determined
using ArcGIS software and recorded in the spatial databaseéhd=praximity to urban areas variable,
the distance from each DHS cluster to the closest regional caditalz+, Lilongwe, or Blantyre —

was calculated and recorded using the same procedure.

Combining Individual- and Area-level Variables

To assemble the database for this contextual study, several daesseare combined using
GIS software, ArcGIShttp://www.esri.com/software/arcgis/index.hjmAdditionally, the database
for this study was formatted for utilization in several distinfiveare packages, including STATA
9.2 and ArcGIS 9.2, requiring the careful management, translation and tiarbieidata.

Assigning individuals their area effects required seveeglsstAs described in the DHS GPS
section above, every cluster in the MDHS has a geographic locationrajltvei placement of each
DHS cluster correctly on the digital map. This DHS cluster infolwnatias spatially joined to the
poverty and access geographic datasets using widely accepted geograjgssgs;callowing for the
visualization and utilization of information from all sourcesidianeously. Through this process,
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each DHS cluster was assigned the poverty information (Gini, povextichient) from the aggregate
EA in which it is located. The distance from each DHS cluster to a maghrhvealth facility, and
major urban area was determined using the distance calculatiore$eiaitluded in ArcGIS software.
Once each DHS cluster was linked to these datasets and the distasceasiealculated, the
complete database of DHS cluster information and its area-lénbutgs was exported into a
database file that contains 456 observations, the number of rural DH$scluste

The individual-level information from the MDHS database was linkedgeparate HIV
dataset using the individual identification numbers, creating oneetlatizall demographic,
behavioral, and HIV information at the individual level from the MDHBIs database is in STATA
9.2 format.

The area-level information was imported into STATA 9.2 and mergedtihé individual
level data using a one-to-many merge. To do this, the area-levektdateddVIDHS dataset were
sorted by cluster number. The one-to-many merge process assigsachtharea-level variables to
every individual within each cluster, but did not affect other indivithwel information. The
individual-level demographic and health information remained unigueaich individual

observation.

DATA ANALYSIS
Power Calculation
Although the two-stage cluster design is cost-effective, thersses in efficiency that

affect the needed sample size. This loss is due to 1) the reduction ifetiwetample size in a
clustered design from a samplenoélements in a population to a sample elements within only
selected clusters and 2) to the similarity of people within sampled clustergasitig the variance
of the sample (Kish 1965). The intra-cluster correlation coeffi¢l@@) is a measure to determine
similarity between observations within the same cluster. Both thendeffagt and the intra-cluster
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correlation must be considered to correctly estimate the needed saragta sidequate power to
detect differences in HIV status.

Power was calculated using the guidelines provided by the World Heaklhi@ation's
manual for sample size determination in health surveys (Lwanga andgh@mé&991). In this study,
the null hypothesis is that the proportion of those infected with HIV is égiaken groups while
the alternative hypothesis is that the proportion of those infected with HiMaser among those
with higher “exposure” to the area- and individual-level factors. In t@raxio, with a significance
level of 5% and 90% power to detect a true difference in proportions of Sisgegoints (6% vs.
11%), a sample of 474 is required in each group for a total of 948 persons (Lwanga asbdvem
1991). As this study uses a two-stage cluster design, adjustments meddael o adjust for an
average intra-cluster correlation of 0.10, an appropriate ihnistec correlation for all DHS surveys
(Aliaga and Ren 2006); a design effect of 1.351 (National StatiQitiak Malawi and ORC Macro
2005); and, for non response of 10%, a sample of 1549 persons would be appropriaté. For HI
testing, 2485 rural women (response rate 71%) and 2,056 rural men (respoie&&aaaccepted.
Therefore, the HIV subsample size is large enough to detect differantes.05 significance level

and 90% power in independent analysis for men and women.

Preliminary Analysis
Selection of modeling technique

Multi-level models are an increasingly-preferred analyticdinegue for data at multiple
levels. However, multi-level models are not the best fitlice data for several reasons. First, multi-
level models using data from multi-stage sampling designs reqgforenation on weights at all
sampled levels. As the MDHS is a 2-stage cluster design, weightxqaiieed for both stages of
sample selection. However, the MDHS does not publish these weights, aadehmknown.
Without the upper level weights, modeling technigues and software sggmearalized linear latent
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and mixed models (gllamm) cannot be used appropriately with a 2-stage shrsple. Although
there are methods to create weights for the upper level (clussang known weights from the lower
level (individuals), this information is also not available fromMi2HS. Information on the
population of each sampled PSU is not easily obtainable, negating thetalilityect parameter
estimates by adding a variable to control for the probability proportiorséze sampling structure.
Lastly, gllamm is computationally complex for dichotomous outcomes. It iy likat models
including all covariates and measures to adjust for the subpopulatideh mediconverge or would
require lengthy time frames to run. Furthermore, cluster size is arféssualti-level models, and
the MDHS is not designed for intra-cluster analysis. Clustefgigsample vary from 1-23 in the full
sample, but from 1-12 in the models stratified by gender. These are verylsistals for
consideration in gllamm or other multi-level models and raise doubts asvalitfiey of conclusions
of intra-cluster variation. Lastly, subpopulation analysis commandsoagevailable in gllamm.
However, analysis of subpopulations is central to the research gsestiohit is critical to construct
the estimates of standard errors for the selected persons es$ir{teral, men/women, ever had sex)
from the standard errors of the full sample. Therefore, this analisisse contextual models that
adjust for the sample design and subpopulation analysis. The conteatledsralso address the
nested data appropriately. As discussed previously, these modeld@djustnon-independence of

observations within the same cluster, correctly estimating péeesrend error terms.

Analysisplan

The 2-stage clustered design of the survey was not designed for Wiktier@nalysis due to
the small number of households per cluster, between one and 29 households inleadb®fural
clusters. Therefore, this analysis examines between-cluffemedces. As the observations within
clusters may be more similar than observations between clustees;dt'emay be correlated.
Without adjusting for this probability, the possibility of committiadype | error is created; that is,
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finding an effect or a relationship when there is none (Duncan, Joned@98). Therefore, this
contextual analysis employs STATA SVY commands that adjust for theleudt sampling design.
The SVY commands are specifically designed for survey data and eotisdhesting of the data,
individuals within clusters, to provide less biased estimates @fateneters and the standard errors.
DHS provides variables for the cluster number and strata, and thesetiizzd in the SVY
commands. The (subpop) command also allows for estimation of corretaistaerrors in analysis of
a subsample of the data by calculating the standard errors within itieesample population while
using only selected observations in the regression model. Weights frori\tisarHple were applied
to each observation to provide correct population-level estimatestimsaimple. The subsample
includes only rural residents, male or female, who have sexually debuted.

For questions 1 and 2, univariate analysis of all individual- and arebelifects show
variable distributions. Correlation tests of all area- and indivithval factors determine if
independent variables, both area- and individual-level, are highljatedeTests of
multicollinearity in male and female models show a variance infid¢iotor of 1.55 for men and 1.53
for women among all included variables considered for analysis, indicatinguilticollinearity
among the variables. Summary statistics, including the mean and stagdatubd, of all variables

are reported.

Study population description

The sample is restricted to sexually active men and women selectél/ ftasting in rural
areas of Malawi: 2,091 women and 1,827 men. Females included in the sample garframal5-
49, with the largest percentage, 26%, in the 20-24 age group. Almost 80% of dfe dample is
currently married or in union, 17% of whom are in a polygynous union. The predomingioheel
for the women’s sample are Christian (37%), Catholic (24%) and Muslim (12%)vaCis the most
prevalent ethnic group in the sample (34%) followed by Lomwe (18%), and18&c). The
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majority of the women (65%) have 1-4 years of primary school; no women ianigeshave a
secondary education. Wealth is distributed almost evenly between thst bguaintiles, leaving only
10% of women in the highest wealth quintile. Almost half of the sample (#8#@m the South, the
most populous area of the country.

In comparison to the women, men are older with an age range from 15-54, with ¢isé larg
percentage, 20%, between the ages of 25-29 (p<.01). The majority (74%) of meangycmarried
or in union, but a larger percent has never been married: 22% as compareof \w&@¥en (p<.01).
Eight percent of the men in the sample are in a polygynous union, less thaithalfeported value
from the female sample (p<.01). Similar to the women, men are Christian, @8&olic (22%) and
Muslim (10%), and Chewa is the most prevalent ethnic group (35%) followed byé ¢b8%), and
Yao (12%). Overall, men are more educated than women. Although a similar gnopdmien
complete grade 4, 20% of men complete primary school, more than double #rd péromen
(p<.01). Men are more likely to be in a higher wealth quintile than womedl(p4ut only 11% of
rural men are in the highest wealth category. Among men, 45% are from the Eghillz,less than
the percentage of women from the same region (p<.05). Additionally, 12% of theareaway
from their homes for more than one month of the previous 12 months, and 22% of all men are
circumcised.

Correlations reveal some patterns in the associations betweearkables for men and
women. Among individual-level variables, variables for condom use, STI, anighleplartners
correlate between .07 and .31 for women. The ethnic groups correlate betwewsh./&5\sith
region, showing moderately strong correlations between ethnic group and residso¢cLomwe
ethnicity is negatively correlated with distance to a major citjeaYao is positively correlated,
showing distinct patterns of ethic group residence. Yao are more likby/ Muslim with a
correlation of .74. Muslims appear to live further from major roads with aymsirrelation of .34.
Among women, there is a negative correlation between married and ephiphers (-.47) and with
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overall risk (-.31). There is a moderate correlation (.31) betweenwiasbad multiple partners and
those who recently used a condom. Among men, there is a .44 correlation betweainthbaee
multiple partners and those who recently used a condom. Again, there are matesbtans
between ethnic group and region, linking ethnic groups to specific areaglehmes Yao men are

more likely to be Muslim (.72) and circumcised (.55) than other men.

Analysisplan for research question 1

Question 1 is addressed using a contextual analysis model (Diez-Roux 1998) tha
incorporates area-level variables into individual-level models wdividuals as units of analysis.
Analysis of these contextual (area-level) effects uses STRZ. As the outcome variable is
dichotomous, multivariate logistic regression models are wdilizeindividual bivariate analysis of
HIV status regressed on each area-level effect, significdnaiables is measured by z tests. In
multivariate models, singular variables are tested for s@gmifie using z tests while joint significance
of variables are measured by adjusted Wald chi-square. Pearsmuahe tests are used to test
differences in proportions.

Marginal effects for significant independent variables aleutated using the average of the
probabilities method, simulating the average effect of changes in théleawithin the sample. Log
odds and confidence intervals are reported.

Using the steps proposed by Barron and Kenny (Baron 1986), tests for ameeixa@mine the
attenuation of effects between area-level factors and individual tdt\sswith the addition of
individual risk behavior variables. Mediation is assessed iniche models of each area-level
variable, producing 5 mediation models for women and 5 for men. Each model snchedarea-
level factor, the individual-level HIV risk score, as well as demalgjcacontrols. Formal tests of
significant mediated effects are assessed using the diféerecoefficients method after
standardizing the regression parameters.
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Individual-level HIV risk

a behaviors b
c,C ..
Area-level R Individual
factors ~ HIV status

The 4 steps to test for mediation proposed by Barron and Kenny are (Baron 1986):

1. IV significantly associated with DV - area-level factorsoasasted with individual HIV
status — path ¢

2. IV significantly associated with mediator — area-level faxctmsociated with individual
HIV risk behaviors (path a)

3. Mediator significantly associated with DV - individual HIV risk betoas associated
with individual HIV status (path b)

4. Relationship between IV and DV no longer significant when the mediatothe i
analyses and the mediator is still significant* — area-levebifacto longer associated
with individual HIV status with individual-level HIV risk behav®included in the
model (¢)

*Step 4 is modified to allow for partial mediation, i.e., that the ¢fiéan area-level variable may
remain significant with the addition of mediators (Frazier, TialeP004). For the purposes of this
study, partial mediation is an attenuation of 10% in the main effecthégthddition of the mediating
variables.

The moderating effects of gender are explored through stratifiegsemaind the odds ratios

gualitatively compared between men and women.

55



Preliminary modelsfor research question 1

The models describe individual-level data where “i” is the value afidigidual who resides in area,
“I”. Al models are examined for men and women separately.

Model la

Pr (HIV +) = 1/1+ éﬁ0i+ Bli]_ (Area-level variable) p}zi demographic controls €]

Model 1b

Individual Risk Score B+ 1 (Area-level variable)e

Model 1c

Pr (HlV +) — 1/1+ éBOi+ Blij individual HIV risk score ﬁisi demographic controls ¢

Model 1d
Pr (HlV +) - 1/1+ éBO}+ B1_(Area-level variable) $2 individual HIV risk score $3 demographic controls e
- i ij i i
Note: For simplification, these generic models reflect 5 separadels of area-level effects
including: Gini_high Gini_middle (reference group: Gini_low); povertydweant; distance to major
road; distance to a major city; and distance to Ministry of Hedilttc. Models are run separately for

men and women.

Analysis plan for research question 2: spatial regression using GWR3

For the second question, all area- and individual-level factoexamined simultaneously to
determine whether the relationships vary by geographic location, adjfistithe spatial correlations
of geographically-related observations.

Geographically weighted regression (GWR) is a statistical methadalyze whether
relationships between predictors and outcomes vary in continuous spacgatiahregression
produces estimates for the study area as a whole. In contrast, GWR pratintaes that describe
how associations vary over space, allowing for local level variatimssigeographic areas and

populations. The spatial analysis reveals if the relationships &etwdependent and dependent
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variables vary by area, and area-level parameters are mappgddaib/\represent the results. In this
manner, GWR provides a way to visualize the regression resultallows for comparison of more
traditional analysis methods with spatially-adjusted models.

In spatial analysis, observations closer to one another in spavem@ifluential than
observations further away, and weights are applied to determine how muehdaef“neighbors”
have on individual observations. Observations closest to the regressio(inmividual location) are
weighted more heavily than observations farther away. Data fromagdocally distant points have
weights that approach zero, essentially excluding them from influencingtitnates. In this spatial
analysis method, GWR analyzes associations around each data point to proaugarameter
estimates (Fotheringham, Brunsdon et al. 2002).

The basis of GWR are local level estimates of the regressiorl,restimatings; for
variables in locatioi(p;) for each variablg at every locatiom (Brunsdon, Fotheringham et al. 1998),
in this case, the individual. It is likely that the regression madedi static or fixed in space and that
the parameter estimates may vary between individuals. For iesthacadiug is drawn around a
person{p;) , and an ordinary least squares regression model was fitted using onlixatbasrfrom
within r , then theg could be considered as local estimates of the associations betwadhegari
within r geographic range @ (Brunsdon, Fotheringham et al. 1998). These local regression models
provide sets of parameter estimates that are allowed to vdmyuwitequiring an estimation bbw
the overall regression model functional form varies in space, basiedfing the data express itself
without restrictions (Brunsdon, Fotheringham et al. 1998).

Determining the sphere of influence for each data point is complexadsisned that each
individual will be influenced more by closer persons than by those locatééif away. The notation,
r, denotes the radius of the circle of influence for each individisa .régression model for each
location,p;, could be weighted such that all observations withirould be weighted as 1 while those

outside of the radius would have 0 weight. Using this method, the weight Fop,eaould be 1 ifd;
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<r or 0 otherwise (Brunsdon, Fotheringham et al. 1998)also named the bandwidth, or a radius
around a data point, and all observations outside of that radius have a&igroonr no influence.

The greatest weakness of this approach is that it does not allovildence to gradually decrease
with distance: if the is too small, few observations will be included, butid too large, the local
model will approximate the global model (Brunsdon, Fotheringham et al. 1998). Tamexhodel
also assumes that each included point will contribute equally andhé¢hakight-distance relationship
applies equally for all areas, a function that may be inappropriateatidos where data points are
not equally distributed in space.

To overcome this problem, spatially adaptive weighting functions applyesrbahdwidths
(smaller areas of influence) in areas where the data points are groogeg thgether and larger
fields of influence where data points are distributed across a [ggggraphic area (Brunsdon,
Fotheringham et al. 1998; Charlton, Fotheringham et al. 2006). Therefore, ¢fne steuld be
calculated using a Gaussian distance decay measure that allows tkeo§jotference to decrease
with distance, allocating greater weights to geographic areas tdosee another than to those
further away (Brunsdon, Fotheringham et al. 1998). These weights arefalsed to as spatially
adaptive kernels (Charlton, Fotheringham et al. 2006). Kernel functionstraikare weighting
functions in non-parametric equations, i.e., estimations of area of infiu€he formula for
weighting spatially adaptive kernels may be represented as (Brunsdomnijrgbtim et al. 1998;
Charlton, Fotheringham et al. 2006):

oy = [1— @/M)?7* if dj<hy
= 0 otherwise
whereoy; is the weight given to poiftn the regression equation for point; is the distance
between points andj; and the fixed radius of influence,is replaced by, a measure that allows the

area of influence to gradually decrease with distance and Wwhieride Nth nearest EA distance from
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i. his referred to as the bandwidth. In this model, for observatibn; = 0.5, then the data from

pointj will contribute only half as much as the data at pioint

For these K (kernel) functions, the desired properties are (Brunsuokheriigham et al. 1998):
1. K(0) =1;
2. lim 4, [K(d)] = O0; and

3. K is a monotonically decreasing function for positive real numbers

Estimating parametersin GWR

GWR is a method that requires a specific software package forian&ygR3
(Fotheringham, Brunsdon et al. 2002). The results from GWR3 contgvéhees, the standard
errors, and the exponents of these results, all of which are positive ttaping. Because binary
GWR works best when there are not many 0 values, localities that do eotdration in the
dependent value will not converge. To solve this problem, different bamdwmit areas of
influence) are tested to create a geographic area with enough varidtierdependent variable for
the GWR model to perform well. Also, in logistic GWR, each locatiloas its own unique parameter
estimatesp;. To apply GWR to binary, or logistic, models, the model must be fitted usintiviédya
reweighted least squares. This process does not allow for smoothing, ameiggirestimates can
only be obtained in the clusters of interest and may not be estimated outsideuaas with data
points (Fotheringham, Brunsdon et al. 2002).

In addition to providing a set of locglcoefficients for each relationship in the model, GWRS3
results also contain a set of standard errors and diagnostiedingcpseudo r-squared and pseudo-t
values at every regression point, i.e., individual (Fotheringham, Brunsdbr2@®2). The GWR3
files that contain both the parameter estimates and their geagtapdtion are too voluminous for

conventional analysis, but they can be imported into a GIS program, suct&$s Aand displayed
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graphically. The results of GWR3 also provide a global model, sitoildre population-averaged
logistic regression, with parameter estimates, standard exnaf¢;values.

The second component of GWR results focuses on the local models, providiigation
report on the Akaike Information Criterion (AIC) (corrected versi@gulated at various
bandwidths or areas of influence to show the speed of convergence to fipdrtred bandwidth
(Charlton, Fotheringham et al. 2006). Similar to the global model rethdtsesults for the local
models include: the number of observations, the number of independent varjzxddred
bandwidth, number of regression points, residual sum of squares, number of parataettasd
errors, the Akaike Information Criterion (corrected), and the aneffi of determination (calculated
by comparing predicted and observed values from different models at esedsi@gy point)
(Charlton, Fotheringham et al. 2006). Increased coefficient of deteromirzatd decreased AIC when
comparing the global to the local model suggest that the local model mayfibéteedata (Charlton,
Fotheringham et al. 2006). Additional information on the geographically vesighgression
software may be found in Fotheringham, 2002 (Fotheringham, Brunsdon et al. 2002).

The GWR3 method determines the optimal bandwidth through a convergenesspsimilar
to optimizing the maximum likelihood function in logistic regression.aBise of the computational
complexity in determining the optimal bandwidth, GWR3 has limitations in thdeuod
observations and variables that may be used in any single spataisiegr Therefore, it will be
necessary to run separate analysis for men and women to determine hssotntians between
area-and individual-level factors with individual HIV status vargpace. Bandwidth selection is
optimized for models of men and women separately.

To display the local regression model results and facilitatepiat@tion, individual
regression points are used to predict parameter values over conpasaeshrough interpolation
(Childs 2004). Interpolation is a method to create smooth surface maps and atteewfisualization
of relationships between data points. Spline interpolation methods use anatathefunction that
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takes regression points and minimizes the variation between theimgphssugh known values to
create a smooth surface of variability over space (Childs 2004 hiBartalysis, the ArcGIS Spatial

Analyst spline tool is used to interpolate the surface with cels<z 1000 meters.
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CHAPTER 5

PAPER 1
Title: It's not justwho you are butwhere you live: exploring area-level influences on individual HIV

status in rural Malawi

ABSTRACT

In Malawi, approximately 1 million people are infected with Human imaaeficiency
Virus (HIV). Although HIV rates are decreasing in urban areas, infeci®s are increasing among
rural populations. Individual-level risk factors play critical mie the patterns and presence of HIV
in Malawi; however, area-level socio-economic and access factaisedess empirical
investigation. To fill this gap, this research uses a nationally remigs/e probability sample of rural
Malawians linked to spatially-oriented, area-level socio-econamicaccess data in logistic
regression models 1) to reveal relationships between areadet@isf and individual HIV status and
2) to determine whether these relationships are mediated by individuléhakiors. Stratified
analysis explores the role of gender. The Political Economy dftHeames interpretation. Area-
level socio-economic factors include relative and absolute poaatgss factors include distance to
roads, cities, and health clinics. Mediators include condom use, setxaabynitted infections,
multiple partnerships, and paid sex. Among women, higher income inequality andifyréaian
major road are associated with increased odds of HIV; the negatb@aties between distance to
healthcare and HIV status is mediated by individual risk behaviorsn&oy proximity to a major
road or to a health clinic is associated with increased odds of HIVioieGhe study confirms that

place matters in the context of HIV in Malawi, and that the influendeeskt factors differs for men



and women. The greater socio-economic and access environment must beaxfaiddfective

HIV prevention efforts in rural Malawi.

INTRODUCTION

In 2007, 2.7 million people worldwide were newly infected with Human Immunodeficienc
Virus (HIV) (UNAIDS/WHO 2008). Of new infections in 2007, 68% were it-Saharan Africa,
and 61% of people living with HIV in sub-Saharan Africa are women (UNBAVIHO 2007). In
Malawi, approximately 1 million people are infected with HIV (USAD08), and the prevalence
rate varies from 6-20% throughout the country with higher rates in urbanaackasthe Southern
Region (UNAIDS 2007). The majority of Malawians, 80%, live in rurebarwhere HIV rates are
increasing (Bryceson and Fonseca 2006). Individual-level risk factorasuotv condom use
(Munthali, Zulu et al. 2006) and multiple partnerships (Kaler 2004) plagat roles in the patterns
and presence of HIV in Malawi. Macro-level processes receiveiapsgical investigation.
However, area-level influences such as socio-economic factors @ssdo resources may drive
these individual behaviors (Armour 2006; Mtika 2007) and, in turn, individual kiNis Greater
understanding of macro-level influences may be critical to ameliordtabllV epidemic.

This study aims to reveal the relationships between area-let@idand individual HIV
status in rural Malawi and to determine whether these relatjmate mediated by individual-level
behaviors. The study uses contextual models that adjust for individnabdegphic factors and
explores gender-based interactions. Area-level socio-economics @éfficient of income
inequality, poverty headcount of absolute poverty) and access fadtbes¢d to roads, healthcare,
and major cities) are explored. Mediators include indicators reléwadtit/ transmission such as
condom use, multiple partners, previous sexually transmitted infection, ahsiepaiThis paper aims

to answer three questions: 1) Are area-level factors assbuerdteindividual HIV status in rural
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Malawi? 2) Are these associations mediated by individual behatéatals? 3) Do these
relationships vary by gender?

Previous studies in rural Malawi looked at drivers or effectdlgfbut focused mostly on
small geographic areas (Barden-O'Fallon, deGraft-Johnson et al. 2@6dett{daponda et al. 2004;
Watkins 2004; deGraft-Johnson, Paz-Soldan et al. 2005; Helleringer and RobferSchatz 2005;
Kohler, Behrman et al. 2007) or individual behaviors (Zachariah, Spielmahr2€03; Smith and
Watkins 2005; Morah 2007). In contrast, this research links data from a ngti@paksentative
probability sample of rural Malawians with area-level, spatiatlgnted data on socio-economics and
access using Geographic Information Systems (GIS) technology. GIS pravitettod for
combining data from multiple, geographically-referenced sources mtwre comprehensive whole
(Richards, Croner et al. 1999). Moreover, this study uses the Rdliticaomy of Health framework
to guide conceptualization and understanding of how area-level effectsfimetyindividual
behavior, and, in turn, HIV, clarifying interpretation of results. Thawkrfgs could inform tailored

research, policy, and intervention efforts to ameliorate the HIV epid@ rural Malawi.

BACKGROUND

According to the 2004 Malawi Demographic and Health Survey (MDHS), 10% ofmden a
13% of women of reproductive age are infected with HIV nationwide (Nat&ingstical Office
Malawi and ORC Macro 2005); 56.8% of all infections are among women (USARD4). AIDS in
Malawi, as in sub-Saharan Africa in general, is transmitted meirtygh heterosexual sex, and the
epidemic is generalized throughout the population, spreading from southierrsnegrthward (Bello,
Chipeta et al. 2006). Although the highest HIV prevalence rates are in nizaoraneas (PEPFAR
2007), 80% of Malawi’s approximately 13 million people live in rural a(fedCEF 2008) where
HIV prevalence appears to be increasing (Bello, Chipeta et al. 200@&sBryand Fonseca 2006).
The absolute number of infected persons in rural areas outnumbers uegsionsfby more than 3 to

64



1 in Malawi (National AIDS Council Malawi 2003; National Statistic#fi¢a Malawi and ORC
Macro 2005) and by more than 2 to 1 in the 25 African countries with high HIV prevgehCe

2008). Increased focus on HIV among rural populations is warranted.

What We Know: Individual-L evel Risk Factors

Demographic risk factors such as marital status, gender, age, sonm@c status, and
education play key roles in HIV status. Marriage increases a wsmsk of HIV (Glynn, Carael et
al. 2003; Nour 2006; Hirsch, Meneses et al. 2007; Smith 2007). In Malawi, women who hewve nev
been married are less likely to be infected than currently rdasdenen while women who are
separated, divorced, or widowed have the greatest risk of infectiaoriblebtatistical Office
Malawi and ORC Macro 2005). Women under age 24 are more than three times atptdik their
male same-age peers to be infected in Malawi (National Stati€ffice Malawi and ORC Macro
2005), showing distinct gender and age differences. Although socio-economicSEf)sappears
important in the context of HIV infection and risk taking behaviorsrekaionship between
individual socio-economic status and HIV in sub-Saharan Africa remaiclear (Hargreaves 2002;
Wojcicki 2005; Bingenheimer 2007). Previous research notes positive diessciztween
individual SES and HIV risk (Barnighausen, Hosegood et al. 2007; Lopman, Leali@07;
Mishra, Assche et al. 2007), negative associations between individuan8E8YV risk (Hargreaves
2002) or no effect of individual-level poverty on sexual health behavior or isli\\Wojcicki 2005;
Dinkelman, Lam et al. 2007). In Malawi, HIV is more prevalent among persons of Bimtie-
economic status (National Statistical Office Malawi and ORC Macro)2808vious studies in sub-
Saharan Africa also find differences in the strength and directiorsofiatons between education
level and HIV infection (Smith, Nalagoda et al. 1999; Lagarde, Carael20Qd; Glynn, Carael et al.

2004; Gavin, Galavotti et al. 2006; Barnighausen, Hosegood et al. 2007). In Malawi,ed8lepmce
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is higher among men and women with more years of education (Natioristi&bhOffice Malawi
and ORC Macro 2005).

Behavioral factors that increase risk are well understood. Infrequérconsistent condom
use and high risk sex (multiple partners, sex with prostitutes) are phsassociated with HIV
status (Sheeran and Taylor 1999; Van Rossem, Meekers et al. 2001; i@ded,dt al. 2005; Bryan,
Kagee et al. 2006). Condom use in Malawi is low: in the 2004 MDHS, only 30% of wardelY %
of men reported condom use with their last non-spousal/non-regular par@tiené\ Statistical
Office Malawi and ORC Macro 2005). In Malawi, men and women may only use conddms wit
partners when they perceive an increased risk of HIV infection (Chi@@0ri), and even among
men who know they are infected, only 40% reported condom use in a recent study (Mojah 2007
Sexually transmitted infections (STI) also increase risk of HIV @u2001; Glynn, Carael et al.
2001). In Malawi, over 20% of men and women who reported an STl in the previous 12 months were
infected with HIV in 2005 (National Statistical Office Malawi and ©Rlacro 2005), and a recent
study in Lilongwe found that 40% of STI clinic patients tested positive igdeddlV infection
(Pilcher, Price et al. 2004). Furthermamyltiple, concurrent sexual partnerships are key
determinants in the spread of HIV (Morris and Kretzschmar 1997; Anderson 1@ Halperin
et al. 2004), and polygyny and extra marital partnerships are common in N@kembiri 2007).
Although women may engage in multiple partner sex (Kuate-Defo 2004; Tawfik atking/2007),
the increased risk of infection from multiple partnerships refieetie behavioral norms (Nnko,
Boerma et al. 2004; Chimbiri 2007; Helleringer and Kohler 2007). The aincidaement of
migrants, both men and women, also plays a role in the transmission ando$piéadZuma,
Gouws et al. 2003; Coffee, Garnett et al. 2005; Lurie 2006; Mtika 2007). Prevasmong
Malawian men who spend more than one month away is 4% higher than among men who do not

migrate (National Statistical Office Malawi and ORC Macro 2005).
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Moving Beyond Emphasison Individuals

There are a number of theories that explain the relationship betwteidual-level factors,
such as knowledge, attitudes, and practices, and HIV risk behaviors (Wildgey[@t al. 1991;
Basen-Engquist 1992; Adih and Alexander 1999; Volk and Koopman 2001; Agha 2002; Macintyre,
Rutenberg et al. 2004; Mashegoane, Moalusi et al. 2004; Hounton, Carabin et alY200#gspite
20 years of programmatic and policy effort aimed at changing individual4lisks, HIV continues to
spread in sub-Saharan Africa. A focus on individuals may not be sufficietd dtieer levels of
influence on human health and wellbeing, including the physical environment (e.gapigggoad
networks, and household building materials) and the social environment (ea.tissecpoverty, and
politics) (Stokols 1992). HIV prevention and interventions must move beyonddividual to a
more complex set of economic, social, structural, and cultural factolgqiH1998; Craddock 2000;

Parker, Easton et al. 2000; Parker 2001; Msisha, Kapiga et al. 2008).

Challengesin defining and deter mining place

Where an individual lives matters for overall health and wellidagdr 1989; Diez Roux
2001; Dietz 2002; Sampson, Morenoff et al. 2002; Diez Roux 2004; Cummins, Curtis et al. 2007,
Entwisle 2007), and research strongly suggests that similar people befferemtly in different
places (Duncan, Jones et al. 1998). The characteristics of the idéweo live in a specific place
and the infrastructure in the local physical and social environmenteemprisideration (Macintyre,
Ellaway et al. 2002), including direct and indirect influences (Manski 2@0®)ough research on
neighborhood effects is growing, “place-based” or “neighborhood-level” sfégetcomplicated
concepts to measure due, in large part, to divergent definitions of “ndigluas’ (Kawachi and
Berkman 2003; O'Campo 2003). As a result, geographically-based definitigliaseytommunity, or
area, including those associated with census tracks or service proxittoty,far the examination of
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macro-level influences and have been used effectively to studylpaed-effects on health
(Macintyre, Ellaway et al. 2002), AIDS mortality (Blacker 2004), and tené-isher 2008). For the
purposes of this studgrea-level is defined as the aggregate enumeration area, a census-defined

boundary of approximately 500 households.

The Importance of Ecological Factorson Health

Although ecological-level theory is not as developed as individualdeeery, the Political
Economy of Health (PEH) applies a multi-level lens to clarify howrovevel factors influence
individual behaviors and outcomes. The PEH emphasizes how history, developthpatsastence
of structural inequalities based on class, ethnicity, race, or gersders economic deprivation, social
isolation, inequitable power structures, and inadequate healthcareialgmamong the poor and
vulnerable (Altman 1999; Farmer 1999; Krieger 1999; Parker, Eastor?808t. Krieger 2001;
Parker 2001; Lindgren, Rankin et al. 2005; Hunter 2007). The PEH draws attertiow the social
and economic environment limits individual choice, constrains behavioreatitts one’s ability to
make positive health decisions (Minkler, Wallace et al. 1994; Minkler 189999 rejecting the
placement of blame solely on individuals for their poor health (Doyal amePa979; Doyal 1995;
Farmer 2003; Farmer, Nizeye et al. 2006; Ruger and Kim 2006; Loewenson 2007). IndiVidual
risk behaviors should be considered within a greater socio-econontéxt(Baylies 2000; Fenton
2004). Applying the PEH to the HIV/AIDS epidemic in sub-Saharan Africa mayitiate linkages
between individual behavior and the socio-economics of the places where/¢gh@ltinan 1999;
Whiteside and De Waal 2004; Lindgren, Rankin et al. 2005; Farmer, Nizeye@bdaj Hunter 2007;

Mtika 2007; Parikh 2007).
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The Behavioral Link: How Ecological Factors Affect Individual Health

Although the PEH framework does not specify constructs, ecologicafdabat facilitate
inequity, including economic underdevelopment, mobility, and power differebtiatkass and
gender, influence how individuals behave and make choices (Parker, East@d@0aWellings,
Collumbien et al. 2006). Poverty, economic inequality, and access may be dritiees of HIV in
rural Malawi.

Poverty is one of the most influential ecological risk factors for pealttn (Minkler 1999;
Krieger 2001), and both absolute and relative poverty affect healtls gkatwachi and Kennedy
1997; Soobader and LeClere 1999). Yet, poverty is a difficult concept to m@asjoecki 2005;
Coudouel 2008), and the relationships between poverty and health at the ecauglcaid
complex. HIV is not directly caused by poverty, but AIDS and poverty are mutuaifpneing
(Gillies, Tolley et al. 1996; Craddock 2000; Mosley 2004; Freedman and Poku 20@5nia,
Simbayi et al. 2006; Masanjala 2007). HIV affects individuals in theit smmomically productive
years, reducing incomes and livelihood opportunities across households and coesr(feAd
2003; Heuveline 2004; Mather, Donovan et al. 2005). Communities characterized by pwaertot
offer positive social environments for health (Campbell and Jovcheho24100), and poverty
exacerbates the impact of AIDS in already vulnerable areas (@llégdiyala et al. 2007). In
addition to absolute poverty, relative economic deprivation matterseds arere income inequality
reflects social class divisions, the distribution of wealth Elyikelated to health outcomes
(Wilkinson and Pickett 2006). Income inequality is linked to increaskdaisexually transmitted
infections (Holtgrave and Crosby 2003) and concurrent sexual partnershipso(adind
Schoenbach 2002), and countries with higher levels of income inequalityang #hose with higher
HIV prevalence (Fenton 2004). The effects of income inequality on healthcstdikely indirect
(Coburn 2000; Mackenbach 2002): decreased trust, lack of social cohesion, and ¢eal&esan
areas of higher income inequality may have negative effects on fi€altlachi and Kennedy 1997;

69



Kawachi and Berkman 2000). In Malawi, both absolute poverty and income inequeldyident.
In 2000, 67% of rural populations were below the poverty line (National EconauiecT Malawi
2000). The country-level Gini coefficient of 0.38 indicates relativaiy lhverall income inequality,
and the percent living below the poverty line remained stable at 54% fror2099qWorld Bank
2008). Consideration of both absolute and relative poverty is advantageoussaach that uses
singular measures (Kawachi and Kennedy 1999).

In Malawi, rural areas are largely characterized by limited physicanomic, and social
infrastructure (Bryceson and Fonseca 2006). Inequity in resource ane skstiibution negatively
impacts individual health behaviors and outcomes (Minkler and Cole 198Rlek) Wallace et al.
1994; Doyal 1995; Doyal 2001; Phelan, Link et al. 2004). Access to treatment arefleate r
disparities in social and economic systems (Doyal and Pennell 1979katitthre resources (Ruger
and Kim 2006; Tanser, Gijsbertsen et al. 2006; Loewenson 2007) including HIV jpoevemd
treatment centers (Nuwaha, Kabatesi et al. 2002; Muula 2004; Hardona28@B)evenly distributed
in much of sub-Saharan Africa. Women (Parker, Easton et al. 2000; Loewensoar2doial
residents (UNAIDS 2008) generally fare worse in health servicéabitday than men or urban
counterparts. Roads also serve as an access indicator. Markktmdivepportunities, and services
are associated with road quality (Smith, Gordon et al. 2001), and distanoeglsamay be a proxy for
mobility (Greig and Koopman 2003), a factor known to be associated with HAs€F,d_esueur et
al. 2000; Doyal 2001). Access to urban areas is also associated with incigasééilv
transmission (Girdler-Brown 1998; Gabrysch, Edwards et al. 2008) in patideeagban transit areas
facilitate risk behaviors such as multiple partnerships and prastit(@hirwa 1997). To measure the
role of access on HIV risk behaviors, and in turn HIV, area-level proximitgalth services, roads,

and urban areas are explored.
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The differential effect of gender

Both the PEH and the Theory of Gender and Power, developed by Connell in 1987, recognize
that gender relations, social norms of masculinity and femininity, and etpower directly relate
to adverse health outcomes among women (Connell 1987; Wingood and DiClemente 2000).
Biological risk factors (Blocker and Cohen 2000; Glynn, Carael et al. 200ICEF 2002; Quinn
and Overbaugh 2005; Lamptey, Johnson et al. 2006), exacerbated by gender inequity and power
differentials that limit women'’s decision making (Craddock 2000; Ghosh alijpeka2005; Luke
2005), partially explain the disproportionate rates of HIV among womensatnash of sub-Saharan
Africa (Luke 2003; Kim and Watts 2005; Quinn and Overbaugh 2005; Wellings, Collomtat.
2006; Sa and Larsen 2007), including Malawi (Kathewera-Banda 20@s)eWembody social
discrimination, economic disadvantage, and inequéfitieger 1999; Krieger 2005), forcing
engagement in risky survival behaviors and coping livelihood strategeesa(ijala 2007) including
dependence on sexual relationships for financial support (Gregson, Nyamuih2062; Gupta
2002; Luke and Kurz 2002; Kelly, Gray et al. 2003; Luke 2006). The intersectioosiof s
economics and gender produce an irony that women'’s short-term survived taay lead to HIV
infection (Craddock 2000).

The drivers of HIV among men also merit special attention simgeaontrol many decisions
and HIV risk behaviors (Maman, Campbell et al. 2000; Mane and Aggleton 208dgjadly with
younger partners (Sayles, Pettifor et al. 2006). Social ideals around|mity are achieved by men
controlling women (Chirwa 1997; Kumar, Gupta et al. 2002; Hunter 2005), and men hdee grea
access to employment, money, and power than women (Gupta Rao 2002). In rural Mad@ienal
marriage gifts symbolize a man’s affection and commitment, but Elso a wife as sexual territory
(Chirwa 1997). Male status and virility may be equated with multiple paravet not using condoms

(Kaler 2003).
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STUDY DESIGN AND METHODS

Although previous studies note the importance of area-level inflaercedividual HIV
status (Zierler and Krieger 1997; Craddock 2000; Gould 2005; Villarreal 2a0éer 2007), there is
a paucity of empirical research that explores these relationghipghathe area- and individual-level
or that reveals the mechanisms by which area-level factors aftfadual HIV status. To address
these gaps, this paper examines whether area-level socio-econdnaitcass factors influence
individual HIV status in rural Malawi and whether these factorsadpehrough individual-level
behaviors. The differential effects of gender on these associatieméso considered, further

addressing gaps in knowledge.

Conceptual Model
Informed by the PEH framework (Figure 5.1), it is hypothesized that:

= Persons from areas of higher poverty and higher income inequality wmitbrtee
likely to be HIV infected than their peers from areas with bettepsamnomic
indicators. Persons with greater access to roads and cities will alswélkely
to be HIV infected than their peers with less access. However, thitsgreater
access to healthcare services willéss likely to be infected than their peers
with lower access to healthcare.

= Persons from areas of higher poverty and higher income inequality as well as
those with greater access to roads, and cities witidse likely to engage in
risky behavior, and therefomaore likely to be HIV infected than their peers.
Persons with greater access to healthcare services \aelidlikely to engage in

risky behavior and, thereforkess likely to be infected with HIV than their peers.
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» Relationships will differ for men and women: the associations betweaemed
factors, individual behaviors, and HIV status will appear stronger foramom

than for men.

DATA and MEASURES
Individual-L evel

All individual-level data and variables, including the HIV and GPS compgsneome from
the Malawi Demographic and Health Survey, 2004 (MDHS). The standard DHSy suethodology
is available from ORC Macro (ORC Macro 1996). The MDHS uses the msasbple frame from the
Malawi 1998 census, and enumeration areas serve as primary samplirigristége one of the two-
stage clustered sampling design (National Statistical Offidaw@and ORC Macro 2005). To reach
the target of approximately 15,000 households, 522 clusters were randomlgdsédddh urban and
458 in rural areas, and approximately 29 households were systematioatiied from those clusters
(National Statistical Office Malawi and ORC Macro 2005). In evelgcted household, all women,
ages 15-49, who usually lived in the household were eligible for interviewelty third selected
household, all men, ages 15-54 years, who usually lived in the household gibte it interview.
For the 2004 MDHS individual interview, the response rate was 96% amongvammain and 87%
among rural men (National Statistical Office Malawi and ORC M&605).

All households selected for the male questionnaire were alsteskfecthe HIV test, and all
women age 15-49 and all men age 15-54 were eligible for HIV testing. Of 4,071 women and 3,797
men eligible for the HIV test; 2,686 women and 2,581 men accepted, an overall easpertd 70%
for women and 63% for men. Of those tested, 2,485 women (response rate 71%) and 2,056 men
(response rate 65%) were rural residents (National Statistidab®falawi and ORC Macro 2005).
An analysis of bias caused by non response on overall population-level étestin the MDHS
was not significant (Mishra, Barrere et al. 2008).
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Due to problems with the urban Lilongwe sample response rates in th& NNztional
Statistical Office Malawi and ORC Macro 2005) and the availabilityed-devel data for only rural
populations, the study population is restricted to rural residents, batamdenomen, who accepted
HIV testing. The sample is further restricted to those who have sexadied and are at risk of
HIV through sexual transmission, enabling analysis of risk behavioelhasweducing inclusion of
those infected with HIV at infancy or through other transmission routess, The study population
for this contextual analysis includes 2,091 women and 1, 827 men.

The MDHS collected detailed information on myriad subject areas ingdirtility, sexual
health, nutrition, and children’s health (Aliaga and Ren 2006). Intervieeees/ed extensive
training, and appropriate consent procedures were approved by ingsigal boards in Malawi and
the USA. Voluntary HIV testing was conducted as part of the 2004 MDHS usingotivati spots.
Dried blood was tested using a standard protocol (ORC Macro 2005; MEABUIS 2008). Tests
were coded for confidentiality, and no results were provided. Referfaéettesting sites were
offered (National Statistical Office Malawi and ORC Macro 2005 Z0604 MDHS also collected
Global Positioning System (GPS) data for all selected clusterspamtticgeographic coordinates are
available for 456 rural clusters (Montana and Spencer 2004). To protdittentiality, clusters were
offset by up to 5km (Montana and Spencer 2004).

Individual-level variables are listed in Table 5.1. The dependerablaiis a binary measure
of individual HIV status, positive or negative. Variables with known @asons with HIV are
included as controls in multivariate models, including ethnicity, religionitahatatus, region, socio-
economic status, education, and age as well as migration and circumcigizanfor

Several variables require elaboration. The variable for iddaliSES is a wealth index
developed by DHS with the World Bank and integrated into all DHS da(&adtstein 1999;
Rutstein and Johnson 2004). This index incorporates ownership of househddeagsebicycle, car,
television), housing characteristics, and infrastructure (watksanitation facilities). In Malawi, the
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full sample was divided into equal population wealth quintiles (Nationabftat Office Malawi and
ORC Macro 2005; Vyas and Kumaranayake 2006).

The mediator measure, individual risk score, also requires additioaahetion. The MDHS
asks several questions to ascertain risk for sexually transiniféetions (STI), including: the
number of, and relationship with, sexual partners within the last gg@adpm use with the last three
sexual partners; previous STI or symptoms of STI; and, for men only, whether thégrex in the
last year. In this study, individual risk score is a continuous measure @dsimog HIV risk behavior
based on previous summary measures of risky behavior (Biglan, Metaled 890; Rosenthal,
Moore et al. 1991; Dutra, Miller et al. 1999; Jemmott, Jemmott et al. 1999).

Althoughlack of condom use is a known risk factor for HIV, for the purposes of this
summary risk score, condamee is indicative of risky behavior and requires elucidation. In Malawi,
condoms are perceived principally for use outside marriage or stasierghips, and condom use is
generally associated with fear of disease, lack of trust, multiplleguahips, or commercial sex work
(Schatz 2005; Chimbiri 2007; Poulin 2007). Although unmarried men may use condoms for both
disease and pregnancy prevention, married men use condoms predominantly $erpiseantion
with extramarital partners while women use condoms when they feetianférom their partners,
marital or otherwise (Chimbiri 2007). Other studies confirm that condemmay reflect a high level
of perceived susceptibility to HIV (Adih and Alexander 1999; Pranitha andr@lél005) or higher
risk behaviors (Mnyika, Klepp et al. 1997; Sa and Larsen 2007). Therefore, casdamith a recent
sex partner, spouse or otherwise, is considered a risk factor in thistconte

To create the mediator, each risk factor (2 or more non-marital antiast year; condom
use with a recent partner; previous STI; paid sex), is given 1 poirgnesgsfinal scores of 0-3 for

women and 0-4 for men. Higher risk scores indicate increasing risk.
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Area-Level

A summary of area-level variables is included in Table 5.1. Tlzelavel socio-economic
data come from the Poverty Mapping Project at Columbia Universiti(bia University 2008)
completed in 2004-2005 with support from the World Bank. In Malawi, the PoveppiltaProject
produced spatially-oriented socio-economic data only for rural populationsformation is
available for residents of major urban centers, including Blantylmndwe, and Mzuzu. The poverty
mapping methods utilized to create small area estimates of welfare aevty@re highly complex.
Detailed methodology is available from Elbers, Lanjouw, and Lanjouw (Elbanfouw et al. 2003).
Malawi specific information is available from the International Foolicl? Research Institute
(Benson 2002; Benson, Chamberlin et al. 2005). Spatial units for the Malawi ponagyng
exercise are rural aggregated enumeration areas (EA) devised byitmaNstatistical Office of
Malawi for the 1998 National Population and Housing Census, the samergafrguine utilized by
the MDHS. In Malawi, each spatial unit for the poverty mapping exeeggregates approximately 2
or 3 EAs from the census, including a minimum of 500 households. The completey poseping
dataset for Malawi includes 20 socio-economic measures, includingdgificeent and poverty
headcount, for each of 3004 rural aggregate EAs linked to GIS shap@élesof 2002; Benson,
Kanyanda et al. 2002).

Area-level socio-economics are measured using area-levein@a and poverty headcount.
The Gini index is a measurement of income inequality in a given ardldr(¥én and Pickett 2006;
Coudouel 2008). Gini may illuminate the influence of economic dispadti¢gealth (Lindstrom and
Lindstrom 2006). Poverty headcount is the percent of the population whose incatosvishe
poverty line (Coudouel 2008), a valid measure of economic deprivation @K26¢§3). Using both is
an improvement over singular measures (Robert 1999; Benson, Chamball2085). High Gini
and middle Gini variables were created by sorting all enumeratios layeaini coefficient, from low
(greater equality) to high (greater inequality). Equal quartiles weated, and each quartile was
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assigned a rank from 1-4, assigning “1” to the 25% of enumeration arbaddnvest quartile
(highest equality); “2” to the lower middle quartile; “3” to the higheddle quartile; and “4” to the
highest quartile (highest inequality). In the analysis, group “1”, lo@&%t serves as the reference
for middle Gini (groups 2-3) and group “4”, high Gini.

The three variables used to measure access at the areailtaac@lto a major urban area,
distance to a major road, and distance to a Ministry of Health)cliie derived from existing GIS
maps of Malawi. Using accepted spatial methods, ArcGIS software ivasdito determine the
Euclidean distance in kilometers between each DHS cluster point afiadttibreof interest. The road
network variables were created using GIS road files created for the 188& @nd supported
through funding by the Danish International Development Agency (DANIDA). Timesivy of
Health facility location data come from a Japanese International Coopefatency study from
1997-2002 and improved through cooperation from the World Health Organization. Theywbhis
Health (MOH) facilities database includes geographic coordifiated] MOH clinics operating in
2002. The data for proximity to a major city (Mzuzu, Lilongwe, Blantyreeisved from digital
maps produced for the national census and available from the NationdicSta@xice in Zomba,

Malawi.

Combining Individual- and Area-level Variables

Data sources were combined using GIS software, ArcGIS (ESRI 200&)nikssi
individuals their area effects required several steps. Every Midi$Eer has a geographic location
allowing the correct placement of each cluster on the digital map. THssdldter information was
spatially joined to the poverty and access geo-datasets, allawvitigefvisualization and utilization
of all sources simultaneously. Through this process, each DHS clustassigised the poverty and
access information of its aggregate EA. The distance from eactcDBIBr to a major road, health
facility, and major urban area was determined using the distance dalttdatures in ArcGIS
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software. The complete database of DHS clusters with area-levslitais was exported into a file
for use in STATA 9.2. Area-level factors were one-to-many mergtdtie individual level data
(including HIV) in STATA, assigning the same area-level varialdes/ery individual within each

cluster. All other individual level information remains unique.

DATA ANALYSIS

To address the nesting of individuals within clusters and employ samm@igbta; complex
survey data analysis is conducted using STATA 9.2 (STATA 2007), and stamdasiare corrected
for both the clustered survey design and analysis of subpopufatienhe primary outcome variable
is dichotomous, multivariate logistic regression models are utilizedvamiéiie analysis, significance
of variables is measured by z tests. In multivariate logistic modelse siagables are tested using z
tests; joint significance is tested by adjusted Wald chi-squaaesdtechi-square tests for differences
in proportions. Marginal effects for significant independent variaddlegalculated using the average
of the probabilities method, simulating the average effect of a changerndependent variable with
other variables held at their mean. Tests of multicollinearity in falerand female models reveal
variance inflation factors of 1.55 for men and 1.53 for women, indicating low mliteznlity.

Mediation analysis is conducted using steps proposed by Barron and Kemoy (886). To
determine whether area-level factors are associated with the continediasan individual risk
score, linear regression models will be used with t-tests of signié@cediation by individual risk

score is assessed in 5 separate mediation models for men and wometuidiabine area-level

! Although multi-level models are an increasinglgferred analytical technique for data at multigeells, they
are not the best fit for this data. First, sampliveights are not available for all data levels,atiggy the ability
to accurately adjust the estimates for the diffepeababilities of selection for the 2-stage clustesampling
design. Second, the MDHS is not designed for ioluater analysis; cluster sizes from one-12 obsemnvsare
too small for reliable estimates of within clustariation. Lastly, most multilevel modeling techué&s do not
correctly adjust standard errors in analysis osautples.
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factor, the individual-level HIV risk score, and demographic controlsn&latests of mediated
effects are assessed using the difference in coefficients mdtbpdtandardizing the regression
parameters (Sobel 1982). The moderating effects of gender are exptorgghthtratified analysis

and qualitative comparison of the results.

RESULTS
Descriptive statistics

Sample characteristics, by gender, are detailed in Table 5.2. Levedbvidual risk
behavior differ for men and women. While 7% of women had more than one partnelaist ear,
24% of men had multiple sexual partners in the same timeframe (p<.01). Ahosegwvho have sex,
4% of women and 14% of men used a condom with a recent sex partners (p<.01). Teropercent
women and 6% of men (p<.01) had a sexually transmitted infection in the previous 12 months.
Among men, 22% had ever paid for sex. Although comparison is inexact as male retporae
report up to 4 risk behaviors while women may report only 3, the summary scodévafual risk
behavior suggests differences between men and women. Among women, 83% repkyt no ri
behaviors as compared to 57% of men reporting no risk (p<.01). Among women, 3% repoxed t
more risk behaviors; 16 % of men reported similarly (p<.01). No men receivedigidual risk
score of “4.”

As expected, area-level factors are similar between women and méhe Boea in which
they live, the average poverty percent (percent of residents ungentrty line) is 65% for both
men and women. On average, men and women live the same distance from a majdkroity (
major road (11km), and MOH clinic (5km). Approximately 50% of women and naenriareas of
middle income inequality while 24% of men and 28% of women live in an area of highene

inequality.
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Associations between area-level factorsand individual-level HIV status

Bivariate logistic regression models reveal associationssleetkey area- and individual-
level variables and HIV status by gender (Table 5.3). Among women, the ddflsctibn increase
with age (OR 1.03, p<.01 [1.01 - 1.04]). Previously married women are more tikedyinfected
than currently married women (OR 2.30, p<.01 [1.70 — 3.10]. Faith is also sagtifiassociated
with HIV status: Muslim women are more likely to be infected than womerhef faiths (OR 1.54,
p<.05 [1.06 - 2.24]). Women who identify as Lomwe (OR 1.52, p<.05 [1.07 - 2.15]) or Yao (OR 1.45,
p<.1[0.99 - 2.1]) are more likely infected while Chewa (OR 0.52, p<.01 [0.35 - @rE&8lpss likely
infected in comparison to all other ethnic groups. In comparison to women in thewgonten in the
north (OR 0.26, p<.01 [0.14 - 0.48]) or central (OR 0.34, p<.01 [0.24 - 0.49]) ar&k&dggdi be
infected. Wealthier women are more likely to be infected than poorer (@&er$.18, p<.01 [1.06 -
1.33]). Education is not associated with HIV status among women.

For behavioral factors, women with multiple, non-union partners in the as(Q& 1.81,
p<.05[1.14 - 2.9]); STIs (OR 1.98, p<.01 [1.34 - 2.92]); or any condom use with a receattsex p
(OR 1.90, p<.05 [1.07-3.38]) are more likely to be infected than women withoutrisle$actors.
Overall, women with higher HIV risk scores are more likely to be tatethan those with lower risk
scores (OR 1.63, p<.01[1.29 - 2.07]).

Among area-level factors, bivariate analysis demonstrates/timaén in areas of highest
income inequality have increased odds of infection (OR 1.85, p<.01 [1.15- 28fjaced to
women in areas of low income inequality. Also, the odds of HIV infection dsergightly with
increasing distance from either a major road (OR 0.98, p<.05 [0.96 -1tGDMOH clinic (OR 0.89,
p<.01 [0.84 - 0.95]). There is no association between HIV status &ed arta-level distance to
major city or percent poor.

For men, bivariate associations show that age is also positigalgiated with HIV status
(OR 1.05, p<.01 [1.03 - 1.06]). Never married men are less likely to be inf€fRe@.09, p<.01
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[0.04 - 0.23]) in comparison to married men. Among ethnic groups, Chewa ariaighjfless
likely to be infected (OR 0.38, p<.01 [0.22 - 0.65]) while Lomwe are mork likebe infected (OR
1.86, p<.01, [1.19 - 2.91]) in comparison to all other ethnic groups. The likelihood dfifdction
decreases in the north (OR 0.22, p<.01 [0.11- 0.44]) and central (OR 0.31, p<.01 [0}9~0.50
comparison to the south. Like females, men in higher wealth categorime@dikely to be infected
than poorer men (OR 1.4, p<.01 [1.18 - 1.65]). Unexpectedly, circumcised men are gigr® lie
infected that their uncircumcised peers (OR 1.5, p<.05 [0.99 - 2.37]). Meprwmary education are
less likely to be infected than men with higher education (OR 0.65, p<.1 [0.41- IMigfation and
religion are not associated with HIV status for men.

Behavioral factors are also significant. Among individual riskoi@; men who had a STI
(OR 1.98, p<.05 [1.04 - 3.76]) or paid for sex (1.45, p<.1[0.98 - 2.16]) are more likely t&/be HI
positive than men who do not engage in these behaviors, However, men who hale pauttners
have lower odds of infection (OR 0.61, p<.1 [0.376 - 0.99]) than men who report one or no sexual
partners. Recent condom use is not significantly associated with H.st#itely due to the
divergent, and unexpected, relationships between component parts and tVisthvidual risk
score is not significantly associated with HIV status among men.

In bivariate analysis of area-level factors for men, only distanbQH clinic is
significantly associated with HIV status: men who live further fromias are less likely to be
infected than men who live closer (OR 0.89, p<.01 [0.82 - 0.96]). All other evebfhctors are not

significantly associated with HIV status for men.

Multivariate analysis

Table 5.4, columns 2 and 4, shows the results from multivariate modél¥ status that
include one area-level factor and all individual-level demograghitrals for men and women.
Individual risk index is included in the models in column 3 and 5. For women,emaasbcio-
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economic and access factors are associated with individual HI\$ sta¢uand above the

contribution of individual-level demographic factors (Table 5.4, Column 2jn&viownho live in areas
of higher income inequality (Gini in the highest"2fercentile or above) have increased odds of HIV
infection (OR .1.56, p<.01 [1.0 — 2.41]) in comparison to women in areas of lowest income
inequality. Moreover, women who live further from a major road (OR 0.98, p&.9é { 0.99]) or
further from a MOH clinic (OR 0.93, p<.05 [0.88 - 0.99]) are less likely to feeted than women
who live closer to a major road or to a clinic.

Among men (Table 5.4, Column 4), area-level access factonsdmgeindently associated
with individual HIV status over and above the contribution of individuedalgraphic characteristics.
Men who live further from a major road (OR 0.98, p<.1 [0.96 -1.00]) or furtber & MOH clinic
(OR 0.92, p<.05 [0.85 — 1.00]) are less likely to be infected than men whodsex cl

Predicted probabilities illustrate the independent effecésabfange in a significant area-level
factor on the probability of HIV infection for an average person, keepimgh&lr demographic and
behavioral factors at their means (Figure 5.2). For an averagenwtmeprobability of HIV
infection increases by 5.0 percentage points moving from an area ofihmeerre inequality to an
area of high income inequality. The incremental effect of an ineiiea) km from a MOH clinic
decreases the probability of HIV infection for women by 5.2 percentagespéiso, among women,
every additional 10 km in distance from a major road decreases the proludhillyy infection by
2.5 percentage points. Among men, living 10km further from a MOH clinic daxsehe probability
of HIV infection by 4.4 percentage points while 10km further from a majornexhetes the

probability of infection by 1.5 percentage points.

Mediation
To determine whether individual behaviors mediate relationshipgbstarea-level factors
and individual HIV status, 4 criteria must be met: 1) area-levadfaobust be associated with
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individual HIV status; 2) area-level factors must be associatdédindividual HIV risk score; 3)
individual HIV risk score must be associated with individual HIV statimd, 4) area-level factors
must no longer be associated with individual HIV status with indivithlidlrisk score included in
the model. Criteria 4 will also allow for partial mediation (Fraziex, éfial. 2004) measured by a
10% attenuation in the main effect with the addition of the mediator.

Table 5.4, columns 2 and 4, shows the associations between area-teveldgad HIV that
satisfy step 1. To satisfy the second step, area-level factors muignifieatly associated with the
continuous mediator (Table 5.5). Among women, both kilometers to MOH d@ni€(012, p<.01 [-
0.02- -0.003]) and kilometers to major cif=(-0.001, p<.1 [0.001- - 0.0001]) are significantly and
negatively associated with the mediator. No other area-lever factignificantly associated with
HIV risk score among women. Among men, kilometers to major city is inetyphssociated with
risk behavior §= -0.002, p<.05 [-0.003 - .0003]). No other area-level factor is significasigciated
with HIV risk score among men.

Completing the third step (Table 5.6), individual risk scorégisificantly associated with
increased odds of HIV infection for women (OR 1.86, p<.01 [1.39 - 2.48]) but not for men (OR 1.23
[0.96 - 1.59]). Mediation is explored further only for women.

For the fourth step (Table 5.4, Columns 3 and 5), area-level adjustechtdgdsind
significant associations remain largely unchanged with the additiowliefdual risk score,
controlling for demographic factors. Among women, the positive associatwedrehigher income
inequality and higher risk of HIV increases by 0.02. The negative asend&tween Km to major
road and HIV remains unchanged. The odds ratio for Km to MOH increaseprioxiamately 0.01,
controlling for individual risk score. The individual risk score gndficant in all models: an increase
in risk score is associated with a 1.8 increase in the odds of infection.

Following the steps of Barron and Kenny, only the relationships between Kmkfh MO
individual risk behavior, and individual HIV status among women satigfeesteps for mediation.
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Using the Sobel test (Sobel 1982), mediation is significant at the p<.05These relationships are
displayed in Figures 5.3 and 5.4. Among men, individual risk behavior is nediator between any

area-level factor and individual HIV status.

DISCUSSION

As forecast by the PEH, area-level socio-economic and access flagte a significant
influence on individual HIV status above the contribution of individuatlleeemographic and
behavioral factors, and these factors differ by gender. Income inequaligydignificant, and direct,
influence on HIV status only for women while distance to a major road and adiii¢iare
significant for both men and women. For the most part, however, theseseife not mediated by
the considered HIV risk behaviors, including condom use, multiple partnerShipsnd paid sex.
Although a direct effect is evident, area-level factors cacenge HIV, and the mechanism by which
these area-level factors affect HIV remain largely unidedtifihe PEH framework aids
interpretation of these results.

Among women, income inequality is an important driver of HIV infectidimnaihg study
hypotheses. In multivariate analysis, women in areas of higher incomelityegreasignificantly
more likely to be infected than women in middle or low income inequalégs. These influences are
not mediated by the considered individual risk behaviors. The PEHedanferpretation and offers
guidance on potential mechanisms to link area-level income inequality Witetatus among
women.

According to the PEH, factors external to the individual, such as inequitsrtpoand
discrimination, may create a “risk environment” that increasé®evability to HIV infection (Parker,
Easton et al. 2000; Rhodes, Singer et al. 2005) through the creation of sogi@nalnand physical
facilitators of HIV risk behavior (Farmer 1999; Farmer, Nizeyal €2006). Areas of higher income
inequality may produce more social unrest (Kawachi and Kennedy 1999jtiglbtencreasing
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power differentials by economic status or gender and creating arusyfpetisk behavior. For
women, the dual influences of poor economic circumstances and low relationshimpaweave
deleterious effects. Women may turn to sexual relationships forcfalaupport (Meekers and
Calves 1997; Ghosh and Kalipeni 2005; Kathewera-Banda 2005; Dunkle, Jewk@9@7 aPoulin
2007; Swidler and Watkins 2007), but in sub-Saharan Africa (Maman, CampbeR@d@] Pettifor,
Measham et al. 2004; Manuel 2005) and in Malawi (Ghosh and Kalipeni 2005; Schatz 2005;
Chimbiri 2007), proposing condom use implies a lack of trust and defiesdradigiender norms,
limiting women'’s ability to protect against HIV infection.

Income inequality may also influence HIV transmission by makingi@ochoose between
an immediate risk (violence and loss of financial assistance) ordomgebnsequence (HIV/AIDS)
(Maman, Campbell et al. 2000; Luke and Kurz 2002). A recent study in Moshi,nfanedermined
that individual behaviors such as multiple partnerships and condom use expldinadraction of
women’s HIV risk in comparison to the explanatory power of associatione&etgender inequity,
sexual violence and HIV (Sa and Larsen 2007). Proposing that the effecowie inequality on
HIV status operates through gender-based power or violence, instbadhgpbthesized pathway
through individual risk behavior, is plausible. In Malawi, 30% of married womemtezbabuse of
some kind by their husband/partner and almost 80% reported at least one ngridgdifvior by their
husbands including limiting exposure to friends/family, accusationsidglitf, or not trusting her
with money (National Statistical Office Malawi and ORC Macro 2005)u8lexolence and
relationship power warrant exploration as possible mediators betwesetesel effects and risk
behaviors for women.

There are similarities in relationships between area-levekinées and HIV risk for men and
women. First, as expected, increasing distance from a major roaedydarssociated with
decreasing odds of HIV for women and men above and beyond the contribution of indiwdlal-le
demographic and behavioral factors. As alluded to in the PEH, this findmifies that lack of
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access, or remoteness, may be protective against HIV infectioneGdesdances or cost of travel in
more isolated locations may prohibit travel and reduce mobility¢P2é02), thereby reducing
behavioral risks associated with these activities in Malkitikd 2007). However, despite
hypotheses linking access to HIV through risk behaviors, the relationshipdretoead access and
HIV status is not mediated by the considered individual risk behavionsdioror women. For men,
migration presents a plausible explanation of the link between road aceksilV. Of rural men in
Malawi, 12% reported spending more than one month away from home in 2005 (N&tadistical
Office Malawi and ORC Macro 2005). However, post hoc analyses of migeia mediator
between area-level access to roads and HIV status in models with hadtwethavioral controls
indicate no significant mediation. Previous migration experiences and fregpsruf shorter
duration are not included in the MDHS, and questions about migration ar&adtaisvomen,
potentially missing key indicators of access and mobility. Deterioimat the causal mechanism
between distance to roads and HIV status requires further elucidation.

Second, and in contrast to the stated hypotheses, distance to a MO deuatively
associated with HIV status for both men and women: those who live aos@&l®H clinic have
greater odds of infection than those who live further away. Among womergldtisnship is
mediated by individual risk behaviors: women who live closer to MOH clariesnore likely to
engage in risky behaviors and, therefore, are more likely to be infectetiWithan women who
live further from MOH clinics. These relationships are unexpeatal contradict previous research.
A recent study of community-level influences on men’s extramaritainséambia found that health
worker activity is associated with a decrease in extramaritalnsengamen (Benefo 2008) indicating
that proximity to healthcare is protective against risky behavior. Anstbhdy from Zambia found
that proximity to health centers was protective against sexudelskviors among young women,
adjusting for individual-level behaviors (Gabrysch, Edwards et al. 2008)efore, explanation of
the direct and mediated effects of distance to MOH requires cautist).ditker people could select
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to live near clinics, especially if the clinics provide HIV-rethiervices, causing a spurious
association. Second, clinics are likely located in market centaksngndistance to MOH a potential
proxy for access to smaller commercial center, a place wherendemoanen may meet extramarital
partners (Swidler 2007). These potential reasons cannot be giatedtin the current study.

Additional associations among men are puzzling. Unlike women, the compesiitzton,
individual risk score, is not independently associated with HIV sfatusen. This lack of
correlation is likely due to the effect omexpected and negative relationships between both condom
use and multiple partners with HIV in combination waipected and positive relationships between
paid sex and previous STI with HIV status. The four components of the mediaadne/anay
effectively cancel each other, removing any significant assogigfven so, in post hoc analysis
examining the role of paid sex and previous STI as independent mediators Iattbesigip between
area-level factors and HIV status for men, no significant mediationdeasfied.

Gender hierarchies provide a layer of explanation for thesdtseaffirming the linkages
between power differentials and HIV suggested by the PEH. Societatlatidnship power may
allow men to better buffer the negative effects of area-leverathrough control over individual-
level factors (Craddock 2000). Men have lower risk of HIV transmissiosgpeact than women
(UNICEF 2002; Lamptey, Johnson et al. 2006), and men hold almost exclusiverdetaking
power in sexual relationships (Blanc 2001; Luke and Kurz 2002; Dunkle, Jewe2@d4; Pettifor,
Measham et al. 2004; Dunkle, Jewkes et al. 2006). As a result, men gecmntlly partner selection
and condom use, reducing their odds of infection. Again, the lack of mediatinditagual risk
behaviors is unexpected, calling attention for the need of additis®anah into the pathways
between area-level influences and HIV status for men and women.

Socio-cultural factors provide additional insight into the direlettionships between area-
level factors and HIV status. Demographic factors, including etir@iad religion, are significant
predictors of HIV status among rural Malawians in bivariate models, dératng possible religious
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or cultural factors that influence risk. Among men and women, livingduftom major roads
decreases the odds of infection in comparison to those who live closer tadoaai®rpossibly due to
the strength of cultural norms or practices in more remote locations (R@€4. The significance
of ethnicity is also telling: Chewa women and men are less likely to éetélf than other ethnic
groups. As Chewa society is matrilineal (Benson, Chamberlin et al. 20@85)p#sible that women
from this ethnic group hold more power over their sexual and social retdpendecreasing the
risks among both genders. Other ethnic groups, such as Lomwe or Yao, have heghafrird¢ction
(National Statistical Office Malawi and ORC Macro 2005), possiblycatitig the role of traditional
practices on HIV risk. Study of cultural practices and ritualsrthght influence HIV status would
provide context for these possible explanations.

The results of this study affirm that area-level factorsritmute to the spread of HIV in rural
Malawi and that these effects differ by gender. In response, intemme should consider disparities
in area-level socio-economics and access, as well as genderaddifteventials, to be effective.
Two community-level programmatic strategies show promise. Firddjdmi social capital and
increasing social support may buffer the negative influences of soawmmic disparities on health
(Kawachi and Kennedy 1997; Kawachi and Berkman 2000; Holtgrave and Crosby 2008)s and t
finding may apply in the context of HIV. Among men, a recent study in Zambradfthat social
disorganization increases the likelihood of risk behavior (Be2@08), implying that improved
social cohesion may reduce risk taking. Strengthening social support covédogneficial for
women as well. Programs aimed at encouraging positive behavior changé thiegsing
women’s access to both social and economic capital demonstratadingt gender and economic
disparities may reduce risk behaviors (Pronyk, Harpham et al. 2008; Pronykt Kin2008).
However, social capital is not always positive. In a case study frorh 8dnitta, the relationship
between membership in a community organization and sexual health behaviedsv direction and
strength by age and gender, demonstrating complex links between sod¢#laraphealth behaviors
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(Campbell, Williams et al. 2002). As this study shows that women’s odds ofrifigtion increase
in areas of higher income inequality, consideration of interventions tHdtgmsitive social capital
may prove a viable intervention strategy in rural Malawi.

Second, this study reveals gender-based differences in associativasrbarea-level
factors, individual-level risk behaviors, and HIV status in rural Malas suggested by the PEH,
community-level interventions that empower women and reduce gender-basedidégion may
prove successful in ameliorating the spread of HIV. In Malawi, someawatafy traditional gender
roles and protect themselves against HIV by talking with their husbaadking advice in their
social network, confronting girlfriends, or threatening divorce (Schatz, Z¥@kh and Watkins
2005). Also, among some young partners, even those who exchange money, condoms may be
recommended or rejected by men or women (Poulin 2007), and attitudes andiseduarang some
Malawian men are changing to reduce their risks of transmitting ordspgeld|V (Schatz 2005;
Smith and Watkins 2005; Kalipeni, Oppong et al. 2007). However, to increagedtedef change,
men need to be targeted at the community-level, and responsibility éssesamust be shared
equally between men and women to reduce the spread of HIV (Rankin, Liedgle2005; Greene,
Mehta et al. 2006). Including and promoting male participation in future inteowsrdimed at
changing gender-based discrimination and reducing gender inequities woudd thadikelihood of
an effective and sustainable solution (Eaton, Flisher et al. 2003ng&lCollumbien et al. 2006).

This study is not without limitation. Primarily, the cross-sectiolesign limits the ability to
determine causality. However, the temporality of long-term, ared-lefluences on HIV risk
behaviors likely predates the influence of individual risk behaviorslgnallowing postulation of
causal pathways between area- and individual-level factors and Hi&tionf. There are also several
variables of interest that are unavailable in the current datackeding whether women engage in
transactional sex (sex for money) and whether women migrate for work. Morpotential
underreporting of risk and protective behaviors or differences amorgwhmswere not willing to
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have the HIV test could bias the results. A recent study on HIV testingeuiptddalawi noted that
women who lived closer to roads, whose husbands refused testing, or who penagee HIV risk
were more likely to refuse testing (Kranzer, McGrath et al. 2008).tiadddl selection effects are
possible as people are likely to self select into neighborhoods, makindfamtsiless randomly
distributed among populations (Sampson, Morenoff et al. 2002; Oakes 2004). Lastlgpbengr
information from developing countries is sparse and inconsistent. Thaiptzed health center
information comes from 2002, and the selection of only Ministry of Health sgbarhics attempts
to address the reach of government health facilities, assuming similiéy qudl available services.
The direction and magnitude of these biases cannot be determined with thieledata. Despite
these considerations, the complete dataset is rich and offers a urpquieioipy for analysis of the

multiple linkages between people and place in the context of HIV in sulve®atvirica.

CONCLUSION

To the author’s knowledge, this is the first study that exanwhether andhow area-level
socio-economic and access factors influence HIV status in rutalijand if these relationships
vary by gender. Using the Political Economy of Health framework, this stfirms that place
matters in the context of HIV in Malawi, and that the influence oftlfi@stors differs for men and
women. Although individual risk behaviors play a role in the relationshipdsgt some area-level
factors and individual HIV status, they did not in others, suggestingttiet mathways require
elucidation. Future research should explore other mediators, such aslggsetbrsiolence and
gender norms, to explain the relationships between area-level effecboth individual-level
behaviors and HIV status. Complementary research of these relgt®asihi finer spatial scale may
help translate these findings into tailored policy or programmatiegtest Expanding emphasis
from individual behaviors to the area-level factors that may driveethesaviors gives warranted
consideration to the myriad influences on individual actions and outcomes.
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Table 5.1: Description of individual- and area-level variables

Variable

Definition

Type of variable

Individual-Level

HIV Status Dichotomous: Infected with HIV or not Dependent
Gender Male or female Moderator
Condom Dichotomous: condom use with any of previous [3Component of
sexual partners mediator
Paid Sex Dichotomous: ever paid for sex Component of
mediator for men
only
Multipart Dichotomous: 2 or more sexual partners in last year Component of
mediator
STI Dichotomous: Diagnosis/symptoms of sexually | Component of
transmitted infection within past year mediator
Individual Risk Continuous summary score of risk behaviors Mediator
Score
SES Continuous household socio-economic status Control
Age Continuous age in years Control
Marital Status Dummy variables for never married and previous{yontrol
married. Reference group: currently married.
Education Dummy variables for no education and primary ec€ontrol
(reference group: secondary education or more.
Religion Dummy variables of primary religion as reported Control
Ethnicity Dummy variables of primary ethnicity as reported Control
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Region Dummy variables for region of the country: Control
Northern and Central. Reference group: Southerp
Migration Dichotomous: travel one month in last 12 months Control for men
Circumcision Dichotomous: circumcised or not Control for men
Area-Level
Income inequality | Dummy variables: Gini coefficient in thé 75 Independent
percentile or higher and Gini coefficient in the 26¢
74" percentile. Reference group: Gini in the lowest
25" percentile or below
Poverty Continuous: percent of population below the Independent
Headcount poverty line
Distance to major | Continuous: Km from DHS cluster point to closedndependent
road major/district road
Healthcare Continuous: KM from DHS cluster to closest Independent
availability Ministry of Health clinic
Distance to a Continuous: Km from DHS cluster to the closest| Independent

major city

regional capital, Mzuzu, Lilongwe, or Blantyre
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Table 5.2: Descriptive percentages of key variables among mienwamnen

% Women, n=2091 % Men, n=1827

Age** 15-19 12 12
20-24| 26 21
25-291 19 20
30-34| 16 16
35-39| 11 11
40-44| 10 10
45-49| 7 6
50-54| n/a 3

Religion Christian 37 38
Muslim** | 12 10
Catholic| 24 22

Region** North 13 13
Central| 39 43
South| 48 45

Ethnicity Chewa 34 35
Yao | 13 12
Lomwe | 18 18

Education*** None 27 14
Primary 0-4| 64 65
Grade 5 or higher 9 21
Marital status*** Never married 22
Married/Union| 77 74
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Previously married 18 4
Wealth quintile (SES)*** Lowestl9 14
Second| 24 23
Middle | 25 27
Fourth| 23 25
Highest| 10 11
Circumcised n/a 22
Migrate n/a 12
Multiple partners in last year*** 7 24
Recent condom use*** 4 14
Previous STl in last 12 months*** 10 6
Ever had paid sex n/a 22
Risk score*** 0 83 57
1|14 27
2|2 12
3|1 4
HIV+ status*** 13.8 9.6

Chi square results of difference in proportions, * p<.1, *p<.05, **p<.01
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Table 5.3: Bivariate associations between key variables and Hiivsst

Women Men
Individual-level demographics and
behaviors
Age 1.03** 1.05***

[1.014 — 1.042]

[1.032 — 1.062]

Marital Status

Previously married 2.30*** .739
[1.70-3.10] [.307-1.77]
Never married .564 .092%**
[.236-.226] [.037-229]
Current married 1.00 1.00
Educational status
No education 1.03 .702
[.613-1.72] [.361-1.36]
Grades 1-4 .829 .653*
[.525-1.31] [.408-1.04]
Grade 5 or higher 1.00 1.00
SES 1.18*** 1.4%%*
[1.057 - 1.328] [1.176 - 1.650]
Religion

Christian

1.09

[.794-1.50]

1.03

[.682-1.54]
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Muslim | 1.54** 1.21
[1.06-2.24] [.650-2.23]
Other| 1.00 1.00
Ethnicity
Chewa| .523*** 375%**
[.349-.783] [.218-.645]
Lomwe | 1.52** 1.86***
[1.07-2.15] [1.19-2.91]
Yao | 1.45* 1.25
[.994-2.14] [.671-2.33]
Other| 1.00 1.00
Region
North | .263*** 215%**
[.144-.480] [.105-.439]
Central| .338*** 310%**
[.236-.485] [.191-.504]
South| 1.00 1.00
Migrate n/a 1.38
[.81- 2.35]
Circumcised n/a 1.5
[.993 - 2.37]
Individual-level risk factors
Individual risk score 1.63*** 1.037
[1.291 - 2.065] [.845 - 1.27]
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Condom use 1.90** .932
[1.07 - 3.38] [.554 - 1.57]
Multiple partners 1.81** 61*
[1.14 -2.90] [.376 - .99]
STlin last 12 months 1.98*** 1.98**
[1.34 - 2.92] [1.04 - 3.76]
Ever had paid sex n/a 1.45*
[.978 - 2.156]
Area-Level
Income inequality
High Gini | 1.85** 1.16
[1.15-2.96] [.631-2.13]
Medium Gini| 1.44 1.04
[.922-2.26] [.616-1.78]
Gini Low | 1.00 1.00
Percent poor .994 999
[.987 - 1.004] [.987 - 1.012]
Km to major city 1.0 .999
[.996 - 1.003] [.994 - 1.004]
Km to major road .98** .98
[.964 - .995] [.962 - 1.005]
Km to MOH .89*** .8Ox**
[.840 - .950] [.819 - .956]

Results from logistic regression models. Unadjusigds ratios. 95% Cl in brackets. p *<.1, p **<.@5,

***< i 01
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Table 5.4: Associations between area-level factors and HIV status

Women Women Men Men
Model 1 AOR AOR, including AOR AOR, including
risk score risk score
Income
inequality
Gini high 1.56** 1.58** .984 .964
[1.01-2.41] [1.01-2.47] [.539-1.79] [.529-1.75]
Gini medium 1.31 1.34 1.17 1.17
[.881-1.95] [.892-2.02] [.717-1.91] [.715-1.91]
Ginilow 1.00 1.00 1.00 1.00
Individual risk 1.87%** 1.24
score [1.41-2.46] [.959-1.61]
Model 2
Percent poor .996 .996 999 999
[.998-1.00] [.998-1.00] [.987-1.01] [.987-1.01]
Individual risk 1.86*** 1.23
score [1.39-2.47] [.957-1.59]
Model 3
Km to major city 1.00 1.00 1.00 1.00
[.997-1.00] [.997-1.00] [.995-1.01] [.995-1.01]
Individual risk 1.87*** 1.23
score [1.41-2.49] [.959-1.60]
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Model 4

Km to major road .975*** Q75%** .981* .982*
[.962-.988] [.962-.988] [.962-1.00] [.963-1.00]
Individual risk 1.87%** 1.22
score [1.39-2.50] [.941-1.59]
Model 5
Kmto MOH .933** .942%* 919** 921**
[.88-.989] [.889-.999] [.848-.995] [.851-.997]
Individual risk 1.81%** 1.23
score [1.35-2.42] [.949-1.58]

Results from logistic regression models. p *<.1, p **<.05, p ***<.01. 95% CI in btackeljusted
for region, education, SES, ethnicity, religion, marital status, and ageatioigand circumcision for

men).
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Table 5.5: Associations between area-level variables anddndiviisk score

Individual risk score Women Men
AOR AOR
Income inequality
Gini high | -0.026 .089
[-.098 - .044] [-.049 - .228]
Gini middle | .033 -.019
[-.100 - .032] [-.119 - .228]
Gini Low | 0.00 0.00
Percent poor .0007 -.0004
[-.0009 - .002] [-.0027 - .0018]
Km to major city -.0006* -.0015**

[-.001 - .00008]

[-.0026 - -.0003]

Km to major road -.0002 -.0015

[-.002 - .001] [-.005 - .002]
Km to MOH -.012%x* -.004

[-.018 - -.003] [-.020 - .012]

Results from linear regression models. p *<.1, p **<.05, p **<.01. 95% CI in brackdjsst&d for
region, education, SES, ethnicity, religion, marital status, and age fimigaad circumcision for

men).
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Table 5.6: Associations between individual HIV risk score and Hitust

HIV Status Women Men
AOR AOR
Risk score 1.86%** 1.23
[1.39- 2.48] |[.958 - 1.59]

Results from logistic regression models. p *<.1, p **<.05, p ***<.01. 95% CI in brackeljusted
for region, education, SES, ethnicity, religion, marital status, and ageafmrgand circumcision for
men).
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Figure 5.1: Area- and individual-level influences on HIV status iraMal
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Figure 5.2 The average effect of a change* in significaet-level factors on HIV status irural
Malawi
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Figure 5.3: Significant factors in the associations between arebfdetors, individual behavior and
individual HIV status for women
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Figure 5.4: Significant factors in the associations between arebfdetors, individual behavior and
individual HIV status for men
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CHAPTER 6

PAPER 2
Thewho andwhere of HIV in rural Malawi: Exploring the effects of person and place on iddai

HIV status

Caryl Feldacker
ABSTRACT

Few studies use a spatial approach to explore relationshipsdrepgople and place in sub-
Saharan Africa or in the context of Human Immunodeficiency Virus (HIXis paper uses
individual-level demographic and behavioral data linked to are-keatially-oriented socio-
economic and access data to determine how the relationship betweemdrialividual-level risks
and individual HIV status vary in rural Malawians using geograplyigatighted regression. The
Political Economy of Health theoretical framework aids interp@tafrea-level factors include
income inequality, absolute poverty, and access to roads, cities, atddiieals. Individual-level
factors include high risk sex and sexually transmitted infectionsiffetlanalysis reveals the role of
gender. Spatial models show significant, local-level variation andatedthat area-level factors drive
patterns of HIV above individual-level contributions. In distinct locations, &owho live further
from health clinics, major roads, and major cities are less likely to éetéaf. For men, HIV status is
strongly associated with migration patterns in specific areagpdjer thus concludes that local-

level, gender-specific approaches to HIV prevention are necessary.



INTRODUCTION

Where an individual lives matters for overall health and wellrdagdr 1989; Diez Roux
2001; Dietz 2002; Sampson, Morenoff et al. 2002; Diez Roux 2004; Cummins, Curtis et al. 2007,
Entwisle 2007; Lachaud 2007), and similar people behave differently in diffgleeces (Duncan,
Jones et al. 1998). Contextual, hierarchical, or multilevel models used tmexaace-based effects
on individuals typically address only the attributes of a specifitioe, neglecting the spatial
distribution and proximity of factors between people and neighborhoods (Chailg,éflal. 2005).
As a result, non-spatial models provide only a partial explanation of assogibetween area- and
individual-level predictors and outcomes. In contrast, spatial studiesothan reveal the existence
or location of an association: spatial analysis shows where difieseare and provides a visual,
geographic representation of key associations (Weir, Pailman et a). 2003

Use of spatial methods is gaining momentum in health researchn{itaciEllaway et al.
2002). Yet, only a few studies explore associations between health anthglageloping countries
(Bujakiewicz and Mulolwa 1993; Ezekiel 1993; Tanser 2001; Benson, Chamhealir805;
Kandala, Magadi et al. 2006; Kazembe, Kleinschmidt et al. 2006). Understandipafial
relationships in sub-Saharan Africa or in the context of Human Immucadefy Virus (HIV)
remains poor. In Malawi, a country where approximately 1 million people @eeaafwith HIV
(UNAIDS 2007), and rural infection rates are rising (Bello, Chipetd. @006; Bryceson and
Fonseca 2006), little is known about how characteristics of people and ptaeetitd facilitate the
spread of HIV. Spatial exploration of the area- and individual-level driveH 1V may fill a critical
gap in understanding by helping researchers answer the who and where questigns of
transmission in Malawi (Chirwa 1997; Craddock 2000) and by enabling terjeted prevention
and treatment efforts.

Previous studies of the drivers of HIV in rural Malawi focus on kgegraphic areas or on
individual behavior (Barden-O'Fallon, deGraft-Johnson et al. 2004; W&@bv Helleringer and
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Kohler 2005; Smith and Watkins 2005; Kohler, Behrman et al. 2007; Morah 2007)le&xetaocio-
economic and access factors that enable the spread of HIV recsiagtdegion (Armour 2006;
Mtika 2007). To move from an emphasis on individuals to complex economic, Staiatural, and
cultural drivers of the HIV epidemic (Hobfoll 1998; Craddock 2000; P&®éd), spatial methods
provide several advantages. Primarily, geographic informationnsg$telS) technology makes
linking databases using geographic information possible and simplifeggation of data from
multiple sources into a comprehensive whole (Richards, Croner et al. 199dijiorAally, spatial
regression reveals interactions and explores whether the direction, udagaitd distributions of
associations vary over space (Chaix, Merlo et al. 2005). Lastly, mapped pFeuiote improved
knowledge acquisition, potentially accelerating the transition froeareh into practice (Rytkonen
2004).

Two recent spatial studies elucidate variations in the relatsbktween area-level effects
and area-level HIV prevalence in Sub-Saharan Africa. Kleinschmitlitestad and mapped spatial
associations between area-level socio-economic factors and aeeeH\prevalence among youth,
concluding that unemployment, ethnicity, and urbanicity were associatethisgtprovince
variations in HIV prevalence and that these associations varied by gei@taith Africa
(Kleinschmidt, Pettifor et al. 2007). Furthermore, Lachaud used spatial lagsthod@siamine
associations between individual- and aggregate-level poverty andgab¥ilv prevalence in
Burkina Faso (Lachaud 2007). Provincial HIV prevalence was signifjcasgociated with spatial
variation in migration, urbanization, and proximity to transportation robteghe relationship with
area-level poverty was not linear (Lachaud 2007).

Building upon previous research, this study provides insight into the slawerdistribution
of HIV infection in rural Malawi by exploring spatial associations betwarea-level factors,
individual risk behaviors, and individual HIV status using geographicalighted regression. The
research uses a nationally-representative probability sampleabMalawians and links individual-
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level demographic and behavioral data with area-level, spatiaipted access and socio-economic
indicators, creating a comprehensive database of individual- and areadeables. Associations are
mapped, providing a visual representation of geographically specific réstiisoretically-informed
conceptual model using the Political Economy of Health (PEH) theorBtca¢work guides variable
selection and clarifies interpretation. The role of area-level smonoomic (income inequality and
absolute poverty) and access indicators (distance to roads, healdmchneajor cities) are explored,
and individual-level factors including condom use, high risk sex, multiple psyred migration are
also considered. Gender is examined through stratified analysis. Becang®wleind measurement
of place-based or neighborhood-level effects are complex (Kawachi and Berkman 2003),
administrative boundaries may be used to approximate the boundaries lefat@afluences on
individuals (Macintyre 1997; Blacker 2004). For the purposes of this dtuglypoundaries farea-
level are defined as the aggregate enumeration area, a census-defined bbandaciutes

approximately 500 households.

BACKGROUND

An estimated 1 million people are infected with HIV in Malawi (USAID 2008p6 of men
and 13% of women nationwide (National Statistical Office Malawi an@ @Rcro 2005). Although
the highest prevalence rates are in major urban areas (PEPFAR 2000, Batawi’'s
approximately 13 million people, live in rural areas (UNICEF 2008) whererbii&s are rising
(Bello, Chipeta et al. 2006). The absolute number of rural people whdestethcurrently
outnumber urban residents by about 3 to 1 (National Statistical Office MalaDRC Macro
2005). Increased focus on HIV among rural populations is warranted.

Demographic factors such as education, religion, ethnicity, socio-etstatus, age and
gender play key roles in HIV risk. In Malawi, marriage increases a wamnaR of HIV, with the
highest rates among those divorced or widowed (National Statisfiie ®alawi and ORC Macro
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2005). Women under age 24 are more than 3 times more likely than their malesge pe
infected in Malawi (National Statistical Office Malawi and ORIacro 2005), showing clear gender
and age dimensions to the epidemic. Infection rates increase amongithdsigher education and
socio-economic status for men and women, and infection patterns vary by ethrdaigfigion
(National Statistical Office Malawi and ORC Macro 2005).

Behaviors like poor condom use (Munthali, Zulu et al. 2006) and multiple partnefishlps
2004) affect the patterns and presence of HIV in Malawi. In Malawi, condentdtan reserved for
sexual encounters with partners who are perceived as higher risk of dtionf especially extra-
marital partners (Chimbiri 2007). As a result, overall condom use invieddow: only 30% of
women and 47% of men report using condoms with their last non-spousal/non-regokar pa
(National Statistical Office Malawi and ORC Macro 2005). Sexuadggmitted infections (STI) are
also related to an increased risk of HIV: in Malawi, over 20% of men ané&warho had an STI
were infected with HIV in 2005 (National Statistical Office Maland ORC Macro 2005).
Furthermoremultiple, concurrent sexual partnerships are key determinants in the spreBd of H
(Morris and Kretzschmar 1997), and extra marital partnerships aremomrivialawi (Kuate-Defo
2004; Chimbiri 2007; Tawfik and Watkins 2007). Lastly, migration plays a ndieg transmission
and spread of HIV (Zuma, Gouws et al. 2003; Coffee, Garnett et al. 2005; 0QfgMtika 2007).
HIV prevalence is 4% higher among men who migrated in 2005 than those who dicitiandN

Statistical Office Malawi and ORC Macro 2005).

Framing spacein the context of HIV

The PEH frameworkmphasizes how inequalities based on class, ethnicity, race, or gender
exacerbate conditions of poor health by fostering social isolation, econgpnicadien, power
differentials, inequity in access to resources, and insufficietthicage (Minkler, Wallace et al. 1994;
Farmer 1999; Krieger 1999; Farmer, Léandre et al. 2001; Parker 2001; WhatediDe Waal 2004;
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Hunter 2007). Applying the PEH to spatial studies of HIV in sub-Saharan Afegalltminate
linkages between individual behavior and area-level socio-economext®(iltman 1999;
Lindgren, Rankin et al. 2005; Hunter 2007; Mtika 2007; Parikh 2007).

The PEH identifies poverty as one of the most influential ecologatafactors for poor
health status (Minkler 1999), and population patterns of good and poor health ayebrgtlhted
with areas of wealth and poverty (Krieger 2001). HIV infection is mostapeat among people in
their economically productive years (FAO 2003; Heuveline 2004; Mather, Donbaar2805), and
poorer persons are less likely to access treatment and caren(Rlivékaet al. 2004). Also consistent
with the PEH, the relative distribution of wealth affects healtlust@awachi and Kennedy 1997).
Countries with higher levels of income inequality are among those with hig¥gurelvalence
(Fenton 2004), and income inequality is linked to increased risk for sexualyriteed infections
(Holtgrave and Crosby 2003) and to concurrent sexual partnerships (AdambiSchoenbach 2002).
In Malawi, 67% of rural populations were below the poverty line in 2000dhatEconomic
Council Malawi 2000). The country-level Gini coefficient of 0.38 indicagtstively high overall
income inequality, and the percent of people living below the poverty lirmethrelatively stable
at 54% from 1997-2005 (World Bank 2008).

Access to health services, roads, and cities are also impodtmsfa determining
individual health choices and outcomes. Access to treatment and canefitetnclass, gender, and
racial disparities in social and economic systems (Doyal and Pennell 187&l)résidents generally
have less access to health facilities than residents of urbar{edNaDS 2008), and women
frequently fare worse overall (Parker, Easton et al. 2000; Loewenson Rafiéhver, roads serve as
an indicator for access to livelihood opportunities and servicesi{SButrdon et al. 2001; Porter
2002) and serve as a proxy for mobility (Greig and Koopman 2003; Porter 200Thrassociated

with HIV (Doyal 2001). Roads to urban areas may also be associated witheasetwrisk of HIV
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transmission (Girdler-Brown 1998) while urban transit zones areiatsbevith paid sex and
multiple partners (Chirwa 1997).

Lastly, the gendered dimension of the AIDS epidemic warrants attentaagiBal risk
factors (Blocker and Cohen 2000; Glynn, Carael et al. 2001; Quinn and Overbaugh 2005),
exacerbated by gender inequity and power differentials (Ghosh aipgii&005; Luke 2005),
partially explain higher rates of HIV among women across much of sub-Sahaian(Buke 2003;
Kim and Watts 2005; Wellings, Collumbien et al. 2006; Sa and Larsen 2007). Paveityequality
force many women in rural Africa to depend on sexual relationshipsordial support (Gregson,
Nyamukapa et al. 2002; Gupta 2002; Luke and Kurz 2002; Kelly, Gray et al. 2003200&e
Masanjala 2007). In these relationships, women'’s decision making pouveitésl] reducing condom
use and increasing vulnerability to HIV (Blanc 2001; Dunkle, Jewkds 20@4; Pettifor, Measham
et al. 2004). The intersections of socio-economics and gender may produmeyahat women’
short-term survival tactics may lead to HIV infection (Craddock 200@hofigh a gender focus
frequently centers on women, men generally control the specifiex ¢Sayles, Pettifor et al. 2006),

and understanding the drivers of HIV infection among men is crucial.

STUDY DESIGN AND METHODS

Conceptual Model and Hypotheses:
The PEH informs the study’s conceptual model (Figure 6.1). It is hypotiethiat:

e Area-level socio-economic factors, including income inequality and alespbverty, will
influence HIV such thabersons in areas gfeater relative or absolute poverty will reore
likely to be infected while those in aread@fer relative or absolute poverty will hess
likely to be HIV infected. Access to roads, healthcare, and urban celstersfluence
individual HIV status such that those wileater access to roads and urban areas will be
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more likely to be infected while those closer to Ministry of Health (M)@linics will beless
likely to be infected.

¢ Individual-level risk factors such as condom use, previous sexually trartsmfeetion,
multiple partners and migration (for men only) visitrease the likelihood of infection.

¢ Relationships between both area- and individual-level factors wilin@n-randomly in
strength and magnitude over space.

o The strength of both area- and individual-level relationships will bategr for women than
for men.

The study population is restricted to rural residents.

Individual-Level Data

All individual-level data come from the Malawi Demographic and Healtrey, 2004
(MDHS). A summary of individual-level variables is presented in TeldleThe 2004 MDHS is a
nationally-representative probability survey of demographic and he&dtimiation for men and
women of reproductive age. The standard DHS survey methodology is avadanl®RC Macro
(ORC Macro 1996). The MDHS uses the master sample frame from the MaR&wénsus, and
enumeration areas serve as primary sampling units for stage onévedistage clustered sampling
design (National Statistical Office Malawi and ORC Macro 2005)h\Witarget of approximately
15,000 households, 522 clusters were randomly selected, 64 in urban and 458 in ryrah@reas
households were systematically sampled from those clusters (N&tatiatical Office Malawi and
ORC Macro 2005). All women aged 15-49 years who usually lived in the household were
interviewed; every third household for the women'’s interview wigstssl for the male
guestionnaire. All households selected for the male questionnaire wenkeddor the HIV test. For
the overall 2004 MDHS, the response rate was 98%. For HIV testing, 2,485 rurahy@sponse
rate 71%) and 2,056 rural men (response rate 65%) accepted (Natadisalc8t Office Malawi and
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ORC Macro 2005). A study on the effect of non-response on population-level HNA&stiim
Malawi found no significant bias (Mishra, Barrere et al. 2008). For themuresearch, the full
MDHS HIV sample is restricted to rural residents and to those who havelgadaialted and are at
risk of HIV through sexual transmission: 2,091 women and 1, 827 men.

The MDHS collects detailed information on myriad subject areas imgudrtility, sexual
health, nutrition, and children’s health (Aliaga and Ren 2006). Intervieeees/ed extensive
training before implementing the survey, and consent procedures were appradawi and the
USA. As part of the MDHS, HIV results were voluntarily obtained and drieddldpots tested using
a standard protocol (ORC Macro 2005; MEASURE DHS 2008). The MDHS alsctenllGlobal
Positioning System (GPS) data for all selected clusters (Moatah&pencer 2004). To protect the
confidentiality of individuals, all clusters were randomly offiee up to 5km, with one point moved
up to 12 km (MEASURE DHS 2008), a minimal error unlikely to affect influentdseaarea-level
scale. GPS coordinates for Malawi are available for 456 rlustiers. Following standard protocols
for visualizing data points on a spatial map, the points were pedjeciArcGIS using UTM grid
zone 36 south and referencing the WGS84 datum.

Several individual-level variables require elaboration. Thi@kke for individual SES is a
wealth index incorporating household assets (e.qg., bicycle, carstetgyidwelling characteristics,
and infrastructure (e.g., housing materials, type of water and sanitadititiels). The combined rural
and urban samples were divided into population wealth quintiles (Natiotiati€ah Office Malawi
and ORC Macro 2005). Also, in settings with low overall condomactesl use of a condom
reflects higher perceived risk of, or susceptibility to, HIV from aadtdd partner (Adih and
Alexander 1999; Pranitha and Cleland 2005). Therefore, condewmith a recent sex partner,

spouse or otherwise, is considered a risk factor.
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Area-Level Data

A summary of area-level variables is described in Table 6.1. Thdeae socio-economic
data come from the Poverty Mapping Project at Columbia Univefahutnbia University 2008).
The project was supported by the World Bank and completed in 2005. Expertsvatriti&ank
created small area estimates of welfare and poverty using povapying methods that are complex.
General details on the methodology are available from Elbers, Lanjouwaajally (Elbers,
Lanjouw et al. 2003), and specific information for the Malawi study igadla from the
International Food Policy Research Institute (Benson 2002; Benson, Changbetli2005). The
spatial units for the poverty mapping exercise are rural aggregaiatkeation areas (EA) devised by
the National Statistical Office of Malawi for the 1998 Nationgp&ation and Housing Census, the
same sampling frame utilized by the MDHS. Each unit for the poverty mapyencjse aggregates 2
or 3 EAs from the census, creating spatial units with a minimum of 500 housefwdsomplete
poverty mapping dataset of Malawi includes 20 measures of poverty andewigltduding the
poverty headcount and Gini index, linked to GIS shapefiles for each of 3004 dagdfdgaBenson
2002; Benson, Kanyanda et al. 2002). The poverty mapping dataset includes only ruediquzpul
and excludes the four major urban centers of Malawi: Blantyre, Zombagle, and Mzuzu.
Towns and cities in rural areas are included.

Several socio-economic variables require elaboration. The @ is a measurement of
income inequality in a given area (Coudouel 2008) and can be used to shovw#dreeébdf
economic disparities on health (Lindstrom and Lindstrom 2006). Poverty headctwnpercent of
the population whose income is below the poverty line (Coudouel 2008), a validrenefis
economic deprivation (Krieger 2003). The Gini index and the poverty headepuasent related,
but distinct, measures of poverty (Benson, Chamberlin et al. 2005). High Gimiidalig Gini
variables were created by sorting all enumeration areas by Gini caafficom low (greater
equality) to high (greater inequality). Equal quartiles were createldeach quartile was assigned a
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rank from 1-4, assigning “1” to the 25% of enumeration areas in the lowesteg(faghest equality);
“2” to the lower middle quartile; “3” to the higher middle quartile; and “4'Tte highest quartile
(highest inequality). In the analysis, group “1”, lowest Gini, servelseaeference for middle Gini
(groups 2-3) and group “4”, high Gini.

The three variables used to measure area-level accesscaista major urban area,
distance to a major road, adidtance to a Ministry of Health (MOH) clinic, are derived froxiseing
GIS maps of Malawi. Using ArcGIS software the Euclidean distarasemeasured between each
DHS cluster point and the factor of interest. The road networkblesiavere created using GIS road
files created for the 1998 census and supported through funding by the Danish Intrnation
Development Agency. The health facility latitude and longitude coosirame from a Japanese
International Cooperation Agency study from 1997-2002, aided by the World Healthizatgan.
The data for proximity to cities is derived from digital maps produced éonaftional census and

available from the National Statistics Office in Zomba.

Combining Individual- and Area-level Variables

GIS software, ArcGIS (ESRI 2008) enabled the assembly of the comprehéatabase for
this contextual study. Every cluster in the MDHS has a geographic loedibeving the placement of
each DHS cluster correctly on the digital map. This DHS cluster infmmaas spatially joined to
the poverty and access geographic datasets, allowing for the visualaadionilization of
information simultaneously. Each DHS cluster was assigned the povertgaassd anformation in
the aggregate EA in which it is located. The distance from each Didt®rcto a major road, health
facility, and major urban area was also determined using the Euclidkancei calculation features
in ArcGIS. The complete database of DHS cluster information with-kavel attributes was exported
into a database file containing 456 observations, the number of rural ID$i& €. The area-level
information was imported into STATA 9.2 (STATA 2007) and merged with the indivMidual data
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(including HIV) assigning the same area-level variables to evdiyidlwal within each cluster, but
leaving all other individual level information unique. The database evagported into ArcGIS, and
each individual was randomly scattered approximately 50 meterstfre cluster location using the
ArcGIS Duplicate Remover, providing a unique location for every obtierv Lastly, this final
database was divided by gender, and datasets exported in comma separagditiegdioeuse in

spatial analysis software.

DATA ANALYSIS

Multivariate, logistic, geographically weighted regression (G\Wigjlels are used to test all
individual- and area-level factors, taking explicit account of pnayirelationships (Fotheringham,
Brunsdon et al. 2002). Geographically weighted regression software, GS\WR8d for analysis
(Fotheringham 2005), and the logistic model is fitted using iterativelgighted least squares.
GWR3 produces 2 types of results. First, GWR3 calculates an overall afadebal associations,
similar to traditional population-averaged logistic regressiodets, with parameter estimates,
standard errors, and t-values. Global odds ratios are reported. Second, amdpodently, GWR
calculates local parameter estimates at each observation poinniditg associations between
independent predictors and HIV status for 2,091 women and 1,827 men. To estinaiwodiss, the
influence (weight) of observations within a specific geographic réveygdwidth) are determined
using a distance decay weighting system, assigning more weight to tlossretoser to the local
regression point than to those farther away. Selection of the optimal baméaditomated using a
cross validation (CV) approach in GWR3 software for separate mimdetseen and women. This
convergence process determines the bandwidth for all regression padntsng the CV score until
the number of included observations provides stable global and local pasatmetieis study, the
optimal fixed bandwidth in decimal degrees is 1.55 for women and 2.38 for mere Marb
simulation tests of spatial variation compare the variance of theveblsmodel parameters against
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100 random calibrations of the same model, providing t-statistics ofisggrié for local parameters

(Fotheringham, Brunsdon et al. 2002). Local t-statistics are mapped to vigpadgent spatial

variations in significant associations. Additional information on geaucally weighted regression

and GRW3 software may be found in Fotheringham, 2002 (Fotheringham, Brunsdon et al. 2002)
To display the local model results and facilitate interpreatatraividual regression points

are used to predict parameter values over continuous space throughatiterg@lhilds 2004).

Interpolation is a method to create smooth surface maps and allow foruakzaison of

relationships between data points. Spline interpolation methods ugsbermatical function that takes

regression points and minimizes the variation between them, passingitkrovgn values to create

a smooth surface of variability over space (Childs 2004). For thissasalye ArcGIS Spatial

Analyst spline tool is used to interpolate the surface with c&lafiA000 meters.

RESULTSAND DISCUSSION
Descriptive statistics

Individual-level characteristics are detailed in Table 6.2. Lesfalsdividual risk behavior
differ for men and women. While 7% of women had more than one partner in thealas4fé of
men had multiple sexual partners in the same timeframe (p<.01). Amongihosave sex, 4% of
women and 14% of men used a condom with a recent sex partners (p<.01). Also, 10%moawdme
6% of men (p<.01) had a sexually transmitted infection or its symptoms inevieys 12 months.
Among men, 22% had ever paid for sex.

As expected, area-level factors are similar between women and reerarid women live
the same average distance from a major city (73km); major road (14kdMOH clinic (5km). The
average poverty percent (percent of residents under the povejtis I6%20. As defined, almost equal

percentages of women and men live in an area within the middle half of imcequality, 51% of
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women and 50% of men, while 24% of men and 28% of women live in areas witlgliestHevel of

income inequality.

Global associations between individual- and area-level risk factorsand HIV

A key advantage of spatial analysis is the ability to show thebdiSon and scale of spatial
variation. However, global model results for men and women are presistéa frame the
discussion of differences at the local level. Global models, presentable 6.3 by gender, are
spatially stationary and represent population-averaged results.

Among women, several individual-level behavioral variablesigraficantly associated with
HIV status. As expected, women with STIs are more likely to be infectadHW than those
without (OR 1.84, p<.01). Possibly confirming condom use as a proxy for perceivedl sk
susceptibility to, infection from a partner (Chimbiri 2007), use of condonfsaniécent sex partner
increases the odds of HIV infection by 2.01 (p<.01). Surprisingly, multiptegra are not associated
with HIV status in the global model. Among area-level factors, and inasint hypotheses, the
odds of infection decrease with increasing distance to a MOH aic((94, p<.05). There are no
other significant associations between HIV status and other arddaetors among women at the
global level.

For men, only previous sexually transmitted infection is significasthociated with HIV
(OR 2.04, p<.01) among individual risk factors. Migration and paid sex have noagisgsowith HIV
at the global level. In contrast to global results for women, recent condomduseuliiple partners
are also not significantly associated with HIV. Among area-lfaabrs, similar to women, men who
live further from MOH clinics are less likely to be infedt@R 0.93, p<.05). No other area-level

factors are significantly associated with HIV status for men.
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From global to local models: mapping spatial variation of relationships

Local spatial regression models provide a specificity of arehiraividual-level
associations with HIV status based on geographic location. MappingsratboNts for visual
presentation of the relationships within rural Malawi. Application ofRB&l guides interpretation of
the results. Although there is risk of committing the individualistiads (applying individual-level
findings to draw aggregate conclusions) (Diez-Roux 1998; Diez Roux 2002),dgoaésion models
can be cautiously and thoughtfully interpreted as average effeitis midependent variable of
interest on HIV status among men or women in that specific location, congrat all other factors.

All variables from the global multivariate model are testedaall multivariate models
stratified by gender. Decreased AIC (corrected) from the global todhemodel suggests the local
model fits the data better (Charlton, Fotheringham et al. 2006), and a dexdre@se than 3 points
is considered significant (Fotheringham, Brunsdon et al. 2002). Among women, thatldrppiin
the AIC (corrected) suggests that the local models are a betadfilemonstrates that the global
model may mask considerable variation in the drivers of HIV in rueddi. However, the 5 point
drop in the AIC (corrected) from the global to the local model for men suggegts smiall increase
in fit from the global to the local model, signifying less spatial tiameoverall.

Local regression model results are presented Tables 6.4 and 6.5. ffettars significant in
local models for more than 10% of the study population, by gender, are illdstr&tigures 6.2-6.5
for women and Figures 6.6-6.8 for men. These figures display relafisnstiih significant spatial
variation. In each map pairing, maps on the left side depict significanceatilng where local t-
statistics denote significant associations between the vaébiterest and individual HIV status.
Student t-values of £1.96 indicate significance at the .05 leveleDallades represent geographic
areas where the variable is significantly associated with odds oirifd®tion. Lighter areas indicate
a non significant relationship with the variable of interest. Pairgasron the right show the
distribution of the variable of interest within the study population.
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Local spatial variation in associations between area- and individual-level factorsand HIV
among women

Local regression models indicate significant spatial vanidti the associations between
individual- and area-level factors and HIV status for women in ruréddwWaAlthough individual risk
factors are significant, the significance of area-level factoosethe contribution of individual-level
influences provides evidence for the importance of place-based effeafisming relationships
proposed by the PEH.

Among hypothesized area-level drivers of HIV, three access faotbitsit significant spatial
variation. First, distance to a major road is negatively and signtfy associated with HIV status for
25% of women located in the Central Region near transportation ageniescting Lilongwe and
areas along the Mozambique border (Figure 6.2). For these women, |wvseg td a major road
increases the odds of infection. Conversely, this finding suggestsdahemin more remote or
isolated locations, further from major roads, are less likely tafeeted than women who live closer
to major thoroughfares. In other parts of the country, the associationinesigs and is not
significant. This finding supports a recent study in South Africa USiggto map HIV prevalence
among pregnant women, concluding that women living in homesteads cl@skyad were more
likely to be infected than women who lived further from main transpontarteries (Tanser, Lesueur
et al. 2000). Less access to roads may reduce risk behaviors through desreass to markets and
broader social networks, resulting in fewer additional sex parthavgik 2007).

Second, distance to a major city is also significant and nedati2¥% of the sample
clustered in the middle of the country between Lilongwe and Mzuzu (FigureNo®)en in this area
are less likely to be infected if they live further from a majty. The relationship between distance
to a major city and HIV status is not static, and the association is/pasiparts of the country
including near Blantyre. In more isolated locations, especially in thin&lorRegion, distance or
cost of travel may be prohibitive (Porter 2002), offering partial exglamétr lower odds of HIV in
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areas further from cities or major roads. This finding affirmsibdes links between remoteness and
reduced risk of infection.

Third, similar to the global model, distance to a MOH clinic is rneglgtassociated with
HIV status: women who live further from MOH clinics are less likelyp¢ infected than female peers
who live closer to a MOH clinic. As illustrated in Figure 6.4, thiatiehship is significant for 29%
of women clustered in the Central and Southern Regions. The direction aéghigation is
unexpected and puzzling, conflicting with both expectations and previous redeasahgsproximity
to health centers as protective against HIV for women after adjdstisgme individual-level
behaviors (Gabrysch, Edwards et al. 2008). It is unlikely that accessdcstheies increases a
woman'’s likelihood of infection. Rather, it is possible that clinics arpgaefully placed in areas of
higher risk, thereby causing endogeneity and confounding the results, or thatvemple sick or
HIV-infected may select to live near clinics. Lastly, clinics Bikely located in smaller commercial
centers, making this variable a proxy for distance to market center.

Individual-level risk factors also exemplify significant spatiatiation. Previous sexually
transmitted infection is significantly and positively associatet #lV status for 93% of women
(Figure 6.5), covering the entire Central and Southern Regions of thieycdure strength and
geographic breadth of this relationship reaffirms the results @itf@l model, demonstrating the
importance of this risk factor. Condom use is significant in fewer 1086 of local models, and
multiple partners is not significant in any location, perhaps attriteitadbw reporting (Tawfik
2007).

Socio-cultural factors may influence these relationships. Caasioie of these factors merits
attention in future research. In both global and local models, Chewa womessaligdly to be
infected, and this relationship is significant for more than hati@sample. Chewa society is
matrilineal (Benson, Chamberlin et al. 2005), and it is possible that nviyora this ethnic group
hold more power over their sexual and social relationships, decreasing #seiOtiser traditions
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such as polygamous marriage are associated with increased oddstafrirfter 30% of rural
women, demonstrating the possible strength, but differential effect,tofadypractice on HIV risk.
Overall, the local model adds detail to the importance and distribdtitbese key
relationships among women. The significance of the area-levablesiin local models suggests that
global associations dilute important drivers of HIV in specific gaplic areas. In particular, and as
supported by the PEH, the significance of distance to roads, cities, @iod sliggests that women
are less likely to be infected in more isolated areas. Contrary toticeptual model, income
inequality and absolute poverty are not associated with HIV status ial giolocal models. This lack
of association may be due to the pervasive nature of poverty in rural iMiaasking relationships

that might be evident in more economically diverse areas.

Spatial variation in associations between ar ea- and individual-level factorsand HIV among men

As expected from the global model, and in contrast to the female samplés titdesspatial
variation and few significant factors associated with HIV at the lewal among men. Among men,
three risk factors show significant spatial variation at the legal, providing only a marginal
improvement over the global model.

At the area-level, distance to a MOH clinic is significamgociated with HIV status for
10% of men clustered near the southern shores of Lake Malawi infaciind Mangochi Districts
on the border with Mozambique, setting this location apart from othéregians (Figure 6.6).
Although the relationship between distance to MOH clinic and HIV renmagative throughout the
country, only men who live further from a MOH clinic in this area agaificantly less likely to be
infected. Similar to the women, the direction of this relationshimexpected and contradicts
previous research noting the association between community-le\thl Wweeker activity and
decreased extramarital sex among men in Zambia (Benefo 2008). Astsdggesiously, it is
unlikely that health clinic proximity increases the odds of HIV infecfor men. Rather, it is more
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likely that MOH clinics serve as a proxy for smaller commeraakers and that commercial hubs in
these lakefront districts may be dissimilar to other locatioMalawi. Further research into the
specific characteristics of men in this distinct area wariamestigation. No other area-level factors
are significant for men in local models.

Demonstrating the value of the local model to reveal relationslafesed down at the global
level, migration is significant and positive for 47% of men in local magédgire 6.7). Men who live
in the center of the country, mostly between the districts of Mangocluestichl Mazimba
(including areas around Lilongwe and Mzuzu), who migrate are more likelyindeloted with HIV
than men who do not. In areas of significance, men may follow distinct migpaiterns, working
or traveling in particular areas of neighboring countries that increaseiskeespecially through
additional sex partners (Chirwa 1997).

Among individual-level risk behaviors, only STl is associated with sthtus for men in the
global and local models, demonstrating the importance of this factosaotah of rural Malawi.
Previous STl is positively associated with HIV status for the eatea and significant for 75% of
men (Figure 6.8). This relationship is not significant in the NontlR&gion, an area of lower STI
prevalence.

Individual-level demographic factors further explain patterns otiitie among men.
Increasing age and socio-economic status are associated with idavddsef infection for almost
all rural men. Similar to women, socio-cultural factors mag aifluence individual risk (Morah
2007). Among men, as with women, Chewa ethnicity is significantly associdatedegreased HIV
risk. As noted previously, Chewa are traditionally matrilineal, and freguently move into the
homestead of the wife’s family at marriage (Benson, Chamberlin22@5; Chimbiri 2007),
potentially increasing gender equality and reducing risk behaviors. éwlliy, Chewa show
preference for marriage within their ethnicity (Posner 2004), suggestevel of protection among
closed social networks.
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Contrary to theoretically-informed hypotheses, most area-level $aamtemot associated with
HIV for men. In part, the lack of significant associations may reflecheightened status of men in
comparison to women. In Malawi, men have more access to income and hold mdneoseiahan
women (Schatz 2005). Social norms of masculinity and marriage includeldogtnaomen (Chirwa
1997), largely providing men with decision-making power over partnestggieand use of condoms
(Kaler 2003). This status may allow men to buffer negative influesfcaiea-level socio-economic
factors such as poverty or inequality (Craddock 2000). Also, improvememntgirinfrastructure

may enable men’s mobility, smoothing underlying differences in access.

CONCLUSION

This study demonstrates thghtice matters in the context of HIV in rural Malawi, and that the
strength of area- and individual-level drivers of HIV vary in spaces $batial analysis calls
attention to two important conclusions. First, gender plays a role in thal gfg@rminants of HIV:
the influence of area-level factors and HIV status are exaeerbatwomen. The PEH clarifies these
findings. The socio-economic environment in Malawi may reinforce genelguality and reduce
women’s rights to govern their sexual health (Kathewera-Banda 2005)e&salg women literally
embody the discrimination, economic disadvantage, and inequality they faiegéK 1999; Krieger
2005). Within couplessmbodiment translates to compromised gender-based power, diminishing a
woman’s ability reduce HIV risk through refusal of sex or insistence on condam (2001; Luke
and Kurz 2002; Dunkle, Jewkes et al. 2004; Pettifor, Measham et al. 2004; Zib&)z

Second, spatial analysis affirms that area-level socio-economic eegbdactors play a
significant role in increasing HIV risk above and beyond individualHeostributions. Drawing on
the PEH for interpretation, ecological factors such as economic undini@ent, mobility, and
power differentials create social and economic “risk environmentsfithi&individual choice,
constrain behavior, and restrict ability to make positive health dasiéMinkler, Wallace et al.
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1994; Minkler 1999), increasing vulnerability to HIV infection (Parker t&ast al. 2000; Rhodes,
Singer et al. 2005). In response, reducing poor health outcomes such as HIVrimézptices
moving from an emphasis on individual behavior to consideration of maabféetors that reduce
an individual's power to effect change (Doyal 1995; Farmer 1999; Farmer 2003).

Using spatial methods to explore place-based effects on HIV in Malesems several
challenges. First, people are likely to self select into neighborhoadtingrarea-level effects less
randomly distributed among the populations (Sampson, Morenoff et al. 2002; Oakes 23)4). A
geographic information from developing countries is sparse, and combininglengkographic
layers from various sources with different scales may add smaig énrlocation information,
potentially allocating individuals to incorrect geographic areasiridhasion of only Ministry of
Health clinics attempts to reflect reach of government healtlities;ilbut the effects of excluding
private health care and other clinic options have unknown effects on measeesg t health
services. Lastly, although the global regression models showed no signifigiginollinearity among
variables, multicollinearity is still possible in local models (\llee and Tiefelsdorf 2005). The
magnitude and direction of biases cannot be determined with the available da

Overall, the results contribute to the growing body of evidence connectitiig fued place,
expanding application of spatial methods to the context of HIV in sub-Sehfrea. To
successfully address the complexity of the epidemic, solutions willtnesatount for differences
between both individuals and the areas in which people live. Althoughutisrstvealsvhere area-
and individual-level factors drive HIV in rural Malawvhy andhow HIV is influenced by these
factors remains unanswered. Additional studies at finer spatlebsamad complementary qualitative

research would elucidate these relationships in rural Malawi.
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Table 6.1: Variable descriptions

Variable Definition Type of variable
Individual-L evel
HIV Status Infection with HIV-1 or HIV-2 on 2 tests of | Dependent
HIV status, including rapid and confirmation
with Western Blot or ELIZA
Gender Male or female Moderator
Condom Condom use with any of previous 3 sexual | Independent
partners
Multipart 2 or more sexual partners in last year Independent
STI Diagnosis/symptoms of sexually transmitted Independent
infection within past year
Migration Travel for more than one month in last 12 | Independent for men
months
Paid Sex Ever paid for sex Independent for m
SES Household socio-economic status Control
Age Continuous age in years Control

Marital Status

Dummy variables for never married; marriedControl

and previously married

Polygyny Multiple marital union Control

Education Dummy variables for no education, primary| Control
education, >= secondary education

Religion Dummy variables for Christian; Muslim; other  Control
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ly

Ethnicity Dummy variables for Chewa; Lomwe; Yao; | Control

Other
Circumcision Circumcised or not Control for men on
Area-Level
High Gini Gini coefficient in the 75percentile or higher| Independent
Middle Gini Gini coefficient in the 26— 74" percentile Independent
Absolute % of population below the poverty line Independent
poverty (poverty headcount)
Distance to a Km from DHS cluster point to closest major Independent
major road road
Healthcare KM from DHS cluster to closest Ministry of | Independent
availability Health clinic
Distance to a Km from DHS cluster to the closest regional Independent

major city

capital, Mzuzu, Lilongwe, or Blantyre
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Table 6.2 — Descriptive proportions of key variables among men ame:mv

% Women, n=2091 % Men, n=1827

Age** 15-19 12 12
20-24| 26 21
25-291 19 20
30-34| 16 16
35-39| 11 11
40-44| 10 10
45-49| 7 6
50-54| n/a 3

Religion Christian 37 38
Muslim** | 12 10
Catholic| 24 22

Region** North 13 13
Central| 39 43
South| 48 45

Ethnicity Chewa 34 35
Yao | 13 12
Lomwe | 18 18

Education*** None 27 14
Primary 0-4| 64 65
Grade 5 or higher 9 21
Marital status*** Never married 22
Married/Union| 77 74
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Previously married 18 4
Wealth quintile (SES)*** Lowestl9 14
Second| 24 23
Middle | 25 27
Fourth| 23 25
Highest| 10 11
Polygyny*** 17 8
Circumcised n/a 22
Migrate n/a 12
Multiple partners in last year*** 7 24
Recent condom use*** 4 14
Previous STl in last 12 months*** 10 6
Ever had paid sex n/a 22
Risk score*** 0 83 57
1|14 27
212 12
3|1 4
HIV+ status*** 13.8 9.6

Chi square results of difference in proportions, * p<.1, **p<.05, ***p<.01
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Table 6.3: Global model parameters for women and men

Women Men

Parameter Estimate t-value Odds | Estimate t-value Odds

Ratio Ratio
Intercept -4.081  (0.681 -5.99%¢ 0.0p -4.298 (0293 | -6.79*** | 0.014
Individual-level demographic
Age 0.021  (0.008 2.63** 1.02 0.027  (0.01p) 2.77* 1.03
Education -0.024  (0.127) -0.19 0.98 0.047 (0.1b1) .30( 1.05
Current
marriage 1.204 (0.464) 2.59%*F 3.38 2.119 (0.469) .51 8.31
Previous
Marriage 2.046  (0.460 4.44%* 7.78 1566 (0.587) .6@** 4.78
Polygyny 0.219 (0.187 1.1f 1.24 -0.087  (0.343) 250. 0.91
SES 0.249  (0.055 4.48** 1.28 0.250 (0.0716)  3.27%* 1.28
Chewa -0.653  (0.200 -3.26**F 0.5p -0.727  (0.247) 2.94*** 0.48
Lomwe 0.271  (0.192 1.44 1.31 0.248 (0.282) 1.06 281.
Yao 0.251 (0.272 0.92 1.28 -0.188  (0.373) -0.50 820.
Christian 0.026  (0.149 0.17 1.02 0.035 (0.184) 80.1 1.03
Muslim 0.080 (0.267 0.30 1.08 0.114  (0.395) 0(28 121
Circumcised 0.013 (0.243) 0.05 1.01
Individual-level risk factor
Multpart 0.402 (0.279 1.44 1.49 0.048  (0.284) 016  1.05
STI 0.612 (0.202 3.02%+ 1.84 0.714  (0.30p) 2.33* 2.04
Condom use 0.697  (0.307) 2.27** 2.01 0.438 (0.2[r4) 1.59 1.54
Paidsex 0.058  (0.197) 0.29 1.p6
Migrate 0.421 (0.245 1.72 1.52
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Area-level factor

Gini high 0.193 (0.192 1.0 1.21 -0.241  (0.245) .990 0.78
Gini middle -0.010 (0.173 -0.05 0.99 0.036 (0ORp5 0.17 1.03
MOH clinic -0.060  (0.026 -2.34xxx 0.94 -0.071 (®B)| -2.12* 0.93
Major road -0.013  (0.007 -1.9 0.99 -0.013  (0.0D9) -1.49 0.98
Major city 0.001  (0.002 0.3¢ 1.00 0.001 (0.002) 23 1.00
Poverty % 0.001  (0.004) 0.1 1.00 0.003 (0.005) 605  1.00
Log-likelihood: -797.350 -512.785
Akaike Information 1640.700 1079.570
Criterion:

Corrected AIC (AICc) 1641.234 1080.410

Standard errors in parentheses. *p<.1, **p<.05, ***p<.01
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Table 6.4: Comparison of Local Parameter summaries to global pardonetemen

Label From Local Parameter Model Global
model
parameter

Minimum | Lwr Median Upr Maximum | % with
Quartile Quartile significan
tlocal t
value

Intrcept -7.449 -5.328 -4.309 -3.9%9 -3.589 100 084.

Demogr aphic factors

Age 0.018 0.01§ 0.020 0.022 0.040 83 0.021

Education -0.364 -0.031 0.005 0.015 0.028 0 -0.024

Chewa -0.795 -0.725 -0.580 -0.410 0.149 65 -0.653

Lomwe -0.950 0.073 0.10p 0.341 0.5p5 O 0.271

Yao 0.029 0.062 0.106 0.354 0.838 O 0.251

Christian -0.054 -0.004 0.023 0.034 0.853 0 0.026

Muslim -0.317 -0.161 0.01% 0.093 0.167 O 0.080

Previous

marriage 1.263 2.174 2.355 2.416 2477 91 2.046

Current

marriage -0.165 1.286 1.5Q7 1.620 1.474 80 1.204

Polygyny -0.617| 0.164 0.314 0.421 0.512 30 0.219

SES 0.209 O.ZST 0.257 0.269 0.702 100 0.249

Individual-level risk factors

STI 0.497 0.546 0.578 0.653 1.189 93 0.612

Multiple 0.249 0.307 0.339 0.392 1546 O 0.402
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partner
Condom 0.466 0.542 0.603 0.711 0.851 6 0.697
Area-level factors
Gini high 0.046 0.209 0.22 0.244 0.259 0 0.193
Gini
medium -0.519 0.03% 0.041 0.045 0.104 0 -0.010
Km to
MOH -0.064 -0.057 -0.050 -0.045 -0.007 29 -0.060
Km major
road -0.025 -0.016 -0.01p -0.011 0.011 25 -0.013
Km to
major city 0.000 0.001 0.00p 0.005 0.0p8 27 0.001
Poverty % -0.007 -0.004 0.0Q0 0.008 0.015 2 0.001
Local Logistic Model Diagnostics
Log Likelihood: -767.07
Akaike Information Criterion 1623.78
Corrected AIC 1625.79
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Table 6.5: Comparison of Local Parameter values to global model for men

Label From Local Parameter Model Global
model
parameter

Minimum | Lwr Median Upr Maximum | % with
Quartile Quartile significant
local t
value

Intercept -6.4597 -4.7847 -4.2412 -3.9487 -3.7850, 00 1 -5.441

Demogr aphic factors

Age 0.0414 0.0422 0.0442 0.0481 0.0613 100 0.027

Educ -0.2266 -0.1149 0.0170 0.1856 0.6866 5 0.047

Chewa -0.8238 -0.8114 -0.7913 -0.6902 -0.2466 90 720

Lomwe 0.0553 0.1144 0.2101 0.3428 0.6380 0 0.228

Yao -0.5939 -0.2826 -0.2644 -0.2482 -0.2038 0 8.18

Christ -0.1181 -0.0367 0.0596 0.1909 0.3135 0 0.035

Muslim -0.3338 -0.1934 -0.0167 0.2343 1.4324 0 0.11

Married 2.0686 2.1064 2.1459 2.1864 2.5262 100 @.11

Previously

married 1.1702 1.2052 1.2594 1.3220 2.9428 46 1.566

Polygyny -0.4715 0.1625 0.3358 0.4296 0.4689 0 7-.08

SES 0.0701 0.1865 0.2306 0.2749 0.3137 87 0.250

Circum -0.5643 -0.0370 0.0410 0.0714 0.0860 0 0.013

Individual-level risk factors

STI 0.4819 0.6691 0.7192 0.7806 0.8612 75 0.714

Multiple -0.5606 -0.5463 -0.5273 -0.5116 -0.4428 0 0.048
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partners
Condom 0.3721 0.4436 0.4940 0.5418 0.8477 0 0.438
Paidsex -0.2062 0.1195 0.1727 0.1902 0.2184 0 0.058
Migrate 0.3491 0.4320 0.5126 0.5852 0.6776 47 0.421
Area-level factors
Gini high -0.4634 -0.3864 -0.3167 -0.2467 -0.1782 0 -0.241
Gini mid -0.6623 -0.0794 0.0415 0.1097 0.1435 0 36.0
MOH -0.0687 -0.0663 -0.0645 -0.0589 -0.0528 10 0.0
Km to major | -0.0190 -0.0175 -0.0159 -0.0152 -0.0110
road -0.013
Km to major | 0.0015 0.0027 0.0031 0.0034 0.0038
city 0.001
Poverty % -0.0002 0.0006 0.0027 0.0066 0.0186 0 03.0
Local Logistic Model Diagnostics
Log Likelihood -497.811
Akaike Information Criterion 1073.530
Corrected AIC 1075.272
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Figure 6.1: Conceptual model

Area- and Individual-Level Influences on HIV Status in Malawi

} ) Controls:
Area-level Socioeconomics Individual-Level Demographics
Gini Index Ethnicity
Poverty Headcount Religion

Marital status
Area-level Access Education
Distance to major road Age
Healthcare availability Circumcision
Distance to major city /

Individual HIV Status

Individual-Level Behaviors
Condom use
Multiple partners /
Previous STI
Paid sex (men only)
Migration (men only)
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Distance to major road t values and distribution for women

Figure 6.2
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Distance to major city t values and distribution for women

Figure 6.3
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Distance to MOH t values and distributi

Figure 6.4
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Figure 6.5: STI t values and distribution for women
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Figure 6.6: Distance to MOH clinic t values and distribution for men

* Regional capitals

T-values: MOH among men
I 2011848304 - -1 66

[ -1.959999999 - .1 701979249
[ 1701979248 - 1495401213
[ ] 14ss401212 - 1 21247912
[ ] 1212479119 - 066638545

Cluster distance to MOH clinics
O 0098512- 2624903
O 2624904- 4 588039
0 4508040-7.140125
© 7.140128-10251420
® 10251421 - 19.318800

* Regional capitals

142



Figure 6.7: Migration t values and distribution for men
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CHAPTER 7

CONCLUSION

In combination, the logistic and spatial regression models provide epraptary
perspectives on how the characteristics of people and place affestatus in rural Malawi. A brief
review of the results provides several valuable insights.

First, a comparison of the logistic regression to the global spatial madedes a
population-averaged perspective on the epidemic, confirming thatesedasbcio-economic and
access factors significantly influence HIV status above and beyondritréation of individual-
level behavioral and demographic variables. Largely, the results froimgikéc model closely
replicate the findings from the global spatial regression model, deratingtconsistency of results.
Among women, distance to a MOH clinic is significant and negatisdg@ated with HIV status
across global models: women who live closer to MOH clinics haveasedeodds of infection in
comparison to their female peers who live farther. Also, women whadrtteet from major roads are
less likely to be infected than women who live closer; this relatipnshaignificant in the global
logistic regression model and marginally significant in global dpatiaels, showing a clear trend in
the global association. However, higher income inequality increases thefddldsinfection among
women only in aspatial models, reducing the overall impact of this associat the individual-
level, condom use with any of the last 3 partners and recent STI are sigrafdgmbsitively
associated with HIV status in both the logistic and global spatial modskiniilarly, although both
global models reveal a positive relationship between multiple paramer HIV status, it is only

significant in the logistic regression model, decreasing the owenadirtance of this factor.



For men, distance to MOH clinics is significant and negatively assakivith HIV status in both
aspatial and spatial models: men who live further from a MOH clinic ssdikely to be infected
than men who live closer. Among individual-level factors, both global moHelg that ST
increases the odds of HIV infection. Multiple partners is sigmifiead, unexpectedly, protective for
men only in logistic models, reducing the strength of this associatsisIency between aspatial
and spatial models lends support to the strength of specific resthiesglobal level.

Second, the local spatial models are an improvement over global nesgesially for
women, offering clues about where, how, and for whom these relationships imattral Malawi.
Among women, significance of area-level factors in global models doesasssaeily translate to
associations at the local level. Both distance to MOH and distamaajor road are important drivers
of HIV overall, but their influence is significant for only 29% and 25%, retbgely, of women when
examined at a finer spatial scale. Furthermore, although diluted in gbgjsaksion models, distance
to major city is positively and significantly associated with Higtss for 27% of women, showing
the importance of this area-level driver of HIV among women in a disggabn. Lastly, although
the influence of condom use and multiple partners disappears at the letahlepositive and
significant effect of STI on HIV status is almost ubiquitous (93%pateling attention of this
critical driver of the epidemic. These local level resultsatéention to spatial variability in the
drivers of HIV in specific geographic areas, advising the need fal tather than national-level
determination of intervention priorities.

Among men, the local model adds interesting detail about how the drivers eBHIVh
rural Malawi. Primarily, although diluted in the global model, miigrats significant for 47% of men
in the local spatial regression model. Distinct migration routesme areas may increase HIV risk
while migration patterns to or from other locations may incur no additiokalAteong men,
individual-level movement may overshadow area-level effects, pallgninderscoring individual
mobility over static location as a risk factor for men. Second, unlilatadr area-level factors,
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distance to MOH clinic is significant in the global model and for 10%ef in the local model,
setting an area near the southern Lake Malawi shores apart fromuttieegions. The overlapping
risk among men who migrate and live closer to MOH clinics in theathern lake districts warrants
investigation. Lastly, similar to women, previous STI is a criticaledrof HIV for the vast majority
of men (75%), indicating a priority intervention appropriate for mostl tdalawians.

Finally, from both logistic and spatial regression, the effects of geneletear: area- and
individual-level risk factors affect men and women differently. Qatie comparison of the results
by gender suggests that area-level factors influence women marglgthan men: both spatial and
aspatial models indicate that women are more affected by socio-ecanuraccess factors in the
areas in which they live than men. Although this finding affirms study hypeshéhe extent of
gender-based variation confirms the need for distinct and divergent elpgsda assuaging the HIV
epidemic. Aspects of the social, cultural, and economic environmafdroe gender and socio-
economic inequality in rural Malawi. For women, area-level eff@asexacerbated, reducing their
ability to govern their sexual and reproductive health and increasimgthgerability and risk for
HIV infection. For men, the impact of these same area-level fagpgrears diminished, providing
evidence that men’s higher position in society may help them buffer vegatuences in the areas
in which they live. Surprisingly, behavioral mediators are largely namfignt in the relationship
between area-level factors and individual HIV status. As informed biyEhe these findings
confirm expected and direct relationships between area-levetdatd HIV status and affirm the
critical role of gender in these associations. However, the refsdtseaeal that unidentified factors
outside of these individual risk behaviors serve as mediatorsdretwea- level factors and HIV
status. Further examination of these mechanisms is required.

These papers fill a gap in previous research on area- and individddhflaences on HIV
status, specifically in rural Malawi. This study begins to ansheidw questions in understanding
the influence of area-level factors on individual behavior and HIVsstaltie use of the Political
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Economy of Health framework to inform the conceptual model and guide intgipnedf the results
strengthens the findings, offering explanatory pathways between areadmsndliz-level factors
and HIV infection. Moreover, this research confirms the importance of gendbe associations
between both area- and individual-level factors with HIV status, dematingtits influence at all
levels of society.

The spatial component of this study adds to the growing emphasis on the linkbgesn
health and place and makes important contributions over previous reseatchh&ispatial analysis
illuminates distinct patterns in the area- and individual-level fadtat affect HIV status in rural
Malawi, providing a specificity of associations based on location. Secongpahiel model results
may be more effective in aiding decision makers in the selection oéwhertervene and what
factors warrant consideration in a specific geographic spacedids, Croner et al. 1999). By
providing visual representations of the relationships, the maps mayatedtiypotheses generation to
answer thevho andwhere questions of HIV transmission (Chirwa 1997; Craddock 2000), potentially
increasing participation in tailored policy and intervention design. Alth@eggraphic analysis does
not provide answers, a strength of spatial analysis is its abiligrte as an impetus for further
studies to determine not jushere, butwhy, the relationships vary in space.

The results of this research reveal where and for who placersnattthe context of HIV in
rural Malawi and elucidate multiple pathways that affect HIV statiee r&sults from the logistic and
spatial regression confirm that area-level factors have a sigrifidduence on HIV in rural Malawi,
and maps illustrate the variations among these relationships in spadefliences of both
individual- and area-level effects are significant, but they aretagnant, reinforcing the dynamic
nature of the HIV/AIDS epidemic. Consideration of multiple levels fdi@mce on both people and
the places in which they live is critical to the development of éffeeind appropriate HIV
prevention efforts. Innovative and adaptive responses require equeippéidn by men and women
to slow the spread of the HIV epidemic in rural Malawi.
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Appendix 1: Summary of area-level variables

Variable Mean Std. Dev. Min Max
Gini 0.35 0.06 0.12 0.67
Gini_high 0.22 0.41 0.00 1.00
Gini_middle 0.44 0.50 0.00 1.00
Gini_low 0.21 0.41 0.00 1.00
Km_moh 5.08 2.87 0.10 19.32
Km_major road 11.20 11.92 0.01 58.79
Km_major city 79.42 40.32 5.08 222.72
Poverty % 63.82 16.86 11.56 97.34
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Appendix 2: Varianceinflation factor among key variables for women:

Variable VIF

gini_high
gini_low
km_moh
km_distrd
km_majrd
km_medcity
km_majcity
pov_pct
newrisk3
polygny
region
muslim
christian
yao
lomwe
tumbuka
chewa
educ

age
hiv_status
married
ses

Mean VIF

1.24
1.22
1.16

1.6
1.53
1.42
1.49
1.13
1.14

1.1
2.38
2.57

1.2
2.92
1.86
1.85
1.96
1.38
1.19
1.08
1.23
1.18

1.54

1.11
1.11
1.08
1.26
1.24
1.19
1.22
1.06
1.07
1.05
1.54

1.6

11
1.71
1.36
1.36

1.4
1.17
1.09
1.04
1.11
1.09

0.8055
0.8165
0.8601
0.6257
0.6548
0.7035
0.6715
0.8846
0.8747
0.9078
0.4202
0.3884
0.8314
0.3427
0.5382
0.5408
0.5104
0.7252

0.839
0.9229
0.8148
0.8446

Tolerance Squared

0.1945
0.1835
0.1399
0.3743
0.3452
0.2965
0.3285
0.1154
0.1253
0.0922
0.5798
0.6116
0.1686
0.6573
0.4618
0.4592
0.4896
0.2748

0.161
0.0771
0.1852
0.1554

Variable VIF

gini_high
gini_low
km_moh
km_distrd
km_majrd
km_medci
km_majcit
pov_pct
multipart
usedcondc
sti
polygny
region
muslim
christian
yao
lomwe
tumbuka
chewa
educ

age
hiv_status
married
ses

Mean VIF
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1.24
1.23
1.16

1.6
1.53
1.42
1.49
1.13
1.44
1.16
1.04
111
2.39
2.58
1.21
2.92
1.86
1.87
1.96
1.38

1.2
1.09

1.4
1.19

1.53

1.11
1.11
1.08
1.26
1.24
1.19
1.22
1.06

1.2
1.08
1.02
1.05
1.54
1.61

11
1.71
1.36
1.37

1.4
1.17
1.09
1.04
1.18
1.09

0.8051
0.8154
0.8599

0.625
0.6545
0.7035
0.6705
0.8827
0.6958
0.8591
0.9602
0.9007
0.4191
0.3871
0.8291
0.3421
0.5377

0.535
0.5096
0.7246
0.8348

0.919
0.7129
0.8428

Tolerance Squared

0.1949
0.1846
0.1401

0.375
0.3455
0.2965
0.3295
0.1173
0.3042
0.1409
0.0398
0.0993
0.5809
0.6129
0.1709
0.6579
0.4623

0.465
0.4904
0.2754
0.1652

0.081
0.2871
0.1572



Appendix 3: Varianceinflation factor among key variablesfor men:

Variable VIF

gini_high
gini_low
km_moh
km_distrd
km_majrd
km_medcity
km_majcity
pov_pct
newrisk3
polygny
region
muslim
christian
yao
lomwe
tumbuka
chewa
educ

age
hiv_status
married
migrate
circum
ses

Mean VIF

1.26
1.23
1.16
1.55
1.49
1.41
143
1.15
1.25
1.13
2.23

2.9
117
2.82
1.84
1.79
1.88
121
1.53
1.07
1.64
1.05

1.15

1.55

1.12
111
1.08
1.24
1.22
1.19

1.2
1.07
1.12
1.06
1.49

17
1.08
1.68
1.36
1.34
1.37

11
1.24
1.03
1.28
1.02
141
1.07

0.7956
0.8158
0.8602
0.647
0.6693
0.7076
0.7001
0.8724
0.7982
0.8882
0.449
0.3453
0.8515
0.3552
0.543
0.56
0.5306
0.8248
0.6531
0.9338
0.6102
0.9568
0.501
0.8715

Tolerance Squared

0.2044
0.1842
0.1398
0.353
0.3307
0.2924
0.2999
0.1276
0.2018
0.1118
0.551
0.6547
0.1485
0.6448
0.457
0.44
0.46%4
0.1752
0.3469
0.0662
0.3898
0.0432
0.499
0.1285

Variable VIF

gini_high
gini_low
km_moh
km_distrd
km_majrd
km_medci
km_majcit
pov_pct
multipart
paidsex

sti
usedcondc
polygny
region
muslim
christian
yao
lomwe
tumbuka
chewa
educ

age
hiv_status
married
migrate
circum
ses

Mean VIF
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1.26
1.23
117
1.55

15
1.42
1.45
1.15
1.83

11
1.03
132
1.25
2.24
2.92
117
2.83
1.85
1.79
1.89
1.23
1.54
1.08
1.84
1.05
2.01
1.15

1.55

112
111
1.08
1.24
122
1.19
121
1.07
1.35
1.05
1.01
1.15
112

15
171
1.08
1.68
1.36
1.34
1.37
1.11
1.24
1.04
1.36
1.02
1.42
1.07

0.7947
0.8155
0.8581
0.6462
0.6676
0.7064
0.6878
0.8713
0.5456
0.9056
0.9747
0.7577
0.7998
0.4472
0.3424
0.8511
0.3538
0.5407
0.5583
0.5293
0.8159
0.6491
0.9292
0.5442
0.9562

0.498
0.8704

Tolerance Squared

0.2053
0.1845
0.1419
0.3538
0.3324
0.2936
0.3122
0.1287
0.4544
0.0944
0.0253
0.2423
0.2002
0.5528
0.6576
0.1489
0.6462
0.4593
0.4417
0.4707
0.1841
0.3509
0.0708
0.4558
0.0438

0.502
0.1296



: Map of Malawi

Appendix 4
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Malawi Population Density and Districts

Appendix 5
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Appendix 6: HIV prevalence by cluster and gender

HIV prevalence in rural DHS clusters, Females

. B o0
. 4 o
« ‘o
| ®:
& \Y .‘,, ®:
" 0:
B . {
| ]
% SV Major cities
L ‘ f
e Y *
%Y 7
£ ° 4
L] { /
ﬂ ,,,‘
3 -
A o
£ 5 o |
£5.0 H

HIV prevalence in rural DHS clusters, Males

o

@ o e o
s oo

Major cities

*

155



REFERENCES

Adih, W. K. and C. S. Alexander (1999). "Determinants of condom use to prevent HIV
infection among youth in Ghana." Journal of Adolescent Heal(h): 63-72.

Adimora, A. A. and V. J. Schoenbach (2002). "Contextual factors and the black-white
disparity in heterosexual HIV transmission." Epidemioldgy6): 707-712.

Agha, S. (2002). "A guasi-experimental study to assess the impact of four adbkesaial
health interventions in sub-Saharan Africa.” International Family Rignni
Perspective28(2): 67-+.

Aliaga, A. and R. Ren (2006). Optimal Sample Sizes for Two-stage Cluster Sgumnpli
Demographic and Health Surveys ORC Macro Working P&paverton, ORC
Macro.

Altman, D. (1999). "Globalization, political economy, and HIV/AIDS." Theory ande®pc
28(4): 559-584.

Amaro, H. and A. Raj (2000). "On the margin: Power and women's HIV risk reduction
strategies.” Sex Rolek(7-8): 723-749.

Anderson, R. M. (1999). Transmission dynamics of sexually transmitted infe@iexisally
Transmitted DiseaseK. Holmes: 25-37.

Armour, L. (2006). "Trying to survive in times of poverty and AIDS: women and multiple-
partner sex in Malawi." Aids Care-Psychological and Socio-MedispkAts of
Aids/Hiv 18(4): 404-404.

Auvert, B. (2001). "Ecological and individual level analysis of risk factors for IHfgction
in four urban populations in sub-Saharan Africa with different levels of HIV
infection.” AIDS 15: S15-S30.

Bankole, A., F. H. Ahmed, et al. (2007). "Knowledge of correct condom use and consistency
of use among adolescents in four countries in Sub-Saharan Africa." Afr J Reprod
Health11(3): 197-220.

Barden-O'Fallon, J. L., J. deGraft-Johnson, et al. (2004). "Factors Associated WiiD8
Knowledge and Risk Perception in Rural Malawi." AIDS and Beh&(B): 131-
140.

Barnighausen, T., V. Hosegood, et al. (2007). "The socioeconomic determinants of HIV
incidence: evidence from a longitudinal, population-based study in rural South
Africa.” AIDS 21 Suppl 7: S29-38.

156



Baron, R. M., & Kenny, D. A. (1986). "The moderator-mediator variable distinatigngial
psychological research: Conceptual, strategic, and statistical c@tgids.” Journal
of Personality and Social Psycholog: 1173-1182.

Basen-Engquist, K. (1992). "Psychosocial predictors of "safer sex" behawiarsrig
adults." AIDS Educ Pre¥(2): 120-34.

Baylies, C. (2000). "Overview: HIV/AIDS in Africa: global & local ineqiigs &
responsibilities.” Review of African Political Econory(86): 487-500.

Bello, G. A., J. Chipeta, et al. (2006). "Assessment of trends in biological and behavioural
surveillance data: is there any evidence of declining HIV prevalence deinug in
Malawi?" British Medical Journa2(suppl_1): i9.

Benefo, K. D. (2008). "Determinants of Zambian Men's Extra-Marital SéMuli-level
Analysis." Archives of Sexual Behavi87: 517-529.

Benson, T. (2002). "Correlates of poverty measures in Malawi—An application of poverty
mapping at the sub-district scale.” Conference on Understanding Povertycavith Gr
in Sub-Saharan Africa, Centre for the Study of African Economies, St. Gegtlseri
College, Oxford, UK18-19.

Benson, T., J. Chamberlin, et al. (2005). "An investigation of the spatial determinants of the
local prevalence of poverty in rural Malawi." Food Pol8(5-6): 532-550.

Benson, T., S. Kanyanda, et al. (2002). Poverty mapping - Malawi - Results of the fourth
iteration of the analysis. Washington, DC, USA and Zomba, Malawi, International
Food Policy Research Institute and the National Statistical Office,rGoeat of
Malawi.

Biglan, A., C. W. Metzler, et al. (1990). "Social and behavioral factors associitekiigh-
risk sexual behavior among adolescents." Journal of Behavioral Med®({Bg 245-
261.

Bignami-Van Assche, S., L. W. Chao, et al. (2007). "The validity of self-reghdikelihood
of HIV infection among the general population in rural Malawi.” Sexually
Transmitted Infection83(1): 35-40.

Billy, J. O. G., K. L. Brewster, et al. (1994). "Contextual Effects on the SeximaVae of
Adolescent Women." Journal of Marriage and the FaBoti2): 387-404.

Bingenheimer, J. B. (2007). "Wealth, wealth indices and HIV risk in East Africa.”
International Family Planning Perspectia3?2): 83-84.

Blacker, J. (2004). "The impact of AIDS on adult mortality: evidence from natioia
regional statistics.” AIDS.8 Suppl 2: S19-26.

157



Blalock, H. M. (1984). "CONTEXTUAL-EFFECTS MODELS - THEORETICALND
METHODOLOGICAL ISSUES." Annual Review of Sociology: 353-372.

Blanc, A. K. (2001). "The Effect of Power in Sexual Relationships on Sexual and
Reproductive Health: An Examination of the Evidence." Studies in Family Banni
32(3): 189-213.

Blocker, M. E. and M. S. Cohen (2000). "Biologic approaches to the prevention of sexual
transmission of human immunodeficiency virus." Infect Dis Clin North 14¢):
983-99.

Brewster, K. L. (1994). "Race Differences in Sexual Activity Among AdmesWomen:
The Role of Neighborhood Characteristics." American Sociological Rex3¢8):
408-424.

Brunsdon, C., S. Fotheringham, et al. (1998). "Geographically Weighted Regression."
Journal of the Royal Statistical Society: Series D (The Statgtcg3): 431-443.

Bryan, A., A. Kagee, et al. (2006). "Condom use among South African adolescents:
Developing and testing theoretical models of intentions and behavior." Aids and
Behavior10(4): 387-397.

Bryceson, D. and J. Fonseca (2006). "Risking death for survival: Peasant responses to hunger
and HIV/AIDS in Malawi.”" World Developmer84(9): 1654-1666.

Bujakiewicz, A. and A. Mulolwa (1993). The present status and potential of GIS in Southern
Africa. Geographic information 1994: the source book for. @SDavid, R. David
and C.-H. James. New York, Taylor & Francis: 30-41.

Campbell, C. and S. Jovchelovitch (2000). "Health, Community and Development: Towards
a Social Psychology of Participation.” Journal of Community & Applied Social

Psychology10(4): 255-270.

Campbell, C., B. Williams, et al. (2002). "Is social capital a useful conceptudbtool
exploring community level influences on HIV infection? An exploratory case stud
from South Africa.” AIDS Caré4(1): 41-54.

Chaix, B., J. Merlo, et al. (2005). "Comparison of a Spatial Perspective with théehallti
Analytical Approach in Neighborhood Studies: The Case of Mental and Behavioral
Disorders due to Psychoactive Substance Use in Malmo, Sweden, 2001." American
Journal of Epidemiolog$62(2): 171-182.

Charlton, M., S. Fotheringham, et al. (2006). Geographically weighted regression lEconom
and Social Research Council. NCRM Methods Review Papers/006.

Childs, C. (2004, January 27, 2009). "Interpolating Surfaces in ArcGIS Spatial Analyst."
ArcUser, July-September, from
http://www.esri.com/news/arcuser/0704/files/interpolating.pdf

158




Chimbiri, A. M. (2007). "The condom is an 'intruder' in marriage: Evidence from rural
Malawi.” Social Science & Medicin@4(5): 1102-1115.

Chirwa, W. C. (1997). "Migrant Labour, Sexual Networking and Multi-Partnered Sex in
Malawi." Health Transition Review(Suppl. 3): 5-15.

Coburn, D. (2000). "Income inequality, social cohesion and the health status of populations:
the role of neo-liberalism.” Social Science & Medictid1): 135-146.

Coffee, M. P., G. P. Garnett, et al. (2005). "Patterns of movement and risk of HItwoinfec
in rural Zimbabwe." Journal of Infectious Disead84: S159-S167.

Cohen, M. S. and C. D. Pilcher (2005). "Amplified HIV Transmission and New Approaches
to HIV Prevention." The Journal of Infectious Diseas®%(9): 1391-1393.

Columbia University. (2008). "Poverty Mapping Project: The Center for IntenatEarth
Science Information Network." Retrieved February 13, 2008, 2008, from
http://sedac.ciesin.columbia.edu/povmap/

Connell, R. W. (1987). Gender and poweolity Press Cambridge, UK.

Coudouel, A. H., Jesko; Wodon, Quentin (2008). Poverty Measurement and Analysis:
Volume 1 — Core Techniques and Cross-Cutting Issues, World Bank.

Craddock, S. (2000). "Disease, social identity, and risk: rethinking the geograptysf A
Transactions of the Institute of British Geograp#s€2): 153-168.

Cummins, S., S. Curtis, et al. (2007). "Understanding and representing 'placéhin hea
research: A relational approach.” Social Science & Medigt{8): 1825-1838.

Davison, J. (1993). "Tenacious Women: Clinging to Banja Household Production in the Face
of Changing Gender Relations in Malawi." Journal of Southern African Studies
19(3): 405-421.

de Paoli, M. M., R. Manongi, et al. (2004). "Factors influencing acceptability of vojunta
counselling and HIV-testing among pregnant women in Northern Tanzania." AIDS
Carel6(4): 411-25.

deGraft-Johnson, J., V. Paz-Soldan, et al. (2005). "HIV voluntary counseling and testing
service preferences in a rural Malawi population.” Aids and Beh@@r 475-484.

Demombynes, G., C. Elbers, et al. (2004). "Producing an Improved Geographie &frofil
Poverty: Methodology and Evidence from Three Developing Countries."

Dietz, R. D. (2002). "The estimation of neighborhood effects in the social sciences: An
interdisciplinary approach." Social Science Rese@ddqH): 539-575.

159



Diez-Roux, A. V. (1998). Bringing context back into epidemiology: variables aratied in
multilevel analysis, Am Public Health Assoc. 88: 216-222.

Diez-Roux, A. V. (2000). "Multilevel analysis in public health research." AnnualeReof
Public Health?1: 171-192.

Diez Roux, A. V. (2001). Investigating Neighborhood and Area Effects on Health, Am
Public Health Assoc. 91: 1783-1789.

Diez Roux, A. V. (2002). A glossary for multilevel analysis, BMJ. 56: 588-594.

Diez Roux, A. V. (2002). "Invited commentary: Places, people, and health." American
Journal of Epidemiolog¢55(6): 516-519.

Diez Roux, A. V. (2004). "Estimating neighborhood health effects: the challehgassal
inference in a complex world." Social Science & Medid8¢10): 1953-1960.

Dinkelman, T., D. Lam, et al. (2007). "Household and community income, economic shocks

and risky sexual behavior of young adults: evidence from the Cape Area Pangel Stud
2002 and 2005." AIDR1: S49-S56.

Doyal, L. (1995). What Makes Women Sick: Gender and the Political Economy of Health
Rutgers University Press.

Doyal, L. (2000). "Gender equity in health: debates and dilemmas." Sociat&déie
Medicine51(6): 931-939.

Doyal, L. (2001). "Sex, gender, and health: the need for a new approach.” BNéh Brit
Medical JournaB23(7320): 1061.

Doyal, L. and I. Pennell (1979). The Political Economy of He#lthto Press.

Duncan, C., K. Jones, et al. (1998). "Context, composition and heterogeneity: Using
multilevel models in health research." Social Science & Medig@i{é): 97-117.

Dunkle, K. L., R. Jewkes, et al. (2007). "Transactional sex with casual and maingartne
among young South African men in the rural Eastern Cape: prevalence, predictors,
and associations with gender-based violence." Soc ScH9i&): 1235-48.

Dunkle, K. L., R. K. Jewkes, et al. (2004). "Transactional sex among women in Soweto,
South Africa: prevalence, risk factors and association with HIV infectiaciab
Science & Medicin&9(8): 1581-1592.

Dunkle, K. L., R. K. Jewkes, et al. (2006). "Perpetration of partner violence and HIV risk

behaviour among young men in the rural Eastern Cape, South Africa.2@(tis):
2107-14.

160



Dutra, R., K. S. Miller, et al. (1999). "The Process and Content of Sexual Communication
with Adolescents in Two-Parent Families: Associations with Sexual Riking
Behavior." Aids and Behavid@(1): 59-66.

Eaton, L., A. J. Flisher, et al. (2003). "Unsafe sexual behaviour in South African youth."
Social Science & Medicing6(1): 149-165.

Elbers, C., J. O. Lanjouw, et al. (2003). "Micro-Level Estimation of Poverty and Imtgdual
Econometrica’1(1): 355-364.

Entwisle, B. (2007). "Putting people into place." Demograghit): 687-703.
ESRI (2008). ArcGIS, ESRI.

Ezekiel, K. (1993). Determinants of Infant Mortality in Malawi: A Spatietdpective New
Horizons in Meeting Society's Needs, Atlanta, GA, Association of American
Geographers (AAG).

FAO (2003)._Food Security and HIV/AIDS: an Upddi®mmittee on World Food Security-
29th Session, Rome, FAO.

FAO. (2008). "AIDS - A threat to rural Africa.” Retrieved April 23, 2008, from
http://www.fao.org/focus/e/aids/aids1-e.htm

Farmer, P. (1999). Infections and Inequalities: The Modern Plagmégersity of California
Press.

Farmer, P. (2003). Pathologies of Power: Health, Human Rights, and the New War on the
Poor, University of California Press.

Farmer, P., F. Léandre, et al. (2001). "Community-based approaches to HIV treatment
resource-poor settings.” The Lan888(9279): 404-409.

Farmer, P. E., B. Nizeye, et al. (2006). "Structural violence and clinical mediPLoS
Med 3(10): e449.

Fenton, L. (2004). "Preventing HIV/AIDS through poverty reduction: the only sustainabl
solution?" The Lance?64(9440): 1186-1187.

Fisher, E. B. (2008). "The importance of context in understanding behavior and promoting
health.” Annals of Behavioral Medicirgb(1): 3-18.

Fotheringham, A. S. (2005). GWR.

Fotheringham, A. S., C. Brunsdon, et al. (2002). Geographically Weighted Regré&$son:
Analysis of Spatially Varying Relationshipd/iley.

161



Frazier, P. A., A. P. Tix, et al. (2004). "Testing Moderator and Mediator Effects i
Counseling Psychology Research.” JOURNAL OF COUNSELING PSYCH®&Y O
51(1): 115-134.

Freedman, J. and N. Poku (2005). "The socioeconomic context of Africa's vulnerability to
HIV/AIDS." Review of International Studie¥1(4): 665-686.

Gabrysch, S., T. Edwards, et al. (2008). "The role of context: neighbourhood charesterist
strongly influence HIV risk in young women in Ndola, Zambia." Trop Med Int Health
13(2): 162-70.

Gavin, L., C. Galavatti, et al. (2006). "Factors associated with HIV infection insadole
females in Zimbabwe." J Adolesc HeaBt(4): 596 e11-8.

Ghosh, J. and E. Kalipeni (2005). "Women in Chinsapo, Malawi: vulnerability and risk to
HIV/AIDS." Journal of Social Aspects of HIV/AIDZ(3): 320.

Gideon, M. (2007). Patterns of Satisfaction with Health Services in Malawiy#isaising
Geographic Information Systems Technologlge Association of American
Geographers 2007 Annual Meeting, San Francisco, California, Association of
American Geographers (AAG).

Giles, M., C. Liddell, et al. (2005). "Condom use in African adolescents: The role of
individual and group factors." Aids Care-Psychological and Socio-Medigmdds
of Aids/Hiv 17(6): 729-739.

Gillespie, S., S. Kadiyala, et al. (2007). "Is poverty or wealth driving HIV tngsson."
AIDS.

Gillies, P., K. Tolley, et al. (1996). "Is AIDS a disease of poverty?" AID& 8@): 351-63.

Girdler-Brown, B. (1998). "Eastern and Southern Africa.” International Manw&@6(4):
513-551.

Glynn, J. R., M. Carael, et al. (2001). "Why do young women have a much higher prevalenc
of HIV than young men? A study in Kisumu, Kenya and Ndola, Zambia." ¥sds
Suppl 4: S51-60.

Glynn, J. R., M. Carael, et al. (2004). "Does increased general schooling pgaiest &1V
infection? A study in four African cities." Tropical Medicine & Interipagl Health
9(1): 4-14.

Glynn, J. R., M. Carael, et al. (2003). "HIV risk in relation to marriage in areasigh
prevalence of HIV infection.” J Acquir Immune Defic Syr3#(4): 526-35.

Gould, W. T. S. (2005). "Vulnerability and HIV/AIDS in Africa: From demography to
development.”" Population Space and PIhte): 473-484.

162



Greene, M. E., M. Mehta, et al. (2006). Involving men in reproductive health: Contributions
to development. New York, United Nations Millenium Project.

Gregson, S., C. A. Nyamukapa, et al. (2002). "Sexual mixing patterns and sex-d#ferant
teenage exposure to HIV infection in rural Zimbabwe." LaB&8(9321): 1896-903.

Greig, F. E. and C. Koopman (2003). "Multilevel analysis of women's empowerntent a
HIV prevention: quantitative survey Results from a preliminary study in Botaw
AIDS Behav7(2): 195-208.

Gupta, G. R. (2002). Cross-Generational and Transactional Sex: A Public HesikraGd
A Moral Dilemma Innovations for Adolescent Girls and HIV/AIDS: Addressing
Cross-Generational and Transactional Sexual Relations, Washington, D.C.,
International Center for Research on Women and Population Services International

Gupta Rao, G. (2002). "How men’s power over women fuels the HIV epidemic." British
Medical JournaB24.

Gwatkin, D. R., S. Rutstein, et al. (2000). "Socio-economic differences in healthpnutriti
and population. Malawi, 1992, 2000." HNP/Poverty Thematic Group of the World
Bank

Hallett, T. B., S. Gregson, et al. (2007). "Behaviour change in generalised HIVhegsde
impact of reducing cross-generational sex and delaying age at sexual 8elut."
Transm InfecB3 Suppl 1: i50-54.

Halperin, D. T. and H. Epstein (2004). "Concurrent sexual partnerships help to explain
Africa’s high HIV prevalence: implications for prevention." Lar®@4(9428): 4-6.

Hardon, A. (2005). "Confronting the HIV/AIDS epidemic in sub-Saharan Africacyoli
versus practice.” International Social Science Jou@): 601-+.

Hargreaves, J. R. (2002). "Socioeconomic status and risk of HIV infection in an urban
population in Kenya." Trop Med Int Heal#{9): 793-802.

Harrison, A., J. Cleland, et al. (2005). "Early sexual debut among young men in rural South
Africa: heightened vulnerability to sexual risk?" Sexually Transnohittéections
81(3): 259-261.

Hatchett, L. A., C. P. N. Kaponda, et al. (2004). "Health-seeking patterns f& iAID
Malawi." Aids Care-Psychological and Socio-Medical Aspects of /Ains16(7):
827-833.

Helleringer, S. and H. P. Kohler (2005). "Social networks, perceptions of risk, andnghang
attitudes towards HIV/AIDS: New evidence from a longitudinal study usxeglf
effects analysis.” Population Studies-a Journal of Demogra@{8): 265-282.

163



Helleringer, S. and H. P. Kohler (2007). "Sexual network structure and the spreidiof H
Africa: evidence from Likoma Island, Malawi." AID&L(17): 2323-2332.

Heuveline, P. (2004). "Impact of the HIV epidemic on population and household structure:
the dynamics and evidence to date.” Al@s S45-S53.

Hirsch, J. S., S. Meneses, et al. (2007). "The inevitability of infidelity: sexpalaton,
social geographies, and marital HIV risk in rural Mexico." Am J PublidtHl&F (6):
986-96.

Hobfoll, S. E. (1998). "Ecology, community, and AIDS prevention." Am J Community
Psychol26(1): 133-44.

Holtgrave, D. R. and R. A. Crosby (2003). Social capital, poverty, and income ine@sality
predictors of gonorrhoea, syphilis, chlamydia and AIDS case rates in theglUnit
States, Med Soc Vener Dis. 79: 62-64.

Hounton, S. H., H. Carabin, et al. (2005). "Towards an understanding of barriers to condom
use in rural Benin using the Health Belief Model: a cross sectional suBE\C"
Public Healths: 8.

Hunter, M. (2005). "Cultural politics and masculinities: Multiple-partners imhesl
perspective in KwaZulu-Natal." Culture Health & Sexuality): 389-403.

Hunter, M. (2007). "The changing political economy of sex in South Africa: Théisance
of unemployment and inequalities to the scale of the AIDS pandemic." So@at&ci
& Medicine 64(3): 689-700.

Jemmott, J. B., 3rd, L. S. Jemmott, et al. (1999). "Reducing HIV risk-associated sex
behavior among African American adolescents: testing the generailityenfention
effects.” Am J Community Psych@al(2): 161-87.

Kaler, A. (2003). "My girlfriends could fill a yanu-yanu bus”: Rural Malawraen’s claims
about their own serostatus." Demographic Rese@4h-372.

Kaler, A. (2004). "The moral lens of population control: Condoms and controversies in
southern Malawi.” Studies in Family Planni@§(2): 105-115.

Kalichman, S. C., L. C. Simbayi, et al. (2006). "Associations of poverty, substaneadse,
HIV transmission risk behaviors in three South African communities.” Sociah&ei
& Medicine 62(7): 1641-1649.

Kalipeni, E., J. Oppong, et al. (2007). "HIV/AIDS, gender, agency and empowermest issue
in Africa."” Social Science & Medicin@4(5): 1015-1018.

Kandala, N. B., M. A. Magadi, et al. (2006). "An investigation of district spatialti@mgof
childhood diarrhoea and fever morbidity in Malawi.” Social Science & Medicine
62(5): 1138-1152.

164



Kathewera-Banda, M. G.-C., Flossie; Hendriks, Sarah; Kachika, Tinyat@eMiunzo;
White, Seodi (2005). "Sexual violence and women's vulnerability to HIV
transmission in Malawi: a rights issue." International Social Sciéoemal57(186):
649-660.

Kawachi, I. and L. Berkman (2000). "Social cohesion, social capital, and healtia! S
Epidemiology 174-190.

Kawachi, I. and L. F. Berkman (2003). Neighborhoods and He@kford University Press,
USA.

Kawachi, I. and B. P. Kennedy (1997). "Socioeconomic determinants of healthh biedlt
social cohesion: why care about income inequality?" British Medical Journal
314(7086): 1037.

Kawachi, I. and B. P. Kennedy (1999). "Income inequality and health: pathways and
mechanisms." Health Services Rese@4(l Pt 2): 215.

Kazembe, L. N., I. Kleinschmidt, et al. (2006). "Spatial analysis and mapping ofamakr
in Malawi using point-referenced prevalence of infection data." Intemetdournal
of Health Geographics(1): 41.

Kelly, R. J., R. H. Gray, et al. (2003). "Age differences in sexual partners and Hél{-af
infection in rural Uganda." Jaids-Journal of Acquired Immune Deficiency Symdrom
32(4): 446-451.

Kim, J. C. and C. H. Watts (2005). "Gaining a foothold: tackling poverty, gender inequality
and HIV in Africa." British Medical Journ&31: 0.

Kish, L. (1965). Survey Sampling. New York: J, Wiley & Sons.

Kleinschmidt, I., A. Pettifor, et al. (2007). "Geographic distribution of human
immunodeficiency virus in South Africa.” Am J Trop Med Hg§(6): 1163-9.

Kohler, H. P., J. R. Behrman, et al. (2007). "Social networks and HIV/AIDS risk
perceptions.” Demographi4(1): 1-33.

Kranzer, K., N. McGrath, et al. (2008). "Individual, household and community factors
associated with HIV test refusal in rural Malawi." Tropical Medid&nmternational
Health13(11): 1341.

Krieger, N. (1999). "Embodying Inequality: A Review of Concepts, Measundsyl@thods
for Studying Health Consequences of Discrimination." International Jouridadth
Services29(2): 295-352.

Krieger, N. (2001). "Theories for social epidemiology in the 21st centurycasoeial
perspective.”" International Journal of Epidemiol@§4): 668-677.

165



Krieger, N. (2003). "Monitoring socioeconomic inequalities in sexually tratemi
infections, tuberculosis, and violence: Geocoding and choice of area-based
socioeconomic measures - The public health disparities geocoding prdg@ct (U
Public Health Report$18(3): 240-260.

Krieger, N. (2005). "Embodiment: a conceptual glossary for epidemiologyistBMedical
Journal59(5): 350.

Kuate-Defo, B. (2004). "Young people’s relationships with sugar daddies and sugar
mummies: what do we know and what do we need to know?" Afr J Reprod Health
8(2): 13-37.

Kumar, C. S., S. D. Gupta, et al. (2002). Masculinity and violence against women in
marriage: an exploratory study in Rajasthan. Men, masculinity and domiedtince
in India: summary report of four studié&/ashington, D.C., International Center for
Research on Women.

Lachaud, J. P. (2007). "HIV prevalence and poverty in Africa: Micro-and macro-ectitome
evidences applied to Burkina Faso." Journal of Health Econd@6{&: 483-504.

Lagarde, E., M. Carael, et al. (2001). "Educational level is associated with condom use
within non-spousal partnerships in four cities of sub-Saharan Africa." 1Akl ):
1399-408.

Lamptey, P. R., J. L. Johnson, et al. (2006). "The global challenge of HIV and AIDS."
Population Bulletir61(1): 3-24.

Lindgren, T., S. H. Rankin, et al. (2005). "Malawi women and HIV: Socio-cultural factors
and barriers to prevention.” Women & Headth(1): 69-86.

Lindstrom, C. and M. Lindstrom (2006). ""Social capital,” GNP per capita, relaiboene,
and health: An ecological study of 23 countries.” International Journal of Health
Services36(4): 679-696.

Loewenson, R. (2007). "Exploring equity and inclusion in the responses to AIDS." Aids
Care-Psychological and Socio-Medical Aspects of Aids/A8ivS2-S11.

Longfield, K. (2004). "Rich fools, spare tyres and boyfriends: partner categetagsonship
dynamics and Ivorian women'’s risk for STIs and HIV." Culture, Healthe&u&lity
6(6): 483-500.

Lopman, B., J. Lewis, et al. (2007). "HIV incidence and poverty in Manicaland, Zimbabwe:
is HIV becoming a disease of the poor?"” AIRE S57-S66.

Luke, N. (2003). "Age and economic asymmetries in the sexual relationships otadbles
girls in sub-Saharan Africa.” Studies in Family PlanrB4¢): 67-86.

166



Luke, N. (2005). "Confronting the 'sugar daddy' stereotype: age and econommeisgs)
and risky sexual behavior in urban Kenya." Int Fam Plan Per3fpéct 6-14.

Luke, N. (2006). "Exchange and condom use in informal sexual relationships in urban
Kenya." Economic Development and Cultural Chabg€?): 319-348.

Luke, N. and K. M. Kurz (2002). Cross-generational and Transactional SexuabRelati
Sub-Saharan Africa: Prevalence of Behavior and Implications for N&ggtisafer
Sexual Practices. Washington, D.C., Population Services International.

Lurie, M. N. (2006). "The epidemiology of migration and HIV/AIDS in South Africa."
Journal of Ethnic and Migration Studig2(4): 649-666.

Lwanga, S. K. and S. Lemeshow (1991). "Sample size determination in health studies: a
practical manual.” Geneva

Macintyre, K., N. Rutenberg, et al. (2004). "Understanding perceptions of HIV rizkgam
adolescents in KwaZulu-Natal." Aids and Beha8@3): 237-250.

Macintyre, S. (1997). "What are spatial effects and how can we measure Exghoiting
national surveys and census data: The role of locality and spatial eff&cis:28.

Macintyre, S., A. Ellaway, et al. (2002). "Place effects on health: how caoweeptualise,
operationalise and measure them?" Social Science & Medibifig: 125-139.

Macintyre, S., S. Maciver, et al. (1993). "Area, class and health: should we be domusin
places or people.” Journal of Social Pol®3(2): 213-234.

Mackenbach, J. P. (2002). Income inequality and population health Evidence favouring a
negative correlation between income inequality and life expectancy has dre@pea
Br Med Assoc. 324: 1-2.

Macro, O. R. C. (2005). "HIV testing laboratory manual: Demographic andhHeaiteys."
Calverton MD: ORC Macro

Madise, N. Z., Eliya; Ciera, James (2007). "Is Poverty a Driver for Risky&@ Behaviour?
Evidence from National Surveys of Adolescents in four African Countriesi¢aikir
Journal of Reproductive Healfli (3): 83-98.

Maman, S., J. Campbell, et al. (2000). "The intersections of HIV and violence:aheefir
future research and interventions.” Soc Sci Me): 459-78.

Mane, P. and P. Aggleton (2001). "Gender and HIV/AIDS: what do men have to do with it?"
Current Sociology9(6): 23-37.

Manski, C. F. (2000). "Economic analysis of social interactions." Journal of Economic
Perspectived4(3): 115-136.

167



Manuel, S. (2005). "Obstacles to condom use among secondary school students in Maputo
city, Mozambique." Cult Health Sei3): 293-302.

Manzini, N. (2001). "Sexual initiation and childbearing among adolescent girls aZ ilw
Natal, South Africa.” Reproductive Health Matt&47): 44-52.

Masanjala, W. (2007). "The poverty-HIV/AIDS nexus in Africa: A livelihood apprdach.
Social Science & Mediciné4(5): 1032-1041.

Mashegoane, S., K. P. Moalusi, et al. (2004). "The prediction of condom use intention among
South African university students.” Psychol R#§2): 407-17.

Mather, D., C. Donovan, et al. (2005). "Using Empirical Information in the Era of HDSA
to Inform Mitigation and Rural Development Strategies: Selected Rdsuh
African Country Studies.” American Journal of Agricultural EconorBicb): 1289-
1297.

Mayer, S. E. (1989). "GROWING UP IN POOR NEIGHBORHOODS - HOW MUCH
DOES IT MATTER." Scienc@43(4897): 1441-1445.

McLeroy, K. R., D. Bibeau, et al. (1988). "An Ecological Perspective on Healthd®ion
Programs.” Health Education & Behavitds(4): 351.

MEASURE DHS. (2008). "Geographic Information Methodology -Collecting Geographi
Data" Retrieved February 12, 2009, 2009, from
http://www.measuredhs.com/topics/gis/methodology.cfm

MEASURE DHS. (2008). "HIV prevalence testing in population-based surveys.'ie\Rekr
May 23, 2008, fronittp://www.measuredhs.com/topics/hivprev/start.cfm

Meekers, D. and A. E. Calves (1997). "'Main' girlfriends, girlfriends, @gesiand money:
the social context of HIV risk behaviour in sub-Saharan Africa."” Health Triaesi7
Suppl: 361-75.

Minkler, M. (1999). "Personal Responsibility for Health? A Review of the Argusremd
the Evidence at Century's End." Health Education & Beh&@6¢t): 121.

Minkler, M. and T. R. Cole (1992). "The political and moral economy of aging: not such
strange bedfellows." Int J Health S&&(1): 113-24.

Minkler, M., S. P. Wallace, et al. (1994). "The political economy of health: alusef
theoretical tool for health education practice.” International QuaméBommunity
Health Educatior15(92): 111-125.

Mishra, V., S. R. V. Assche, et al. (2007). "HIV infection does not disproportionatety af
the poorer in sub-Saharan Africa.” Al23: S17-S28.

168



Mishra, V., B. Barrere, et al. (2008). "Evaluation of bias in HIV seroprevalehosaéss
from national household surveys." Sexually Transmitted Infecfmntiscoming.

Mnyika, K. S., K. I. Klepp, et al. (1997). "Determinants of high-risk sexual behaarir
condom use among adults in the Arusha region, Tanzania." International Journal of
Std & Aids 8(3): 176.

Montana, L. and J. Spencer (2004). Incorporating geographic information into measure
surveys: A field guide to gps data collection, MACRO International and iGarol
Population Center of the University of North Carolina- Chapel Hill.

Montgomery, M. R. and P. C. Hewett (2005). "Urban poverty and health in developing
countries: Household and neighborhood effects." Demogrép(8): 397-425.

Moore, D. A. and T. E. Carpenter (2002). "Spatial Analytical Methods and Geographic
Information Systems: Use in Health Research and Epidemiology." Epidejaiol
Reviews21(2): 143-161.

Morah, E. U. (2007). "Are people aware of their HIV-positive status responsibleviorgdr
the epidemic in sub-Saharan Africa? The case of Malawi." Developmeny Polic
Review25(2): 215-242.

Morris, M. and M. Kretzschmar (1997). "Concurrent partnerships and the spread of HIV.
Aids 11(5): 641-8.

Mosley, A. (2004). "Does HIV or poverty cause AIDS? Biomedical and epidemialogic
perspectives.” Theor Med Bioe®®(5-6): 399-421.

Msisha, W. M., S. H. Kapiga, et al. (2008). "Place matters: multilevel investigat HIV
distribution in Tanzania." AID22(6): 741.

Mtika, M. M. (2007). "Political economy, labor migration, and the AIDS epidemic al rur
Malawi." Social Science & Medicin@4(12): 2454-2463.

Munthali, A., E. M. Zulu, et al. (2006). "Adolescent Sexual and Reproductive Health in
Malawi: Results from the 2004 National Survey of Adolescents.” OccasionaltRepor

Muula, A. S. (2004). "Ethical and programmatic challenges in antiretroviral scading
Malawi: challenges in meeting the World Health Organization'satirrg 3 million
by 2005" initiative goals." Croat Med4b(4): 415-21.

National AIDS Council Malawi (2003). HIV/AIDS in Malawi: estimates of theyalence of
infection and the implications. Lilongwe, National AIDS Council Malawi.

National Economic Council Malawi (2000). Profile of poverty in Malawi, 1998: poverty
analysis of the Malawi integrated household survey 1997-98. Lilongwe, Malawi
National Economic Council.

169



National Statistical Office Malawi and ORC Macro (2005). Malawi Derapigic and Health
Survey 2004. Calverton, MD, NSO and ORC Macro.

Nnko, S., J. T. Boerma, et al. (2004). "Secretive females or swaggering males? An
assessment of the quality of sexual partnership reporting in rural TanZoGaSci
Med 59(2): 299-310.

Nour, N. M. (2006). "Health consequences of child marriage in Africa.”" Emerdg Digc
12(11): 1644-9.

Nuwaha, F., D. Kabatesi, et al. (2002). "Factors influencing acceptability witaoy
counselling and testing for HIV in Bushenyi district of Uganda." East Afd M
79(12): 626-32.

O'Campo, P. (2003). "Invited commentary: Advancing theory and methods for multilevel
models of residential neighborhoods and health.” American Journal of Epidemiology
157(1): 9-13.

Oakes, J. M. (2004). "The (mis) estimation of neighborhood effects: causal infeyeace
practicable social epidemiology." Social Science & Medi&8€10): 1929-1952.

ORC Macro (1996). Sampling Manual. DHS-III Basic Documentat@aiverton, Maryland.
No. 6.

ORC Macro (2005). "HIV testing laboratory manual: Demographic and Health Survey
Calverton MD: ORC Macro

Parikh, S. A. (2007). "The political economy of marriage and HIV: the ABC approach "saf
infidelity, and managing moral risk in Uganda.” Am J Public HE@m(v): 1198-208.

Parker, R. (2001). "Sexuality, Culture, and Power in HIV/AIDS Research." ARawé¢w
of Anthropology30(1): 163-179.

Parker, R. G., D. Easton, et al. (2000). "Structural barriers and facilitatof¥ iprélention:
a review of international research." AI0&(Suppl 1): S22-S32.

PEPFAR. (2007, Feb 11, 2008). "Country Profile: Malawi." from
http://www.pepfar.gov/pepfar/press/81881.htm

Pettifor, A. E., D. M. Measham, et al. (2004). "Sexual power and HIV risk, South Africa.”
Emerg Infect Disl0(11): 1996-2004.

Phelan, J. C., B. G. Link, et al. (2004). ""Fundamental causes" of social inequalities i
mortality: A test of the theory." Journal of Health and Social Beha&¢8): 265-
285.

Pickett, K. E. and M. Pearl (2001). "Multilevel analyses of neighbourhood socioeconomic
context and health outcomes: a critical review." British Medical Jo55(a)): 111.

170



Pilcher, C. D., M. A. Price, et al. (2004). "Frequent detection of acute primarynifstion
in men in Malawi." AIDS18(3): 517-524.

Piot, P., R. Greener, et al. (2007). "Squaring the Circle: AIDS, Poverty, and Human
Development.” PLoS Med(10): e314.

Porter, G. (2002). "Living in a Walking World: Rural Mobility and Social Equigués in
Sub-Saharan Africa." World Developme3ti(2): 285-300.

Porter, G. (2007). Transport,(im) mobility and spatial poverty traps: issuesdbmamen
and girl children in sub-Saharan Africa. Understanding and Addressin@lSpati
Poverty Traps: an International Worksh&tellenbosch, South Africa.

Posner, D. N. (2004). "The Political Salience of Cultural Difference: Why &sewd
Tumbukas Are Allies in Zambia and Adversaries in Malawi." American Paliti
Science Reviev®8(04): 529-545.

Poulin, M. (2007). "Sex, money, and premarital partnerships in southern Malawi." Soc Sci
Med.

Pranitha, M. and J. Cleland (2005). "Risk Perception and Condom Use Among Married Or
Cohabiting Couples in KwaZulu-Natal, South Africa.” International Famayiiing
Perspective81(1): 24-29.

Pronyk, P. M., T. Harpham, et al. (2008). "Can social capital be intentionally tpiera
randomized trial from rural South Africa.” Social Science & Medi@rglL0): 1559-
1570.

Pronyk, P. M., J. C. Kim, et al. (2008). "A combined microfinance and training intervention
can reduce HIV risk behaviour in young female participants.” AR 3): 1659-
1665.

Quinn, T. C. and J. Overbaugh (2005). "HIV/AIDS in women: an expanding epidemic."
Science308(5728): 1582-3.

Quinn, T. C., M. J. Wawer, et al. (2000). "Viral load and heterosexual transmission of human
immunodeficiency virus type 1. Rakai Project Study Group." N Engl J342¢13):
921-9.

Rankin, S. H., T. Lindgren, et al. (2005). "Donkey Work: Women, Religion, and HIV/AIDS
in Malawi." Health Care for Women Internatior2(1): 4-16.

Raphael, D. (2006). "Social determinants of health: Present status, unansweredgjuesti
and future directions.” International Journal of Health Sen86€4): 651-677.

Rhodes, T., M. Singer, et al. (2005). "The social structural production of HIV risk among
injecting drug users." Social Science & MedicB1H5): 1026-1044.

171



Richards, T. B., C. M. Croner, et al. (1999). "Geographic Information Systems and Public
Health: Mapping the Future.” Public Health Repdrig(4).

Robert, S. A. (1999). "Socioeconomic Position and Health: The Independent Contribution of
Community Socioeconomic Context.” Annual Review of Sociol@gfl): 489-516.

Rosenthal, D., S. Moore, et al. (1991). "Adolescent self-efficacy, self-estegsexual risk-
taking." Journal of Community and Applied Social Psycholb): 77-88.

Roux, A. V. D. (2001). "Investigating neighborhood and area effects on health.” American
Journal of Public HealtB1(11): 1783-1789.

Ruger, J. P. and H. J. Kim (2006). "Global health inequalities: an international canparis
Journal of Epidemiology and Community Heah®(11): 928-936.

Rutstein, S. (1999). "Wealth versus expenditure: Comparison between the DHS wealth inde
and household expenditures in four departments of Guatemala.” CalvertorarMaryl
USA: ORC Macro (Unpublished)

Rutstein, S. and G. Rojas. (2006). "Online guide to DHS Statistics." Retrieved May 18,
2008, fromhttp://www.measuredhs.com/help/Datasets/index.htm

Rutstein, S. O. and K. Johnson (2004). "The DHS Wealth Index.” DHS Comparative Reports
6.

Rytkonen, M. J. (2004). "Not all maps are equal: GIS and spatial analysis in epatgmiiol
Int J Circumpolar Healtb3(1): 9-24.

Sa, Z. and U. Larsen (2007). "Gender inequality increases women's risk affel¢tian in
Moshi, Tanzania " Journal of Biosocial Sciente1.

Sampson, R. J., J. D. Morenoff, et al. (2002). "Assessing "neighborhood effectal: Soc
processes and new directions in research.” Annual Review of SockBogy3-478.

Sayles, J. N., A. Pettifor, et al. (2006). "Factors associated with sef@fffor condom use
and sexual negotiation among South African youth." J Acquir Immune Defic Syndr
43(2): 226-33.

Schatz, E. (2005). "Take your mat and go'! Rural Malawian women's ssatedhe
HIV/AIDS era." Culture Health & Sexuality(5): 479-492.

Setel, P. (1994). "THE POLITICAL-ECONOMY OF HEALTH IN AFRICA - FALA,T,
ITYAVYAR,D." International Journal of African Historical Studi@3(2): 394-395.

Sheeran, P. and S. Taylor (1999). "Predicting intentions to use condoms: A meta-analysis
comparison of the theories of reasoned action and planned behavior." Journal of
Applied Social Psycholog#9(8): 1624-1675.

172



Shelton, J. D., M. M. Cassell, et al. (2005). "Is poverty or wealth at the root of HIh&"
Lancet366(9491): 1057-1058.

Shelton, J. D., D. T. Halperin, et al. (2004). "Partner reduction is crucial for balahBeE"
approach to HIV prevention."” Bn328(7444): 891-3.

Smith, D. J. (2007). "Modern marriage, men's extramarital sex, and H\hrsskutheastern
Nigeria." Am J Public HealtB7(6): 997-1005.

Smith, D. R., A. Gordon, et al. (2001). "Livelihood diversification in Uganda: Patterns and
determinants of change across two rural districts." Food P2hi(4): 421-435.

Smith, J., F. Nalagoda, et al. (1999). "Education attainment as a predictor of iiV nisal
Uganda: results from a population-based study." Int J STD AX%): 452-9.

Smith, K. P. and S. C. Watkins (2005). "Perceptions of risk and strategies for prevention:
responses to HIV/AIDS in rural Malawi." Social Science & Medi®0¢3): 649-660.

Sobel, M. E. (1982). Asymptotic intervals for indirect effects in structural equatiodsls.
Sociological methodologys. Leinhart. San Francisco, Jossey-Bass: 290-312.

Soobader, M. J. and F. B. LeClere (1999). "Aggregation and the measurement of income
inequality: effects on morbidity.” Social Science & Medic#846): 733-744.

STATA (2007). 9.2.

Stokols, D. (1992). "Establishing and maintaining healthy environments." America
Psychologis#7(1): 6-22.

Swidler, A. (2007). "Ties of dependence: AIDS and transactional sex in ruravMala
Studies in Family Planning8(3): 147-162.

Swidler, A. and S. C. Watkins (2007). "Ties of Dependence: AIDS and Transactional Sex in
Rural Malawi." Studies in Family Plannir8$(3): 147-162.

Tanser, F. (2001). "New approaches to spatially analyse primary he@lthseae patterns in
rural South Africa.” Tropical Medicine & International Heai{10): 826-838.

Tanser, F., B. Gijsbertsen, et al. (2006). "Modelling and understanding primétydera
accessibility and utilization in rural South Africa: An exploration using a
geographical information system." Social Science & Medi6B8): 691-705.

Tanser, F., D. Lesueur, et al. (2000). "HIV heterogeneity and proximity ofdteatkto
roads in rural South Africa: an exploration using a geographical informatiomsyste
Trop Med Int Healttb(1): 40-6.

Tawfik, L. (2007). "Sex in Geneva, sex in Lilongwe, and sex in Balaka." Socen&c&
Medicine64(5): 1090-1101.

173



Tawfik, L. and S. C. Watkins (2007). "Sex in Geneva, sex in Lilongwe, and sex in Balaka
Social Science & Mediciné4(5): 1090-1101.

UNAIDS. (2004). "Women, Girls and HIV/AIDS in Malawi." Retrieved April 15, 2008,
from http://womenandaids.unaids.org/documents/factsheetmalawi.pdf

UNAIDS (2005) "Malawi 2006 country progress report.” Volume, DOI:

UNAIDS. (2007). "Malawi 2008 country progress report."” from
http://www.unaids.org/en/KnowledgeCentre/HIVData/EpiUpdate/EpiUpdAeZBD
07/.

UNAIDS. (2008). "Rural HIV/AIDS." Retrieved April 23, 2008, from
http://data.unaids.org/Topics/Gender/ruralhivaids_en.pdf

UNAIDS/WHO (2007). 2007 AIDS epidemic update. Geneva, UNAIDS/WHO.

UNAIDS/WHO. (2008). "2008 AIDS epidemic update: Executive summary." from
http://data.unaids.org/pub/GlobalReport/2008/JC1511 GR08 ExecutiveSummary _en

-pdf.

UNAIDS/WHO. (2008, February 3, 2009). "2008 Report on the global AIDS epidemic."
from
http://www.unaids.org/en/KnowledgeCentre/HIVData/GlobalReport/2008/2008 Glob

al_report.asp

UNDP. (2007). "Human development report 2007/2008." from
http://hdrstats.undp.org/indicators/1.html

UNICEF (2002). Young People and HIV/AIDS: Opportunity in Crisis.

UNICEF. (2008). "Country Page: Malawi." Retrieved April 14, 2008, from
http://www.unicef.org/infobycountry/malawi_statistics.html

UNICEF. (2008). "Preventing mother-to-child transmission to fight HIV/AID®&alawi."
Retrieved April 15, 2008, from
http://www.unicef.org/infobycountry/malawi_43369.html

USAID. (2008, February 3, 2009). "Malawi HIV/AIDS Health Profile." from
http://www.usaid.gov/our work/global health/aids/Countries/africa/malawfile.p
df.

Van Rossem, R., D. Meekers, et al. (2001). "Consistent condom use with different types of
partners: evidence from two Nigerian surveys." AIDS Educ P8¢8): 252-67.

Villarreal, M. (2006). "HIV/AIDS: a threat to the viability of the socetiit attacks."
Kybernetes35(1-2): 195-208.

174



Volk, J. E. and C. Koopman (2001). "Factors associated with condom use in Kenya: a test of
the health belief model.” AIDS Educ Pr&8(6): 495-508.

Vyas, S. and L. Kumaranayake (2006). "Constructing socio-economic status:indive®s
use principal components analysis.” Health Policy and Plar2ii(@): 459.

Watkins, S. C. (2004). "Navigating the AIDS epidemic in rural Malawi.” Population and
Development Reviev80(4): 673-+.

Weir, S. S., C. Pailman, et al. (2003). "From people to places: focusing AIDS poaventi
efforts where it matters most.” Aidg(6): 895-903.

Wellings, K., M. Collumbien, et al. (2006). "Sexual behaviour in context: a global
perspective." Lance368(9548): 1706-28.

Wheeler, D. and M. Tiefelsdorf (2005). "Multicollinearity and correlation amoocal
regression coefficients in geographically weighted regression.falooir
Geographical Systen&?2): 161-187.

Whiteside, A. and A. De Waal (2004). "That's resources you see!": Political egogtbins
and the HIV/AIDS epidemic.” New Political Econori{4): 581-594.

Wilkinson, R. G. and K. E. Pickett (2006). "Income inequality and population health: A
review and explanation of the evidence."” Social Science & Medéd(ié): 1768-
1784.

Wilson, D., I. Dubley, et al. (1991). "Psychosocial predictors of reported HI\eptiere
behaviour change among adults in Bulawayo, Zimbabwe." Cent Afr BVIEY:
196-202.

Wingood, G. M. and R. J. DiClemente (2000). "Application of the Theory of Gender and
Power to Examine HIV-Related Exposures, Risk Factors, and Effectivednti®ons
for Women." Health Education & Behavidi (5): 539.

Woijcicki, J. M. (2005). "Socioeconomic status as a risk factor for HIV infectioromem in
East, Central and southern Africa: A systematic review." Journal of Bads®cience
37(2): 1-36.

World Bank. (2008). "Malawi Country Brief." Retrieved April 13, 2008, from
http://web.worldbank.org/WBSITE/EXTERNAL/COUNTRIES/AFRICAEXT/MA
AWIEXTN/0,,menuPK:355882~pagePK:141132~piPK:141107~theSitePK:355870,0
0.html

Zachariah, R., M. P. Spielmann, et al. (2003). "Motives, sexual behaviour, and risk factors
associated with HIV in individuals seeking voluntary counselling and testing in a
rural district of Malawi.” Tropical DoctoB3(2): 88-91.

175



Zierler, S. and N. Krieger (1997). "Reframing women's risk: Social Ingigsaand HIV
Infection.” Annual Review of Public Healt8(1): 401-436.

Zuma, K., E. Gouws, et al. (2003). "Risk factors for HIV infection among women in
Carletonville, South Africa: migration, clemography and sexually tratesni
diseases." International Journal of Std & AldK12): 814-817.

176



