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ABSTRACT
SEVAN MARK ABASHIAN: Measurement and Analysis of Extracellu@@ardiac Potentials
to Guide Radiofrequency Ablation Therapy for Fibrillation
(Under the direction of Stephen B. Knisley, Ph.D.)

Metrics for completeness of cardiac antiarrhythmic abldésions are needed to
guide ablation therapy. Extracellular bipolar cardiac potentiat® measured on either side
of the lesion in isolated rabbit hearts (N=25). Three analysiéte @ignals were examined as
possible metrics. Variances in dominant frequency of fibrillateoprdings decreased after
ablation by factors of 1.51 for the frequency-domain analysis using d&seFBurier
Transform; and 1.45 for the time-domain analysis using intervalgeba super-threshold
peaks. This suggests an increase in organization of fibrillation. Morpé®logthe signals
from different sides of the lesion examined with cross-cdroelandicated no consistent
change in morphology before vs. after ablation. Slow pacing to detertranslesion
stimulus-excitation delays (TED) showed that mean TED inetepsst-ablation, consistent
with increased conduction path length. During fibrillation, no consisterige in TED was

observed. Thus, certain metrics may be useful to distinguish lesion completeness.



ACKNOWLEDGEMENTS

| would like to graciously acknowledge the support, direction, anernpzdi of my
advisor, Dr. Stephen Knisley, who provided me with this research oppgrtgoided my
studies, and took a vested interest in my education. | would likertk tha members of my
thesis committee for their advice, time commitment, and expentighe field of signal
processing and cardiac fibrillation. | am also grateful forabksistance of Jared A. Sims,
John H. Dumas lll, and Herman D. Himel, 1V, who all lent mertbepertise and time in the
laboratory to make the experiments run smoothly. Finally, | wouldtéikbank my loving
mother and father for their unwavering support and for instillinglaevéor education in

their children.



LIST OF TABLES ... et e e e e e e e e e e e e e e e e e rrnn e e e vii
LIST OF FIGURES ...t e e e e e e e e e e Vil
LIST OF ABBREVIATIONS ... e e e e e e e n e eeenes IX
Chapter
l. INTRODUGCTION ...t e e e e e e e e e e e e e e aaeeeenes 1
[I.  EXPERIMENTAL METHODOLOGY .....coiiiiiiiiieeieie e 4
SUrgICal REMOVAL........uiiiiiii it e e e e e e e e eaeees 4
LY Y o] = 0] o F PP PP 5
S (o [T 1B =T oo o [ oV PSPPI 8
Visual Inspection and StaiNiNg ..........coovvvviiiiiiiiiiie e 11
[l COMPUTER ANALYSIS ... 13
Dominant FrequenCy ANAIYSIS..........uuuuiuiuiiiiiiiiee e eeeeeeeee et a e e e e e e e e eaaeeeens 13
Signal MOrpROoIOQY .....ccoii i 18
Translesion Stimulus Excitation Delay Pacing................euuiiiiiiiiiiiieee e, 24
IV. SUMMARY OF RESULTS ... 28
Dominant FrequenCy ANAIYSIS..........uuuuiuiiiiiiiieie e eeee e et eee e a e e e e e e e e e aeeeeees 28
Signal Morphology ANAIYSIS .......uueieiiiiiiiie e e e e e e e e e e e e e e aeeeeennnae 34
Translesion Stimulus Excitation Delay Pacing Analysis..........cccccvvvvvvvvviciinnnnennn. 43
V. DISCUSSION ... e e e e e e e e e e e e ennnnaas 51
Appendix A: Signal Conditioning Circuit Diagram ............cceuuuiiiiiiiiiiiieeeeeeeeeeeeeeeeeeenenns 59

TABLE OF CONTENTS

\'



Appendix B: MATLAB ANAlYSIS COUE.......uuuuuiiiiiiiie e eeeeeeeenaaaa 60
Appendix C: ANOVA StatistiCal ANAIYSIS.........uuuuiiiiiiie e eeeeeeees 77

R O BTN CES ... e e e e e e

Vi



Table 1.1
Table 4.1
Table 4.2
Table 4.3
Table 4.4
Table 4.5
Table 4.6
Table 4.7
Table 4.8
Table 4.9
Table 4.10
Table 4.11
Table 4.12
Table 4.13
Table 4.14
Table 4.15
Table 4.16

Table 4.17

LIST OF TABLES

Experiment Inclusion for Specific ANAlYSES.........cccovviviiiiiiiiiiiie e 3
DF analysis frequency-domain results, experiments 1-10............ccccceevvvvvvnnnns 31
DF analysis frequency-domain results, gap-lesion expesidieis ........... 32

DF analysis time-domain results, experiments 1-10.............covviiiiiiiiieeeeeenennn. 33
DF analysis time-domain results, gap-lesion experiments 11-15.................... 33
Sinus rhythm mean correlation Values...............ooevvviiiiiiiiiiiii e 36
Sinus rhythm mean correlation COmMpPAariSONS............uvuuviiiiiiiieee e eeeeeeeeiiiieens 37
Sinus rhythm mean delay Values.............ooooveviiiiiiiiiii e 37
Sinus rhythm mean delay COMPAriSONS.........ccoovuuiiiiiiiiiiiieee e 38
VF mean correlation ValUES .........ccccuuiiiiiiiiiiiiieiieeeeee e 40
VF mean correlation COMPArISONS .......coooeeiiiiiiiiiiiiiiiiiiiiaae e e e e e e eeeeeeeeeennaan 41
VF mean delay ValUES ........cccooo i 42
VF mean delay COMPariSONS .........oooiiiiiiiiiiiiiiiir e 42
Slow pacing TED FESUILS ........oiiiiiiiie e 44
Slow pacing grouped reSUILS ........ooiiiiiiiiiie e 45
VF TED results, pre-ablation ............ccccooiiiiiiii i 48
VF TED results, post-ablation ..o 49
VF mean TED COMPATISON ......uuuuuuuiiiiieieeeeeeeeeeeeeeeesaessinnssasseeaeeeaaaseeseesssssnnnnn 50

vii



LIST OF FIGURES

Figure 2.1 — Prototype 3 cm ablation Probe..........oouuiiiiiiiiiiee e 6
Figure 2.2 — Photographs of complete transmural |€Sion .............ooovvviiiiiiiiiiiiie e 6
Figure 2.3 — Photographs of gap [€SI0N .........uuiiiiiiii e 7
Figure 2.4 — Photographs of incomplete 1€SION. ...........ooovviiiiiiiiiiiieie e 8
Figure 3.1 — Example of raw VF data filtering StePS .......cooeoiiiiiiiiiiiiiiciier e 15

FIQUIE 3.2 — FFT @XAMPIE.. . e et et e et e ettt e e e e e e e e e e e e aaeeeeeeessnrnnnnns 16
Figure 3.3 — Time-domain peak SEleCHION.........coooi i s 18
Figure 3.4 — Drift removal by splined means subtraction...............ccccoevvviviiiiiiiciiiiie e, 20

Figure 3.5 — Cross-correlation @Xample.............uuuuueiiiii e 22
Figure 3.6 — Correlation of shifted SIgNalS........ccccoveiiiiiiiiii e 24
Figure 3.7 — Stimulus excitation response shows a consistent TED..............vvieiiiiiiniinenennnn. 26
Figure 4.1 — Pre-ablation dominant frequency analysSiS............c.uuuuuuiiiiiiiiiiiieeeeeeeeee e 29
Figure 4.2 — Post-ablation dominant frequency analysSiS ...........ccooviriiiiiiiiiiiiiiiii e 30
Figure 4.3 — Morphology comparison example for sinus rhythm recording .................cc........ 35

Figure 4.4 — Morphology comparison example for VF recording...........ccoooovviiiiiiiiiiiiininnnnn. 39

Figure 4.5 — TED in Slow pacing @XampPle ..........uuuuiiiiiiiiieee e e e e e e e e e e e eeeeeeaeeannnes 43
Figure 4.6 — Stimulus excitation reSPoONSE IN VF .........uuiiii e 46
Figure 4.7 — TED in VF pacing €XampPle .......ccooiiiiiiiieiiiis e e e e e e e e a7

viii



LIST OF ABBREVIATIONS
AF — atrial fibrillation
DC — direct current
DF — dominant frequency
FFT — fast Fourier transform
RF — radiofrequency
TED - translesion stimulus excitation delay
TTC - 2,3,5-Triphenyltetrazolium chloride

VF — ventricular fibrillation



CHAPTER 1
INTRODUCTION

Fibrillation of the heart is a common and serious disorder ingallggoups that can
lead to stroke and other cardiopulmonary blockages|[1]. Fibrillaticareavhen the heart
cannot correctly propagate electric signals through cardiaget instead, the tissue beats
ineffectively or “quivers” as the cardiac muscle contraatatieally. Fibrillation of the atria
(Atrial Fibrillation, or AF) affects roughly 2.2 million Ameans, and can appear at any age,
although it develops more commonly with age. AF is known to be a fiactbe formation
of clotted blood that can produce strokes. Ventricular fibrillation) (Ye fibrillation of the
ventricles, is more serious and often fatal. Without immediatgrent, persons experience
VF will likely die in a matter of minutes due to the lack of bldlmiv caused by fibrillation
in these larger chambers of the heart[2].

Individuals with the predisposition to develop VF can be treated with the implantation
of portable defibrillators, which provide a large pulse of eledtdoaent to the heart when
fibrillation is detected. Depending on the severity of AF, itmest often treated
pharmaceutically. With more severe cases of AF, surgicabraptire considered. While
pacemakers will treat many kinds of arrhythmia including loseverity AF, the use of
radiofrequency (RF) ablation is becoming more common in disrugtieg fibrillation
pathways. RF ablation involves either surgical operation or catimgetion to deliver a
high current to the surface of the heart with the hopes of cgeatpoint or linear transmural

lesion that will disrupt the fibrillatory circuits. Cathetdaiaion is much less invasive, and



new innovation has made the placement and efficiency of sucheratigeeater than ever.
While the open-heart surgery allows the physician to confirm taétgwf lesions, catheter
ablation has proven more difficult to analyze for quality. If go@lity of these lesions can
be determined by analyzing epicardial signals near the @blbayi using electrodes on the
catheter, then physicians will have a powerful tool to ensureatbamplete lesion has been
created. The goal of this project was to explore signatgsing methods to assess the
guality of a lesion while measuring cardiac signals duribgliaition. Previous studies have
shown that physiological changes in heart tissue can be meadsyranalyzing cardiac
signals in normal sinus rhythm taken before and after abl&iipfi, but frequently patients
are still experiencing fibrillation when catheter ablatiomesng performed. We hoped to
determine a metric of completeness by comparing fibrillatognads before and after
ablation.

Because of its electrophysiological similarity to the humaarth@ rabbit heart was
used as a model as in other studies performed by members @Ehbratory. From January
to May 2007, 15 rabbit hearts were used in a study of dominant frequeW&ysijnals as a
metric for completeness of lesion. MATLAB mathematicakwafe was used to find the
dominant frequency of segments of epicardial signals on either side of &reanlesion on
the left ventricle before and after ablation. We hypothesized ahat the lesion, the
dominant frequency of the signal would be less varied due to theptiesr of re-entrant
circuits.

From January to May 2008, 10 additional rabbit hearts were used totlséuggicing
of the heart during fibrillation. As shown by Himel et al.[3hvé paced stimulation of the

heart could be used to determine completeness of lesion by exgrtrizmslesion stimulus



excitation delay (TED). This was performed while the heas$ wtable in sinus rhythm.
This study aimed to build upon those findings by examining TED durimgjletory
episodes. Based on findings of prior studies, we hypothesized théberef a complete
lesion would significantly increase the TED due to an increased conductiorpgtth. |

In addition to studying TEDs during VF, the same hearts weesl to study the
morphology of translesion signals. Using the correlation of sigaalsa metric, we
hypothesized that by disrupting re-entrant circuits around the les@mmslesion signal
correlation would decrease, and variability of correlation values woatdase as a result of
ablation.

In all, 25 rabbit hearts were used in the studies, over the courseoofetars of
experiments. In one experiment (5/13/2008), the RF Generator matheattand no lesion
was created. The data from that experiment was not included in anyesnalyse following

table shows the inclusion of sets of hearts in specific analyses.

Jan.-May 2007 Jan.-May 2008
15 Hearts, 9 Hearts,
Analysis 10 kHz, 10 sec 5 & 10 kHz, 10 & 60 sec
Dominant Frequency 10 Hearts, Complete
5 Hearts, Gap &
Complete
TED
Slow Pacing 4 Hearts, Complete
VF Pacing 4 Hearts, Complete
Morphology Comparison
Sinus Rhythm 9 Hearts, Incomplete &
Complete
VF 8 Hearts, Incomplete &
Complete

Table 1.1 - Experiment Inclusion for Specific Asaly



CHAPTER 2
EXPERIMENTAL METHODOLOGY
Over the course of two years, hearts from 25 New ZealandeWabbits were
isolated in accordance with the Institutional Animal Care and Gsmmittee of the

University of North Carolina at Chapel Hill.

Surgical Removal

Animal subjects were sheltered at an animal care fa@litthe UNC-CH campus
until time of use. While retrieving the rabbit from the anifiaaility, the mass of the rabbit
was determined. Rabbits were euthanized via Euthasol (sodium pentdpanigction,
with the dosage dependent upon the mass of the rabbit (120 mg/kg)Euihesol was
mixed with Heparin to thin the blood and speed the flow of the BathdJpon confirmation
of death by pinching the toe, confirming that all reaction tm s been eliminated, the
heart was removed by cutting through ribs from the xiphoid procegsrailly up toward the
shoulders. Underneath the ribs, the connective tissue around the heeut aagay until the
heart was visible, at which time the vessels to and from thé \Wweee cut away. The heart
was removed and excess blood was washed away using Tyrodeisns@i29 mM NacCl,
5.4 mM KCI,1.8 mM CacCl2, 1.1 mM MgCI2, 26 mM NaHCO3, 1 mM Na2HPO4, 11 mM
dextrose and 0.pM bovine serum albumin) baths.

The heart was attached using suture thread to tie the aboteailLangendorff-

perfusion system that provided heated (37° C) oxygenated (95%% CQ) Tyrode’s



solution, a physiological solution prepared before the surgeryrtocked the chemical and
physiological properties of blood. By perfusing this solution through the heargrmaining
blood cleared away and was discarded. In most cases, the balitegin to beat again on
its own. However, some hearts were manually pumped to induce bedtisigg this
solution, the hearts could be maintained outside the body for an adeongate perform the

experiment.

RF Ablation

RF Ablation is frequently used as a treatment for fibrillatian disrupt the
propagation of re-entrant fibrillatory circuits. In conjunction with rpieceutical therapies,
ablation can treat many cases of atrial and ventricularl&tioh. Ablation may be used to
either target the source of fibrillatory trigger, or interrupt the rotary cteraf fibrillation.

Ablation in this experiment was performed with a prototype ddwick by nContact
Surgical, Inc. (Morrisville, NC) that contacted the epicardiatface by using suction
provided by a vacuum pump. The lesion was created using a coifgt l&f metal pressed
against the surface, through which a prescribed current wsseg@adepending upon the
desired depth and continuity of the lesion. nContact provided the labovatbrgn RF
generator that regulated the power (15-40W) and time (30-35 seadritig) burning of the
lesion, while monitoring the resistance across the heart. The cdetrme automatically
adjusted the power if the resistance fluctuated from normal szaluéor one round of
experiments, the ablation coil length was two centimetertie later round, the coil length

was 3 centimeters. These lengths were chosen by representatives of nGuantact



Ablation Coil

Electrodes

Figure 2.1 —Prototype 3 cm ablation probe. Two sets of bipelactrodes protrude from the cen
of the ablation coil, trimmed for optimal cont with epicardial surface.

The power and burn time were adjusted for the lengs a longer coil need:
more time and power to achieve similar physiologatzaracteristics of the lesion. Wh
using a 2 cm probe, the lesion was found to beimoots ind complete when &ating for 30
seconds at 20 WWith the larger 3 cm probe, the best resultseweund by increasing tf

power to 40 W, and ablating for 30 secon

Figure 2.2 -Photographs of complete transmural on. After TTC staining, confirmation thablated tissue extends t
entire depth of the ventricular wall. Lesion Dirsems 31 mm Length, 7 mm Width, 5 mm D



nContact also provided the lab with gapped probes, which had a small gfiec
silicone rubber molded over the center of the coil. This producedoa egh a small gap,

to simulate an incomplete lesion.

Figure 2.3 — Photographs of gap lesion. Silicoeéagvered 5mm of the ablation coil at the cenfahe probe,
causing a gap in the otherwise transmural lesion.

In addition, several experiments provided incomplete lesions due to inaglequat
ablation power or time. Figure 2.4 below shows a non-transmural lesawnthee mitral
valve caused by too little ablation power. In one heart, the subjabie May 13, 2008
experiment, the RF generator failed to provide adequate power @bldtgon coil, and no
lesion was formed. The data from that experiment was discasdedauld not compare any

post-ablation state to the control recordings.



Figure 2.4 — Photographs of incomplete lesion. {ddequate ablation time led to non-transmural lesio

The probe was placed vertically on the left ventricle, between the left ratewed and
the apex of the heart. Being the thickest section of the rabibiacaissue, with an average
depth of 5.0 mm, it would give the most accurate model for the neealslaiing human

tissue.

Signal Recording
General Methods

The probes provided by nContact Inc. had two sets of bipolar electoysesn each
side of the ablation coil. In the first round of experiments, perfdriméhe spring of 2007,
the two electrodes on either side were oriented perpendicular &xithef the ablation coil.
However, in the second round of experiments, performed in 2008, the elscivede
parallel to that axis. These orientations were determined by nContagt dagineers. Both
orientations allowed us to take recordings on either side of tlmmle3he electrodes were
not part of the vacuum system that held the ablation coil to thacsuof the heart, but were
oriented so that they would remain in contact with the surfatngsas the probe was being

held onto the heart by vacuum.



From the electrodes, the signals were conditioned through an operanopidier
circuit, designed with a gain of 100x, and based around an isolationfiampiodel
AD210AN (See Appendix A — Signal Conditioning Circuit Diagram). Tésulting signal
was digitized by a National Instruments DAQPad-6070E data atguoidoard, and
recorded using a custom-built LabVIEW program. Data was storedhe laboratory
computer until the conclusion of the experiment, at which time thewdegdransferred to an
office computer for analysis.

In order to determine the effect of the ablation on the epicasdiabls, data was
collected before and after ablation. After allowing the heasdtabilize in sinus rhythm,
several data segments were collected.

After collecting sinus rhythm and pacing data, the heartimtasced into ventricular
fibrillation. The ability to induce fibrillation varied from rabbto rabbit. Only VF
recordings that showed a Type Il level of complexity werained for analysis[5]. Any

recording that was suspect of being Type | or Il VF, or tachycardia, searded.

Dominant Frequency Recordings

Recordings taken during the 2007 round of experiments were used inallgsis of
Dominant Frequency. In each heart, multiple VF recordings were takemdfore and after
ablation. 10-second recordings of VF signals were taken with a scan i&t&ldz. In some
cases, recordings were taken during the same fibrillation episddle in many others,
fibrillation would be re-induced to take additional recordings. niduce fibrillation, hearts
were paced with a gradually increasing frequency. A sé&pgracing electrode was put in

contact with the heart. The heart was paced starting withiadpefr 500 ms, which was



decreased over 5 minutes to less than 100 ms. The induction of fdwiN@buld occur as

the frequency increased. Before collecting data, the pacing stimulus waelchdeed.

Signal Morphology Recordings

In the 2008 round of experiments, 60-second recordings were taken duringfoth V
and sinus rhythm to assess the degree of signal morphology betbedtar ablation at a
scan rate of 5 kHz. After taking several sinus rhythm recgsditne heart would be induced
into fibrillation. In some rabbits, fibrillation could be induced by touching the leftriceldr
surface with a 9V battery. The short burst of current wouldyér a fibrillation episode. A
pacing regimen used when collecting data was used agonieltiuce fibrillation, when the
battery method was unsuccessful. While pacing on one set of ghlarbelectrodes at
increasing frequency, the heart could be induced into fibrillatiomce@he heart was able to
sustain a fibrillatory episode without pacing, the electrodes wakllitched to collect data

again.

TED Pacing Recordings

Recordings during pacing were collected in the 2008 round of expgsam&o pace,
one set of electrodes was attached to a stimulator, whoseaateontrolled by a function
generator with a user-determined frequency. Epicardial saatal was collected from the
opposite set of electrodes, as well as the square wave whichdstmveémes when pacing
occurred. These 60-second recordings were taken with a scaof ratkHz. For slow
pacing not in VF, the pacing frequency was set to 3.333 Hz. Fraensehiof data, it was

thought that the Stimulus-Excitation delay could be determined.

10



The study of pacing during fibrillation began during the 2008 rouncpdrenents.

Early in the experiments, the procedure for pacing was not wetledefand consequently
the amount of data collected varied between experiments. InJaheary 25, 2008
experiment, the heart was paced at 9.5, 10, and 10.5 Hz while in WM& was thought to be
centered on a dominant frequency of 10 Hz. In the next experimeaf30/08, the VF
signals were analyzed first, using an oscilloscope, to fiddnainant frequency. The hearts
were then paced at 95, 100, and 105 percents of that frequency. Because of the vagant natur
of VF, this method proved to be inconsistent. For the next experimer2/11/08, VF
pacing data was taken at one hertz increments from 6 to 12 kg, \&lth a pacing sweep
from 7 to 13 Hz. This sweep method was available on the functionageneand allowed
for the 7 to 13 Hz sweep over 60 seconds. In an effort to examine whattieg pulses
were being captured by ventricular tissue, high-frequency gaeas also performed, at 20,
30 and 40 Hz. This procedure was repeated after ablation kasIwehe final experiment
that included a pacing procedure, pacing was performed both beforeemalgdtion at 0.5
increments from 7.5 to 10.5 Hz, as well as a sweep over one miootefto 12 Hz. The
sweeping method was performed in an attempt to gain manyediff@acing frequency

responses in a short amount of time.

Visual Inspection and Staining

Upon the completion of data collection, the heart was removed fromettfigsion
system and stained for physical inspection of the lesion.nifgawas performed using a
0.94 mM concentration of 2,3,5-Triphenyltetrazolium chloride (TTChrime solution. The
heart was attached to a saline bag in which the TTC solution hacadlded. The solution

was drawn through the heart by gravity. TTC stains livauésdark red, while not staining

11



any dead or ablated tissue. After staining the heart with appaitedy 150mL of TTC
solution, the heart was removed and dissected to examine the congdetéribe lesion.
Digital photographs were taken along with the visual inspection tibyvédre desired
transmural depth and/or continuity of the lesion. The lesion wasectisks along its long

axis, and the depth was measured. Figures 2.2-4 show the post-experiment staised he

12



CHAPTER 3

COMPUTER ANALYSIS

Dominant Frequency Analysis
Background

The use of frequency analysis has become common in the studyiltdtion. Due
to the complex nature of the atrial fibrillation signal, using fesguy analysis on a segment
of data is often quicker and easier to perform than examining theataan complexes
individually and the variations therein[6]. For the purposes of thisriexeet, frequency
spectra from opposite sides of the lesion were compared in anpattendetermine the
completeness. The dominant frequency (DF), defined for this experasehe frequency of
the highest peak or power, was examined in and compared betweangmast-ablation in
order to determine a statistical change caused by the congdstef the lesion. By
examining prior research into using frequency analysis, we incltidedproper signal
processing to highlight the dominant frequency. A summary ofatiadysis was published
in Computers in Cardiologyvol. 34, pg. 781-783, titled “Effect of Ablation on Local

Activation Intervals and Dominant Frequencies of Fibrillation.”[7]

Algorithm
The fifteen rabbit hearts from the 2007 group of experiments thersubject of this
analysis. Candidate recordings that showed user-verifiedlldfiion episodes were

combined into one folder, and labeled according to control (pre-ablatign)egi@n, and



complete lesion. Data files were opened and formatted using amregiden by John H.
Dumas Il and Herman Himel, as the files were saved in bifoanyat. The user selected a
range of files to analyze, in most cases the entire sedrdfot or post-ablation files. For
each file, each channel recording was split into two secayiesds, as that time produced
multiple DF values over the course of the data file. Additionally, felt that with the
constantly changing nature of fibrillation excitation patternsygua small segment would let

us find a more exact dominant frequency at each segment.

Filtering the Recordings

Prior to Fast Fourier Transform (FFT) analysis, the data mwasthrough a filter
based on Ng et al, which was shown to emphasize the dominant fregueoaydiac
recordings[8]. This “Ng-filter” consisted of &®rder Butterworth band-pass filter from 40-
250 Hz, followed by rectification, followed by & ®rder Butterworth low-pass filter with a
cutoff frequency of 20 Hz. Both filters were “zero-phase’efst to negate any phase

alterations caused by the filters. This is shown in the figure below:
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10" A) Original Data

a 1 2 3 4 5 5] 7 g o 10

2 T T T T T T T T T
PN FERPRRTENTSS IR FISSRETITTRN S R
_2 | | 1 | | | | | |
o 1 2 3 4 5 & 7 8 9 10
10" ) Rectification
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% *||:|'4 D) Lowpass Filter 20 Hz

Figure 3.1 — Example of raw VF data filtering ste@¥) Original Data with only offset subtracted. 8ignal after bandpass
filter from 40-250 Hz. C) Resulting signal aftectification. D) Lowpass filtered signal, cutoféfuency 20Hz.

Fast Fourier Transform

Each two-second segment was multiplied by a Hann window to redgeeedfects.
The two filtered signals were then transformed using ther&tis Fast Fourier Transform
(FFT). To get the power spectrum, the resulting array waspiiedt by conjugate and
divided by the length of the array. The phase of the FFT sigaal found using the
unwrap(angle()) functions. The complex FFT signal was now sepamto phase and
power, or magnitude, signals.
The frequencies from DC to 1 Hz were removed from the frequegrmyer
spectra, and phase spectra data arrays. The DF in each pogtea ggwannel 1 and 2) was
found by searching the array for the point with the highest magnitlile peak heights of

each power spectrum at each of the DFs were stored and cdmgmneell as the phase of
15



each FFT at each dominant frequency. The difference in DF wwesdsas well as the
difference in phase at each of the DF. A custom subprogramreat®d to reduce phase
values to a range of [-pi, pi]. This process was repeateeaitt segment of each data file,
building a cumulative array of phases and dominant frequencies, wltinthe differences

thereof.

= &) Channel 1 - Filtered Data
2 .
0 1 b—-r’*““ﬂ-\ M.ﬂd
0 0.2 : : 1.8 2
w10 ]| Channel 2- F|Itered Data
2 T T T T T T T T T
i W\AMMJU\—/L/\_V\,—‘ |
|:| 1 1 1

o 02 04 0B 08 1 1.2 1.4 16 1.8 2
T C) Channel 1 - Power Spectrum

2 4 ] a 10 12 14 16 13 20
w1 D) Channel 2 - Power Spectrum

1 T T T T T T T T T

D.E- v\/\/\ |
Dd—\_l L L | — T -

2 4 B g 10 12 14 16 15 20

Figure 3.2 — FFT example. A) and B) Filtered dafith Hann Window applied. C) and D) Correspondigr
limited to range 1-20Hz. FFT Maxima can be seen.@tand 8.2 Hz, respectively.

Time Domain Analysis

The time interval between sampling points was calculated forsdéinee Ng-
filtered data of the cardiac recordings, with added drift remmvaedmove any low frequency
drift and move the baseline to zero. Thresholds, located at one-qofattee maximum

voltage of each of the channels, were calculated. This thresholdlecsded upon by
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examining various recordings to determine whether the desired pestes included.
Thresholds of 0.75*max, 0.50*max, and 0.375*max were investigated as wepoilis
above the threshold were found. This preliminary array would be usawtthé specific
peaks to be used in this analysis. The array contained all inofigesints above their
channel’s threshold. For a specific peak, there might be many poirttee array that
represent that peak, especially for a large peak above the thredit@dnumber of these
points, or the time interval corresponding to the number of points, waiseetfto as peak
width. Also, in many recordings, bit fluctuations would lead to faklsaks with very small
peak widths. The first processing step to the array cregtédebthreshold was to remove
any peak with a width less than 1 ms. For each channel, the istbataleen consecutive
peaks were found, as well as the center index of those intervakkibyg the average of the

two peak indices.
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Figure 3.3 — Time-domain peak selection. Peakstified by crossing threshold of one quarter of thaximum magnitude
and finding local maxima. Height of the green $imedicates maximum peak height for respective iwhlan

These interval centers were used in matching beats betweamethaFor each center
in channel 1, the closest center in channel 2 was calculated. fldrerdie, in time and
radians, is calculated between the two matched centersarRadere calculated by dividing
the time difference by the average of the two intervalsnanltiplied by Z. The difference
in frequency was found by taking the difference of the inverséiseafwo intervals. These

differences in frequency and phase are compiled for each set of data run.

Signal Morphology
Background
Signal wave-morphology of fibrillatory signals is a relativahstudied branch of AF

research. While wave-morphology has been used as a metribefoclassification of
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complexity of AP, its use as a metric for quality of lesion is unique to thislyst In
recording high-complexity VF epicardial signals, we hoped nid that wave propagation
across the sets of electrodes would lead to similar morpholagjgadls delayed by the
conduction velocity.

Correlation, the comparison of signal morphologies, is common in Jigoedkssing
comparison. Cross-correlation is the process of time-shifting ignalsacross another at
discrete points. The sum of the products the magnitudes of alignints @i each shift
forms the cross-correlation. Using this process, we examineddthays in signals and their

corresponding correlations.

Algorithm

Morphology analysis was performed on non-paced sinus and VF recordiingsler
to more accurately compare the morphology of the two signalssitnecessary to perform
filtering and other signal processing. In some recordingsaksidrad slowly drifted from a
zero-voltage baseline, either positive or negative. This added DC component weawutteske
correlation result, so a drift removal algorithm was developédr each channel, left and
right, five points were selected at 10, 30, 50, 70, and 90% of the eaggthl We felt as
though this small number of points would be able to remove low-fregudnft while not
distorting the morphology of the signal. At each of these centetspahe mean of data
points 5% of total length to either side of the center pointfauasd. This mean gave us an
estimation of the offset at each point.

After finding the five means and their locations along the signaldéta was used
to form a splined curve, using tphehip (Piecewise Cubic Hermite Interpolating Polynomial)

function of MATLAB. This polynomial splined curve was created tareste the drift over
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the entire signal, and was created to have the same number pbosaas the signal itself.
This splined curve was subtracted from the original signalngedhy offset to zero. To be
sure any constant offset did not remain; the mean of the ressiljjngl was subtracted from

the signal as well. This process was repeated for the other channel.

w1077 Channel 1 -Unfiltered, 5 Points with Means, Splined Curnve
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Figure 3.4 — Drift removal by splined means sultiac Segments of data (in this case 12-seconcheets) are averaged
together. Resulting means are polynomial splimggther and subtracted away.

Additionally, in many recordings, there was a high-frequencH# noise
component present, possibly due to electrical interference in thetatyrTo remove this,
the data was passed through'aodder Butterworth low-pass filter with cutoff frequency of
50 Hz. This removed the vast majority of noise, as well agteit jhat was an artifact from
the data acquisition board. To negate any offset effect cayshisHiltering, the means of

the signals were once again subtracted away from the signals.
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Users selected a time interval to compare the two channdls.ddta was split into
segments with the user-selected lengths. For sinus rhythmdireg®y segment length of one
second was used, as this normally included one activation. Foeddfdings, segment
length was reduced to 0.2 s. This length would limit the amount afliahg compared,
while still allowing for a reasonable delay due to conduction velocity.

Segments from one channel were compared to simultaneous sefomntise other
channel. To find the offset in which the two segments had the bestation, or signal
morphology, the cross correlation was performed. The inner haleofesulting cross
correlation, whose length was twice that of the segment, weslat@d, and the absolute
maximum of that window was found. For sinus rhythm, this window wedaced to the
inner one quarter of the cross correlation array. To validasewimdow, 15 seconds of
recordings of a rabbit heart were divided into 1-second segméntss-correlations of the
recordings of left and right sides were produced usingxtteer function with ‘coeff’
normalization. The objective was to find the shift that gave thedoeelation. This shift
may correspond to the conduction time across the lesion. Howewavamted to avoid the
shift for non-related beats on the left and right. Thereforémited the range for delays to
a fraction of the interbeat interval. We made the interbeat interval +/- 0.5, 0.333, 0.25, 0.2, or
0.125 the length of the interval. A sensitivity analysis was peddrfor these search
intervals. The delays were within 8 to 9 ms within all casBHsis indicates that the delay
was not sensitive to the choice of window. Thus we chose the window of 0.375-0.625, which
corresponds to a maximum delay of +/- 250 ms. An advantage of thatigahat does not
allow for different sinus beats to be correlated, based on the interbeatlimesinas rhythm

observed.
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This maximum value correlated to the delay thatviglec the maximum cros
correlation, and was converted to seconds anddstoFeégure3.5 shows an example of ti
crosseorrelation result. The delay calculated from ample is 0.146 seconds, use(

calaulate a correlation coefficienr) of -0.6928 (absolute value stored).
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Figure 3.5 — Crossarrelation example. Two segments of data shownahaeith resulting cro-correlation array.
Search window for absolute maximum is bolded, aligolute maximum found -0.6142,
which corresponds to a positive shift.

Because the algorithm behind txcorr function was unknown, it was determin
that thexcorr function would be used to find the delay with thghlest correlation valtr.
Using this delay, the functions were of from each other, and the correlation taken u
the corr2 fuetion. This function founcr of the shifted signals, allowing us to m

accurately judge the similarity of morphology oettwo signls. The absolute value «

22



was taken, as it was decided that two signals with higégative correlation (approaching
= -1) would have very similar morphology, only one signal would have been flipped in sign.

In order to properly align the signals, the signals were-gadaed to adjust the
length. To do this, the sign of the delay was determined. |8#t&s/ was positive, meaning
that the channel 2 signal was delayed after channel 1, then an ageropninber of zeros
was added to the beginning of the channel 2 signal arraynurber of zeros was found by
taking the length of the delay (in seconds) multiplied by the sat@n The same number of
zeros was also added to the end of the channel 1 signal. By dainthéhiwo arrays would
have the same length, which was a requirement to use any of AR&AB correlation
functions.

There are several issues with this method. By zero-paddirsidie® of these signals,
we are introducing extra time segments to the two signaflsile the means of both signals
have been offset to zero, the addition of the extra zerosendytd a lower correlation value
as those zeros are being compared to part of the signal on the other channel.

It was determined, after visual inspection of various data segntentisincate the
signals where they did not align instead of zero-padding. riBycating, these extraneous
segments are removed from the sides of the two signals, leavingamples, equal in
length, that correspond to the maximum cross-correlation value aadul In cross-
correlation, the portions of samples that do not overlap are multipliedrb to not add into
the sum correlation value, so this truncation correlation methodsagges¢ with the cross-
correlation algorithm. Figure 3.6 shows an example of zero-paddihdrancating the VF
signals after alignment, and lists correlation coefficierts the appropriate alignment

methods.
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Figure 3.6 —Correlation of shifted signals. Channel 1 showowabchannel 2. Top Left: Original Data Alignment, -
0.105. Top Right: Original Data with Delay ShiBottom Left: Delay Aligned Signals after Trunoatir = 0.788. Botton
Right: Delay AligneSignals with Zero-Padding, r = 0.609.

Translesion Stimulus Excitation Delay Pacing
Background

Based on previous research from H. Himel .[3], a pacing €gimen was institute
during VF to study the change in peak delay assatiaith a complete lesion. While raf
pacing has been studias a trigger for fibrillatio[9], the use of pacing during AF or VF
relatively unknown. It was decided to study the o$transision stimulu-excitation delay
during fibrillation as a metric for the lesion coleigness. As described in the Methodol

section, pacing was accomplished by stimulatingsspne set of electrodes, on the left
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of the lesion, and recording the translesion response. Pacing wastgelfin both sinus

rhythm and fibrillation episodes.

Algorithm

From the pacing data recordings, the trigger signal wastesbkand the stimulus
times were found by taking the signal's derivative. Aftachetrigger, a sample from the
opposite channel was taken from 30 ms past the trigger point to 2one thee next trigger.
All samples were averaged together to attain a baselinehérrentire recording. The
omission of points close to the trigger was done to remove amgdiate spikes caused by
the trigger. This baseline was subtracted away from the sgngble in order to accurately
calculate the peak delay.

For each trigger event, a sample of the other channel wasftaker30 ms past the
trigger pulse, until 2 ms before the following trigger pulse. Hmgth of this sample was
dependent upon the pacing frequency, thus a constant sample lengibtwaed. After the
baseline calculated previously was subtracted away from thmplesathe signal was
decimated by a factor of 5. The differential, an approximatiothefderivative, of this
decimated signal was taken, and the maximum and minimum valuedouwead within this
differential. This value was the time at which the sidgraal the greatest positive or negative
change over a short time, our estimate of the stimulus respoRggire 3.7 shows an

example of responses found in slow pacing during sinus rhythm.
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Figure 3.7 — Stimulus excitation response showsrsistent TED. Time of stimulation shown abové ¢aat.
In green, square wave upstroke shows time of siitoul pulse.

Its delay and sign of the signal at which the upstroke occurred neeoeded. In
order to study the similarity of stimulus responses, the cdoeléetween the sample and
the next sample, and the correlation between the sample and-2heséimple was taken,

which may give a greater value in cases with alternans.

Analysis Discontinuation

It was decided that the investigation into pacing during fibrillati@ulal be halted
because capture did not occur frequently, so identifying the respeaks was not accurate.
Because of the complex nature of VF, there was not a consisspoinse to the stimulus and
made any comparison between pre- and post-ablation statistieak; Wn sinus rhythm, the

stimulus beats were captured with a high success rate, shtwaine tissue was responsive
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to the stimulus rate and strength. This consistency was notdbarcébrillation episodes.
Priority was given to morphology analysis when the decision was niedeeen
experimenters and representatives of nContact, to abandon the paamgnreturing

experiments.
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CHAPTER 4

SUMMARY OF RESULTS

Dominant Frequency Analysis

As shown in Abashian et al., ablation was shown to alter the distribotidominant
frequencies measured using our algorithm[7]. In both time asmudéncy domains, the
dominant frequencies of the left and right channels were gtatigtidifferent when
compared before vs. after ablation. Data was collected filoyea 2007 experiments (n =
15 rabbits). For the CINC proceedings paper, the time- and freqdentgin analyses were
compared in order to show the usefulness of these analyses. Theniplgpraphs show the

control (pre-ablation) comparisons of frequency- and time-domain DF asalyse



Tirne Domain Analysis, Runs30-58 10Exp Filelist. cev O<f<20Hz Frequency Domain Analysis, Runs30-58

300 30
o
=
o T 2m wF 20
@ T L
i — 4=
=4 100 210
i
o
0 0
0 5 10 15 20 0 5 10 15 20
Channel 1, Frequency (Hz) Channel 1, Frequency (Hz)
300 30
o
=
@ T 2m o= 20
55 21
I =— = =5
= ‘lcli 100 210
i)
¥4
0 0
0 5 10 15 20 0 5 10 15 20
Channel 2, Freguency (Hz) Channel 2, Frequency (Hz)
400 B0
o
2
3 09 1
=& 200 =L
i =
= ‘Ié_ 2 20
i)
v
0 1]
20 -10 0 10 20 -20 -10 0 10 20
Peak Difference 1-2, Frequency (Hz) Pealk Difference 1-2, Freguency (Hz)
- 150 20
=
@ T 1m0 o=
o 5 T L0
i — 4=
=1 40 2
i
o
0 0
-100 0 100 -100 0 100
Phase Diff 1-2 in TD at center 1, {degrees) Phase Diff 1-2 in FO at DF1, (degrees)

Figure 4.1 — Preablation dominant frequency analysis. T-domain and FFT results in left and right colum
respectively. In each column, dominant frequensipgrams for Channel 1 and 2, followed by histograf DF difference.
The final two plotsri each column are Phase differences and magnitudigng to phast

By visual inspection, the distribution DFs found using the FFT isimilar to the
frequencies found in the tir-domain analysis. In comparing DiReans and standa
deviations, the timelomain analysis was more widely dispersed, sugggstihat the
dominant frequency analysis, usir-second segments, does not capture the variabilitye
beat-to-beat intervals[7]The values tthe left of each graph show the number of calcdl
frequencies that were found and included in thdyarsa In the tim-domain analysis, onl
intervals that corresponded to frequencies in #mge of 20 Hz were used; the domine

frequency analysisad the same limitations as we
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In post ablation recordings, the following grapherevagain created to show i
similarity of the two analyses. As with the -ablation recordings, the two analy

algorithms were both visually and statistically tlar.
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Figure 4.2 — Post-ablation dominant frequency analysis.
Time-and frequenc-domain analyses results left and right, respebtive

For both preand pos-ablation analyses, the phase calculations, wrafnoed—r to
n, did not show a similarity betwedrequency- and timelomain analyses. Further analy
of phase relation was not pursued. Additionalty, the five final rabbit exeriments of
2007, a gapped lesiowas created and data was similarly analyzed for both domir

frequency and peak-to-peakervals.
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Frequency-Domain Analysis
To compare pre- and post-ablation dominant frequencies, values fromideshos
the lesion were pooled together. Means were calculated using the formula

XgNp + X1

Xpooled =
poote ng +ny

Pooled variance was calculated using

(ng — D)sg + (n, — 1)s?

s? =
pooled Ng + n, — 1
Pre Complete
Left Right Left Right
N 145 145 145 145
Mean 8.077 9.069 7.416 8.082
Std Dev 2.336 2.199 2.240 1.336
Var 5.455 4.833 5.019 1.784
Pooled Pooled
N 290 290
Mean 8.573 7.749
Variance 5.126 3.390
Std Dev 2.264 1.841
D.F. 289 289

Table 4.1 — DF analysis frequency-domain resukpeeiments 1-10.

From the pooled data for Pre and Complete recordings, an Fetesbnpare
variances found a value of 1.512, which correspondsptoadue of 0.000232. This shows
that the variances of the two sets of data are statistically diffegred105).

For the data that included the gapped recordings, the following thblessthe

summary of analysis.
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Pre Gap Complete
Left Right Left Right Left Right

N 85 85 85 85 85 85
Mean 9.150 8.853 9.774 10.020 8.793 9.133
Std Dev 1.508 2.111 1.748 1.329 1.566 1.483
Var 2.275 4.458 3.055 1.767 2.451 2.198

Pooled Pooled Pooled
N 170 170 170
Mean 9.002 9.897 8.963
Variance 3.347 2.397 2.311
Std Dev 1.829 1.548 1.520

Table 4.2 — DF analysis frequency-domain resulp-tgsion experiments 11-15.

This data allowed for three comparisons of variances betweesetbie For Pre vs.
Gap, an F-stat value of 1.396 gmélalue of 0.0153 were found. For Pre vs. Complete, an F-
stat of 1.448 and p-value of 0.00826 were found. For Gap vs. Complete, an F-stat of 1.037
was calculated which gavepavalue of 0.406. Thus, both Pre vs. Gap and Pre vs. Complete

DF variances were statistically distinguishable, while ararés in Gap vs. Complete

dominant frequencies were not statistically different.

Time-Domain Analysis

Results of the time-domain analysis were collected and poolesiinilar way to the

dominant frequency analysis. The following table shows the datatfrerfiO rabbits where

only pre- and post-ablation recordings were taken.
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Pre Complete
Left Right Left Right
N 1842 1965 1841 1812
Mean 8.379 8.662 7.872 7.803
Std Dev 3.571 3.230 3.054 2.507
Var 12.752 10431 9.329 6.283
Pooled Pooled
N 3807 3653
Mean 8.525 7.838
Variance | 11.551 7.816
Std Dev 3.399 2.796
D.F. 3806 3652

Table 4.3 — DF analysis time-domain results, experits 1-10.

The comparison of the pooled data provided an F-stat value of 1.478, andua p-val

less than 0.0001. It must be noted that for the time-domain andlysitarge number of

samples (N>3500 for both sets) can allow slight mean differenloe significant, and hence

the minute p-value.

The time-domain data for the additional five rabbits of 2007 is suineth as

follows.
Pre Gap Complete
Left Right Left Right Left Right
N 1152 1106 1285 1122 1200 1177
Mean 8.310 8.308 9.156 8.507 8.438 8.884
Std Dev | 2.983 3.292 3.248 3.301 2.962 3.233
Var 8.900 10.837 10.550 10.897 | 8.773 10.455
Pooled Pooled Pooled
N 2258 2407 2377
Mean 8.309 8.853 8.659
Variance | 9.844 10.707 9.602
Std Dev | 3.138 3.272 3.099

Table 4.4 — DF analysis time-domain results, gagidle experiments 11-15.

33




The F-stat for comparison of variances of Pre vs. Gap was foundo®b@, with a
p-value of 0.0214. For Pre vs. Complete, the F-stat was 1.025, with agefd.274. For

Gap vs. Complete, the F-stat was calculated at 1.115, with a p-value of 0.00388.

Signal Morphology Analysis

Morphology analysis was performed on the 2008 set of rabbit heperieents
(N=9). In each experiment, non-paced electrocardiograms in inoh rsiythm and VF were
recorded before and after ablation. The total recording timea fgpecific situation (pre-
ablation, sinus rhythm, etc.) ranged from 10 seconds to 270 seconds. This range came from
lack of specified experimental recording duration. In threet$ieasual inspection of the
TTC-stained heart, post-experiment, showed an incomplete (non-trajsfesian. The

data for this analysis was separated into two categories, Incomplete and t€drapien.

Sinus Rhythm

Correlation Values

Sinus rhythm recordings were taken for every heart, and evergemogtd segment

was analyzed using the morphology comparison algorithm.
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Figure 4.3 — Morphology comparison example for sirtaythm recording. Upper Plot: Histogram of magdiees of.
Middle plot: Box plots of time delay grouped byretation value. Lower Plot: Histogram of time dgta

The above example charts are from the May 28, 2008 heart. The uppeshcives
the histogram of groups of correlation values. Below that, box plotsaftir group show the
time delays that occurred for each group of correlations. Ras shythm recordings, the

means and standard deviations of correlation values are shown below.
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Pre, Sinus Post, Sinus

Date ‘ N Mean Dev N Mean Dev
Incomplete:
1/25/2008 9 0.594 0.101 9 0.486 0.055
1/30/2008 | 118 0.774 0.045 | 118 0.568 0.054
2/26/2008 | 118 0.787 0.031 | 118 0.787 0.029
Complete:
2/11/2008 | 118 0.632 0.053 | 118 0.500 0.086
5/7/2008 195 0.803 0.055 | 195 0.558 0.074
5/8/2008 136 0.368 0.079 | 136 0.792 0.037
5/12/2008 | 136 0.536 0.044 | 136 0.489 0.057
5/21/2008 | 136 0.648 0.083 | 136 0.526 0.040
5/28/2008 | 136 0.620 0.061 | 136 0.647 0.038

Table 4.5 — Sinus rhythm mean correlation values.

In the above table, the correlation coefficients from N segmamayzed in each
heart were combined to find a mean and standard deviation. N shows ther mafrone-
second segments analyzed separately. A paired t-test fordbped incomplete lesion
hearts between pre- and post-ablation showed a p-value of 0.220, shbwingean
correlation coefficients are not significantly different. For the groupetptete lesion cases,
a paired t-test showed a value of 0.876. Neither of these p-valoes s significant non-
zero change in mean correlation coefficient after ablation. anée not aware of a
straightforward method to statistically test changes in varianceoopgd data.

To examine the single-heart changes from pre- to post-ablation diimung rhythm,
two statistical tests were performed to examine changesan gwrelation coefficient and

variance.
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Delays

From every cross-correlation calculation, a delay was found teahgned the two
signals. This delay was taken from the maximum correlatiameval the cross-correlation,

and by our tests correctly aligns two signals.

Date Mean Diff  Dev Diff Variance Mean
Incomplete: F-Test T-Test
1/25/2008 -0.107 -0.0462 0.051 0.012

1/30/2008 -0.206 0.0088 0.027 4.2E-87

2/26/2008 -0.00041 -0.0020 0.236 0.917

Complete:

2/11/2008 -0.132 0.0321 2.99E-07 1.39E-33
5/7/2008 -0.244 0.0194 1.59E-05 1E-128
5/8/2008 0.424 -0.0424 1.11E-17 1.6E-151

5/12/2008 -0.046 0.0129 0.0015 8.93E-13

5/21/2008 -0.122 -0.0431 2.64E-16 6.73E-39

5/28/2008 0.028 -0.0233 2.2E-08 1.11E-05

Table 4.6 — Sinus rhythm mean correlation compassd-- and T-test results

delays were calculated.

below the p=0.05 value are highlighted in bold.

For sinus rhyduordings, the following

Pre, Sinus Post, Sinus

Date ‘ N Mean Dev N Mean Dev

Incomplete:
1/25/2008 9 0.00530 0.00113 | 9 0.02793 0.02368
1/30/2008 | 118 0.00659  0.00058 | 118 0.02724 0.00595
2/26/2008 | 118 0.00827  0.00045 | 118 0.01226 0.00035

Complete:
2/11/2008 | 118 0.01177 0.00815 | 118 0.00888 0.02052
5/7/2008 195 0.00235 0.00123 | 195 0.00860 0.02303
5/8/2008 136 0.05132 0.05737 | 136  0.00178 0.00083
5/12/2008 | 136  0.02331 0.01478 | 136  0.00434 0.01236
5/21/2008 | 136 0.02331 0.01115 | 136  0.01609 0.00381
5/28/2008 | 136 0.01758 0.00264 | 136  0.03532 0.01481

Table 4.7 — Sinus rhythm mean delay values.
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For this set of data, paired t-tests of the mean delaysbetpre- and post-ablation
showed p-values for incomplete and complete lesions of 0.117 and 0.384, vespecti
indicating that the change in delay as a set could not be showrdtfidoent from zero for
either case (incomplete or complete). Variances were not cethpacause no statistical
test for grouped variances could be identified.

The individual hearts were also analyzed for specific changesean rdelay and
variance of those delays. This summary table shows thesre$ittests and T-tests for the

sinus rhythm data.

Date Mean Diff  Dev Diff Variance Mean
Incomplete: F-Test T-Test
1/25/2008 0.02263 0.02255 9.37E-10 0.011

1/30/2008 0.02065 0.00537 0 5.1E-101

2/26/2008 0.00399 -0.00011 0.0021 3E-167

Complete:

2/11/2008 -0.00290 0.01237 0 0.155
5/7/2008 0.00625 0.02180 0 0.000178
5/8/2008 -0.04954 -0.05654 6.20E-210 1.85E-20

5/12/2008 -0.01897 -0.00242 0.0192 3.98E-25

5/21/2008 -0.00722 -0.00733 8.04E-31 8.17E-12

5/28/2008 0.01774 0.01217 0 5.94E-33

Table 4.8 — Sinus rhythm mean delay comparisonané-T-test results
below the p=0.05 threshold are highlighted in bold.

The zero values shown in the results of the F-Test are Exceapjtions of the p-
value. While all cases showed a difference in the variance®ée pre- and post-ablation,
there is no consistent increase or decrease in delay variBnaddition, every heart in both
groups showed a change in variance between pre- and post-ablatioowed by F-tests on
single-heart variances. For the mean delays, all caseptefor the Feb. 11 heart showed a

significant change in mean, but as in the variance, there isnsistent positive or negative
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change in delay after ablation. Because of this, we cannotrde¢ern difference in the

change in mean delay after ablation between incomplete and complete lesions.

Ventricular Fibrillation

Correlation Values

Recordings during ventricular fibrillation were taken for N=&i& Fibrillation
could not be induced in the May 21, 2008 rabbit heart post-ablation, so morphaddggisan

was not performed on the VF case for that heart.
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These charts are an example from the May 28, 2008 heart. Agtherds are less
uniform, there is generally a larger variance in cor@fatoefficients. The VF correlation

data taken from each heart is summarized below.

Pre, VF Post, VF
Date ‘ N Mean Dev N Mean Dev
Incomplete:
1/25/2008 98 0.622 0.144 196 0.641 0.146
1/30/2008 299 0.670 0.154 598 0.672 0.156
2/26/2008 598 0.643 0.138 598 0.644 0.136
Complete:
2/11/2008 598 0.650 0.137 598 0.608 0.132
5/7/2008 1343 0.618 0.135 1343 0.629 0.144
5/8/2008 1294 0.694 0.140 | 1294 0.650 0.143
5/12/2008 | 1294 0.723 0.163 147 0.731 0.151
5/28/2008 995 0.639 0.140 | 1294 0.709 0.135

Table 4.9 — VF mean correlation values.

For the incomplete lesion cases, a paired t-test of the meatatiomn values returned
a p-value of 0.353, above the 0.05 threshold. A paired t-test on the cotapieteset of
mean correlation values returned a p-value of 0.984. This suggesissh® significant
change in mean correlation value after ablation, incomplete opletan Analysis of

individual hearts yielded the following results.
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Date Mean Diff Dev Diff Variance Mean

Incomplete: F-Test T-Test
1/25/2008 0.0189 0.0022 0.440 0.297
1/30/2008 0.0016 0.0014 0.436 0.887
2/26/2008 0.0008 -0.0027 0.314 0.921

Complete:

2/11/2008 -0.0422 -0.0046 0.202 6.95E-08
5/7/2008 0.0112 0.0087 0.012 0.039
5/8/2008 -0.0444 0.0026 0.252 2.11E-15

5/12/2008 0.0078 -0.0118 0.123 0.582

5/28/2008 0.0698 -0.0048 0.122 1.75E-32

Table 4.2 — VF mean correlation comparisons. Fd &rtest results
below the p=0.05 threshold are highlighted in bold.

For incomplete lesions, there were no cases with any signifjeaft05) differences
in variance or mean correlation after ablation. For compleienkesone heart (May 7
experiment) showed a significant rise in variance post-ablatidris could be due to the
large number of samples for that experiment (N=1343 for pre- and lpasba). Four of

the five analyses showed a significant change in mean correlation valuebkition.

Delays

Although the signals were not as consistent as in sinus rhy#iaysdwere found in
VF segments for the best alignment of morphologies. The followabte shows the

collected delay data.
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Pre, VF Post, VF
Date ‘ N Mean Dev N Mean Dev

Incomplete:
1/25/2008 98 0.03995 0.02890 | 196 0.04419 0.03076
1/30/2008 | 299 0.04113 0.02780 | 598 0.04344 0.02975
2/26/2008 | 598 0.04146 0.02851 | 598 0.04163 0.02946

Complete:

2/11/2008 | 598 0.04413 0.03005 | 598 0.04025 0.02860
5/7/2008 | 1343  0.04157 0.02874 | 1343  0.04084 0.02906
5/8/2008 | 1294  0.04024 0.02846 | 1294  0.04153 0.02904

5/12/2008 | 1294  0.04467 0.03140 | 147 0.03772 0.03115

5/28/2008 | 995 0.04199 0.02938 | 1294  0.03967 0.02807

Table 4.3 — VF mean delay values.

From this data, paired t-tests were performed for both incompietecamplete
lesions to test for a consistent change in mean delay. Fandbeplete lesion cases, a p-
value of 0.197 was found; for complete lesions, a p-value of 0.146 waseae@t These
values suggest there is not a consistent positive or negative cimangean delay after
ablation. Analysis of individual hearts was also performed, and stirgdan the following

table.

Date Mean Diff  Dev Diff Variance Mean
Incomplete: F-Test T-Test
1/25/2008 0.0042 0.0019 0.247 0.257
1/30/2008 0.0023 0.0019 0.092 0.262
2/26/2008 0.0002 0.0010 0.211 0.922
Complete:

2/11/2008 -0.0039 -0.0015 0.113 0.022
5/7/2008 -0.0007 0.0003 0.341 0.517
5/8/2008 0.0013 0.0006 0.235 0.255

5/12/2008 -0.0069 -0.0003 0.461 0.011

5/28/2008 -0.0023 -0.0013 0.062 0.055

Table 4.4 — VF mean delay comparisons. F- andsTrasults
below the p=0.05 threshold are highlighted in bold.
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In the hearts with incomplete lesions, there was no caseswsitimificant (p<0.05)
change in the mean delay or variance of delays. In hearts avitplete lesions, two of the
five hearts showed significant decreases in the mean delay; howes®e were no hearts

that had significant changes in deviation of the delay.

Translesion Stimulus Excitation Delay Pacing Analysis
Slow Pacing in Sinus Rhythm

The pacing regimen was established for the 2008 set of rabbits. In sinus rhgthhm, sl
pacing proved successful, with highly regular stimulus respon$ég. stimulus response
values that were calculated using the analysis algorithm pletted on a histogram, as well

as the peak stimulus excitation delay over time.
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The final two plots in Figure 4.5 show the morphology correlation dtw
consecutive stimulus responses, and between aibaaid(beatif2). The beats are highly
grouped in the above histogram. The resolution of the delaysitedi by the sampling rate
(5-10 kHz). The peak delay sign (positive or negative) was cakmlated, and for sinus
rhythm pacing, it was very common to see all peak delays havegmeas is the case in the
example plot above. The analysis is summarized in the followlohg showing mean delays

and standard deviations.

File Delay
Pre-Ablation Length (s) N Mean Std Dev
1-25-2008 - CV ctrl pacing 10 31 0.0867 0.0346
1-25-2008 - CV ctrl pacing 2 10 32 0.0659 0.0005
1-30-2008 - CV ctrl pace01 60 109 0.0801 0.0007
1-30-2008 - CV ctrl pace02 60 199 0.0798 0.0001
2-11-2008 - CV ctrl 03 sinus pace 60 199 0.0737 0.0017
2-11-2008 - CV ctrl 04 sinus pace 60 199 0.0725 0.0025
2-26-2008 - CV Ctrl 03 Sinus Pace 60 199 0.0435 0.0005
2-26-2008 - CV Ctrl 04 Sinus Pace 60 199 0.0435 0.0005

Post Ablation

1-25-2008 - CV post pacing 10 33 0.0850 0.0034
1-25-2008 - CV post pacing 2 10 32 0.0868 0.0027
1-30-2008 - CV post pace01 60 199 0.0965 0.0008
1-30-2008 - CV post pace02 60 199 0.0980 0.0006
2-11-2008 - CV post 16 sinus pace 60 199 0.0682 0.0017
2-11-2008 - CV post 17 sinus pace 60 199 0.0656 0.0004
2-26-2008 - CV Post 10 Sinus Pace 60 199 0.0721 0.0086
2-26-2008 - CV Post 11 Sinus Pace 60 199 0.0720 0.0087

Table 4.5 — Slow pacing TED results.

In order to compare each heart pre- vs. post-ablation, the means amdardt
deviations of each run for a specific heart were pooled, or combogedher using the
formulae listed in the Dominant Frequency results section. IntBeo# rabbit hearts (one
with 20 s of data pre-ablation and 20 s post-ablation, and 2 with 120angrpost), the

mean delay increased after ablation. In one rabbit heart (with p2® and post) the mean
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delay decreased. The sign test applied to mean delays pre- and post-ablationdimabbkgs

did not show that the probability of finding a greater or smallday after ablation was
different from 0.5. To confirm this finding, a paired T-test wadgoared on the pooled

means. A p-value of 0.188 was found for all hearts (N=4 paB®cause the 1-25-2008
heart data had noticeably less samples, it was suggestaditide its data from a paired T-
test as well. Excluding this heart, a p-value of 0.325 was fourdh tBese results suggest
that there is no consistent statistical change in mean peak loettaeen pre- and post-

ablation slow-pacing recordings.

Date N Mean Variance  Std. Dev.
Pre
1/25/2008 63 0.0761 5.79E-04 0.0241
1/30/2008 308 0.0799 1.69E-07 0.0004
2/11/2008 398 0.0731 4.68E-06 0.0022
2/26/2008 398 0.0435 2.07E-07 0.0005
Post
1/25/2008 65 0.0859 9.52E-06 0.0031
1/30/2008 398 0.0973 4.84E-07 0.0007
2/11/2008 398 0.0669 1.52E-06 0.0012
2/26/2008 398 0.0720 7.45E-05 0.0086

Table 4.6 — Slow pacing pooled results.

An F-test was performed on the standard deviations to examin#ebiecd ablation.
Because of the large number of samples and very small varidnegsyalues were minute.
For the 1-30-2008 rabbit heart (120 s pre-ablation, 120s post-ablation))wem#a.82E-21
was found. For the other three cases, the p-value was so thaialMicrosoft Excel
calculated the value to be 0. However, a sign test applidtese deviations shows that
probability of finding a greater or smaller standard deviatider a&blation is not different

from 0.5.
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Ventricular Fibrillation Pacing
Pacing was also attempted during ventricular fibrillation, witlcimless success.
Because of the lack of an established pacing regimen, the albgeted varied in pacing

frequencies between hearts.
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Figure 4.6 above shows an example of the varied response ta shimog VF. The
green square wave shows the stimulation events (the upstroke aiwde vidmall tics on the
border of each graph shows the delay measured for that segmentheFamalysis, pre-
ablation files were compared with post-ablation files with thenes pacing frequency.
Although the pacing regimen was not consistent between experimghis, an experiment

the same pacing frequencies were tested both pre- and post-ablation tafistieat analysis
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of the dependence of stimulus excitation delay on pacing frequendyt, and ablation state
(pre-ablation vs. post-ablation), an ANOVA analysis was perfounsed) the SAS statistical
analysis software package. Each stimulation segment wasagsedeparate observation,
totaling 15,384 observations over 3 rabbit hearts. ANOVA analysis shops0801
indicating that stimulus response delay is dependent on both frequen@platidn state.
The analysis also shows that the delay is not statisticgtigndkent on the heart from which

the observation originated. See Appendix C for the results pageeocfAS ANOVA

Analysis.
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Figure 4.7 — TED in VF pacing example. High vaiii of response suggests lack of capture in nstistuli. Positive and
negative values in the second plot indicate the sigthe maximum slope found in each segment.

Figure 4.7 above shows an example of the dispersion of peak delaythewsttire

search window. From each recording, a mean and standard deviatibe stimulus
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response delays was calculated, with the stimulus frequency and moinlaeing segments

recorded as well.

Mean

Pre-Ablation Files N Hz Delay Std Dev
1-25-2008 - ¢ VF pace 100 49 5 0.1121 0.0516
1-25-2008 - ¢ VF pace 105 49 5 0.1111 0.0557
1-25-2008 - c VF pace 95 49 5 0.1060 0.0546
2-11-2008 - ¢ VF pace 6Hz 359 6 0.1000 0.0370
2-11-2008 - ¢ VF pace 7Hz 418 7 0.0858 0.0290
2-11-2008 - ¢ VF pace 8Hz 479 8 0.0759 0.0256
2-11-2008 - ¢ VF pace 9Hz 538 9 0.0695 0.0236
2-11-2008 - ¢ VF pace 10Hz 599 10 0.0624 0.0208
2-11-2008 - ¢ VF pace 11Hz 659 11 0.0587 0.0177
2-11-2008 - ¢ VF pace 12Hz 719 12 0.0557 0.0159
2-26-2008 - ¢ VF pace 750 449 7.5 0.0765 0.0286
2-26-2008 - ¢ VF pace 800 479 8 0.0731 0.0285
2-26-2008 - ¢ VF pace 850 509 8.5 0.0725 0.0251
2-26-2008 - ¢ VF pace 900 539 9 0.0692 0.0240
2-26-2008 - ¢ VF pace 950 569 9.5 0.0667 0.0227
2-26-2008 - ¢ VF pace 1000 599 10 0.0647 0.0210
2-26-2008 - ¢ VF pace 1050 629 11 0.0600 0.0196

Table 4.7 — VF TED results, pre-ablation.

For each recording pre-ablation, there is a corresponding recosinghe same

frequency post-ablation.
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Mean

Post-Ablation Files N Hz Delay Std Dev
1-25-2008 - p VF pace 100 49 5 0.1023 0.0516
1-25-2008 - p VF pace 105 49 5 0.0940 0.0233
1-25-2008 - p VF pace 95 49 5 0.1073 0.0560
2-11-2008 - p VF pace 6Hz 359 6 0.0970 0.0360
2-11-2008 - p VF pace 7Hz 419 7 0.0862 0.0320
2-11-2008 - p VF pace 8Hz 479 8 0.0749 0.0281
2-11-2008 - p VF pace 9Hz 539 9 0.0673 0.0251

2-11-2008 - p VF pace 10Hz 599 10 0.0641 0.0219
2-11-2008 - p VF pace 11Hz 659 11 0.0595 0.0188
2-11-2008 - p VF pace 12Hz 719 12 0.0549 0.0166
2-26-2008 - p VF pace 750 449 7.5 0.0813 0.0314
2-26-2008 - p VF pace 800 479 8 0.0752 0.0294
2-26-2008 - p VF pace 850 509 8.5 0.0701 0.0262
2-26-2008 - p VF pace 900 539 9 0.0699 0.0245
2-26-2008 - p VF pace 950 569 9.5 0.0623 0.0212
2-26-2008 - p VF pace 1000 599 10 0.0607 0.0209
2-26-2008 - p VF pace 1050 629 11 0.0666 0.0234

Table 4.8 — VF TED results, post-ablation.

To compare these values, a paitadst was performed to test for a change in mean
delays from pre- to post-ablation. This resulted in a p-valu®.64 (N=17 pairs),
suggesting that there was no consistent non-zero change in maalustresponse delay
after ablation. An F-test was performed first to compare tdredard deviations in single
heart and frequency between pre- and post-ablation. In addition, arwpbed-test was
performed on each set of recordings (pre- and post-ablation éorsdime heart and

frequency). The results are summarized below.
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Pre-Ablation File Name F-Test T-Test

1-25-2008 - ¢ VF pace 5 Hz 0.500 0.352
1-25-2008 - ¢ VF pace 5 Hz 1.000 0.050
1-25-2008 - ¢ VF pace 5 Hz 0.435 0.904
2-11-2008 - ¢ VF pace 6Hz 0.704 0.274
2-11-2008 - ¢ VF pace 7Hz 0.023 0.844
2-11-2008 - c VF pace 8Hz 0.023 0.556
2-11-2008 - c VF pace 9Hz 0.081 0.137
2-11-2008 - ¢ VF pace 10Hz 0.096 0.160
2-11-2008 - ¢ VF pace 11Hz 0.052 0.447
2-11-2008 - ¢ VF pace 12Hz 0.103 0.309
2-26-2008 - c VF pace 7.50 0.023 0.015
2-26-2008 - ¢ VF pace 8.00 0.264 0.247
2-26-2008 - ¢ VF pace 8.50 0.176 0.132
2-26-2008 - ¢ VF pace 9.00 0.317 0.623
2-26-2008 - ¢ VF pace 9.50 0.948 0.00081
2-26-2008 - ¢ VF pace 10.00 0.549 0.00102
2-26-2008 - c VF pace 10.50 | 4.96E-06 | 7.86E-08

Table 4.9 — VF mean TED comparison. F- and T+esilts
below the p=0.05 threshold are highlighted in bold.

In bold are the F-test and T-test p-values that are p<0.05, tossfpaficance. Using
a path length of 1 cm pre-ablation, and 3.16 cm post-ablation, the mean tcongatocity
of each recording was calculated. Of the 17 sets of recordordg four showed a
significant (p<0.05) difference in standard deviation by way ofthest. Five sets showed a

significant (p<0.05) difference in mean stimulus excitation delay.
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CHAPTER 5
DISCUSSION

The main findings of this study are the following:

1. DF analysis variance decrease in both time and frequency domains.

Our analysis of the variance in mean dominant frequency betweeranqepost-
ablation recordings has shown that there is a statisticgltyfisant difference observable in
both frequency and time-domain. In comparisons between varianceggoeat-ablation
(N=10 hearts) there was a significant decrease in variateeaddiation. Using the FFT to
determine dominant frequency, there was a decrease in varignee factor of 1.51
(p<0.001). In our time-domain analysis, we found a similar deereagariance by a factor
of 1.48(p<0.001). In the experiments with a gapped lesion (N=5), therealsasa
significant drop in dominant frequency variance using the FFT asaffter ablation,
between both control (pre-ablation) and gap lesion (p=0.015), and control andeteompl
lesion (p=0.008). Between control and complete lesion, varianceadedrdy a factor of
1.45. There was not a significant difference between gap and cenigdsdn dominant
frequency variance. With the time-domain analysis, thereamaacrease in variance seen
between control and gap lesion (p=0.021), but a decrease in varianaetejap and
complete lesions by a factor of 1.12 (p=0.004). There was no sigmnifittierence in
variance between control and complete lesions (p=0.27, N=5 hedntsamtrol, gap, and

complete lesions).



As summarized in Abashian et al., the general trend of decreasgariance of
dominant frequency may result due to “an increase in organizatioheofrrhythmia,
producing frequencies that are more similar.”[7]

Time-domain analysis has been shown to be comparable to FFTisuhatyEnding
the dominant frequency in VF signals. By using the filter adNgeet al. we have examined
peaks in the signal and found similar frequencies that are fourfdTimfalysis. Frequency-
domain analysis was able to distinguish between gap vs. cometaslewhile the time-
domain analysis failed to do so. However, this may be due torthex lBominant frequency
variance found in gap lesions, an increase from the control recardiRggher studies
related to dominant frequency may examine the Power Spe@naity, which would allow

for a more continuous analysis rather than the segmenting as we performed.

2. TED during sinus rhythm shows a significant change in mean andasthdeviation

after ablation.

However, there is neither a consistent increase nor a conslstaefise in either the
mean or the standard deviation of TED when examining individual hdartsombined data
of all hearts, when all TED measurements from all hearte wembined together for pre-
and post-ablation, TED increased from 68.0 £ 25.5 ms to 79.1 + 14.0 msthBotitrease
in mean delay and decrease in standard deviation were stdyissigalificant (p<0.0001).
However, this required 380 seconds of pacing data before and afterrgbddich may not

be realistic for a clinical setting. Additionally, the changeTED did not quantitatively
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agree with the factors of increase of 2.6-3.1 seen by Hinad! &t their study of TED as an

indicator for quality of lesion[3].

3. Pacing during VF did not show a consistent statistical chang&h mean or standard

deviation.

While ANOVA analysis of variables frequency, ablation stateabbit heart showed
that there was a statistical relationship between TED andag&aquency and whether or
not ablation has been performed (See Appendix C), no consistenégositiegative change
in the TED was measured for fibrillatory episodes. With onlgdhof 17 pacing cases
showing a significant change in mean TED after ablation, we canconktlude that either
the stimulation current was not powerful enough to cause captuwear afgorithm could not
accurately detect the stimulation response. Additionally, becaluthe complex nature of
VF, it may not be possible to consistently induce capture betvweesléctrodes, especially
after the disruption of pathways by ablation. As well, this stal/a possible limitation in

that there is an unknown pathway for conduction of excitations that may change beat-to-

The histogram in figure 4.7 showing stimulus delays highlights amenh@roblem
in the peak search algorithm. Because we limited the s@anclow from 30 ms past the
stimulus pulse until 2 ms before the following stimulus pulse, the windoimherently
limited by the pacing frequency. The distribution of delaysnstéid by the window, and
thus any comparison of TED between different pacing frequenamsot be accurate. The
upper limit of the window was included because of the subsequent &impuilse, and the
large stimulus artifact that follows. The large deviation ilagesuggests that the algorithm
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needs to filter out segments that did not show capture. By wisspéction of pacing
segments, some samples show upstrokes that suggest capture, wiyiléackaa definite
stimulus response, leading the current algorithm to choose a passiisect value for the
stimulus response delay. Future studies in this area should oheterechnique to identify

which TED segments were produced by the stimulus excitation and not by VF.

In 13 of 17 cases, standard deviation of stimulation delays incrgastdblation
(three with p<0.05). In pre-ablation recordings, any captured beaktsgood chance to
propagate directly between the electrodes since distance swadl (recording and
stimulation electrodes located 1 cm apart, perpendicular t aixablation, which would
suggest a response time of 64.4+32.7 ms for transverse propagation, or 25.8484 m
longitudinal propagation)[10]. Post-ablation, the propagation distanoeresased around the
end of the lesion (smallest path 3.2 cm) producing greater timewinatt have to be
available for the stimulation-induced excitation to arrive abréing electrode. But since
VF is occurring, there is a greater chance one of the ViRaéros would excite the
recording area first. That could happen at any time relt@ditiee stimulation, increasing the

standard deviation.

Using the mean stimulus excitation delays, conduction velocites walculated for
each recording. Conduction velocities were estimated by diviimgninimum path length
by the mean TED for each recording. Mean conduction velocitiedlfexperiments of 13.5
+ 2.7 cm § pre-ablation, and 42.4 + 8.0 crif post-ablation are not consistent with those
found by Knisley and Hill[10] for non-VF paced excitations. Howewemur experiments

the rapid pacing and VF may have led to thé Nat being as fully recovered as in Knisley
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and Hill; additionally, the conduction pathways would not be the same., Taudifferent
situations (VF vs. slow pacing) may make comparisons betwedwdhexperiments invalid.
Using a two-sample test we determined that these values are significantlerdift
(p=2.6x10"), but the extreme change in conduction velocity suggested by thisloes not
agree with Himel et al.[3] and suggests that pacing durihgldes not detect TEDs with any
consistency. However, Himel only examined conduction velocitiesnins sihythm, and
additionally used optical mapping to estimate the propagation afilssnacross the surface
of the heart. Additionally, in Himel's protocol, a higher current wasd in stimulation,

which may have led to higher rates of capture of stimulation beats.

4. Morphological comparison of translesion signals did not show a change aftesrablati

There was not a significant change in correlation of signais pre- to post-ablation
in either sinus rhythm or VF recordings. Our hypothesis wasthiealesion would disrupt
potential re-entrant circuits and cause a decrease in morphologptaton values, and
additionally increase the standard deviation of correlation measatem Neither of these
hypotheses was conclusively shown to occur in our analysis. Whileiadelual hearts
showed a statistical change in correlation, the sign test didetetmine with probability
different from 0.50 that the change in correlation would be positive ortinegahen
examining the data set as a whole. We also hypothesized thgt @alsociated with the
correlation would increase as there was a greater path foed#ts that did capture to travel
from one electrode to the other. Many delays did show a significant change rewtaiseno

consistent increase or decrease in delay after ablation.
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In sinus rhythm, while eight of nine hearts showed a differemgadan correlation
values (N=2 of 3 for incomplete lesions, N=6 of 6 for complete lesidhsye was no
consistent increase or decrease (See Table 4.6). Only one ehtads with incomplete
lesions showed a significant difference in variance of cdioel&alues, while all hearts with
complete lesions showed a significant change in variance. Hovamhe half (3) showed an
increase in variation, suggesting that there is not a protyabiliferent from 0.5 that
variation would increase or decrease after ablation. The detsgxiated with these
correlation coefficients did generally show a change aftetiabla The variance of delays
changed significantly after every complete and incompleseoh, but did not show a
consistent increase or decrease. The mean delays changedtatstical significance
(p<0.05) in all incomplete lesion hearts, and in five of the six campésion hearts, but
there was no consistent positive or negative change in delayassdawith the creation of a

lesion.

In our examination of the results of the VF morphology comparisonsbaerved a
general trend for the mean correlation to have a significangehaost-ablation for complete
lesions. Table 4.10 shows the summary of this analysis. For inetenigsions (N=3), there
were no hearts with significant change in mean correlatiom altiation (paired t-test p-
value = 0.35). For complete lesions (N=5), however, four of the fieetdhahowed a
significant change in correlation; yet, there was no consisten¢ase or decrease in the
correlation after complete lesions were administered (patest p-value = 0.98). Only one
heart (5/7/2008, complete lesion) showed a statistical change (p=00%3jiance after
ablation. All other hearts, with complete and incomplete lesions, hatynidicant change

in variance of correlation after ablation.
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Correlation delays found during VF did not show a significant chartge aflation
(Table 4.12). In incomplete lesions, there was an average of 2.2sensnrdelay after
ablation (N=3). However, these differences were not statlgtgignificant (paired t-test p-
value = 0.20). Individually, none of the three cases showed a signifibange in mean
delay (t-test p-values of 0.26, 0.26, 0.92). The standard deviation in tasse also
increased in all cases an average of 1.5 ms, although theseveseqiot of statistical
significance (f-test p-values of 0.24, 0.09, 0.21). In hearts with &ef@sions, there was
average drop in the mean delay of 2.5 ms after ablation (N=5). Fd&ue ¢fearts showed a
decrease in delay after ablation, yet these decreases were stitaligtsignificant (paired t-
test p-value = 0.15). Further experiments would increase N and piyecaiuse the p-value
to approach 0.05. When analyzing individual heart data, only two of famshghowed a
significant change in mean delay (p-values of 0.022 and 0.011, both dechneasean
delay). There was no statistical change in the variancela@y dethis group of hearts after
ablation. In three hearts with complete lesions, there was a gufiegsint decrease in
variance after ablation. Probability of having a deviation irsgea decrease after ablation
is not shown to be different from 0.5.

We observed a tendency for higher delays to result in highelat@mrevalues. This
can be seen in figure 4.4 in that the median delay in each box plod tenoherease at the
higher correlation bins. We hypothesize that this is due to thehaicthe more truncated
two signals are; the remaining segments will be highly taie@. This agrees with the
comparison of those two truncated segments that returned the highest crdatiararre

Comparing the morphology of signals measured 1 cm apart on arhéhrtllation

presents several problems. Because of the constant creatoaltaration of re-entrant
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circuits on the surface of the cardiac tissue, the morphologyedivi signals may be vastly
different. While the FFT analysis was able to compare specdmponents of the
fibrillatory signal, the morphology algorithm compares simple vi@we segments to return
a value of similarity. The addition of filtering improved our &piko isolate the desired
components of the signal; however, we are unable to isolate asetiments that showed
apparent capture from one electrode to the other. However, the addition ofgfiied other
processing may detract from patterns in the original data.

In summary, certain algorithms for the analysis of VF sigshl®~ promise as a
metric for lesion completeness. Because the variance in donfiegptency decreased
significantly after ablation in both time and frequency-domains, tmairthnt frequency
algorithm is most applicable in predicting the desired outcomabti#tion. TED pacing
during VF did not reveal a significant decrease in excitatioryddtar ablation, as predicted
in our hypotheses. Similarly, comparing signal morphology beferafter ablation during
VF only showed non-significant trends. There is however an ovenaillation to the
application of these findings to ablation in human atria becauseatdraital differences.
While the thickness of the human atria is similar to the vengtichickness of rabbit hearts,
the fiber orientation and anatomy is not similar, so resultsimital studies based on these

experiments may have differing findings.
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APPENDIX A: SIGNAL CONDITIONING CIRCUIT DIAGRAM
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APPENDIX B: MATLAB ANALYSISCODE

l. Dominant Frequency Analysis Code:

%
% zerophase.m
%
%

Sevan Abashian 2007-2009

% analyses and compares in order to

% find a correlation between the two analyses.

%

% This latest version, zerophase.m, will show the

% filtering we are applying to each data set and also
% apply Hann Windowing (aka Hanning) per Ng et al,
% "Understanding and Interpreting DF..." and use

% the zero-phase filter suggested in that paper.

%
%
%This version used Ng filter in FFT part and in time domain part.

% Need to select directory called First 10 exp using the command window's
% current directory.

clear all ;
close all ;
format compact ;

%% Choose File

filelist= '"10Exp FileList.csv' ;
st=strcat(cd, \" filelist);
fid=fopen(st, ™)
i=0;
while feof(fid)~=1
i=i+1;
filename{i}=fgetl(fid); %#0ok<AGROW>
end
fclose(fid);
filename' %#0k<NOPTS>
%Choose files to analyze
startpt=input( 'Input start file number: ' );
endpt = input( 'Input end file number: ' );

% Initialize empty arrays for values to be added in during analysis

freqs=[];
freqs2=[];
freqdiffs=[l;
phtll =1];
pht22 =J;
phtl2 =];
pht21 =J;
phasediffl = [J;
phasediff2 = [];

timefreqs=[];
timefreqs2=[];
totaltf=[];
totaltp=[];

%all frequencies of ch 1 in frequency domain
%all frequencies of ch 2 in frequency domain
%all frequency differences in frequency domain 1-2
%Ch1 Magnitude at DF1
%Ch2 Magnitude at DF2
%Ch1 Magnitude at DF2
%Ch2 Magnitude at DF1
% phase 1 - phase 2 at DF1 in frequency domain
% phase 1 - phase 2 at DF2 in frequency domain

% all frequencies of ch 1 from time domain
% all frequencies of ch 2 from time domain
%all frequency differences in time domain
%all phase differences in time domain
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count=1,
%z = input('Starting Point: );
for z = startpt:endpt

tp1=[];

tF1=[];

%% Read Data from File

comma = findstr(filename{z}, )

filepath = filename{z}(1:comma-1) %#0k<NOPTS>
[data,time,numchans,scanrate] = readdata(filepath);

%% FREQUENCY ANALYSIS Section

Gain=[100 100];

UF1=data(1,:)/Gain(1);
UF2=data(2,:)/Gain(2);
UF1=UF1-mean(UF1);
UF2=UF2-mean(UF2);

% Add pre-processing of Ng et al. Heart Rhythm 2006;3:1295-1305.
% Bandpass 40-250 Hz

% Sample rate is 10,000. Half of that is 5,000.

% For low cutoff of 40 Hz, want 40/5000.

% For high cutoff of 250 Hz, want 250/5000.

order = 3; %Order of filter

Whn = [40 250]/3000; %The bandpass from 40-250 Hz

[b,a] = butter(order,Wn);

offset=0; %To test whether the filter removes DC

X2=UF2+offset; %To test whether the filter removes DC

y = filtfilt(b,a,X2) ; %The bandpass from 40-250 Hz

rect=abs(y); % To rectify

[b,a] = butter(order,20/5000, Tow' ); %The lowpass from DC-20 Hz
F2 = filtfilt(b,a,rect) ; %The lowpass from DC-20 Hz

order = 3; %Order of filter

Whn = [40 250]/3000; %The bandpass from 40-250 Hz

[b,a] = butter(order,Wn);

offset=0; %To test whether the filter removes DC

X1=UF1+offset; %To test whether the filter removes DC

y = filtfilt(b,a,X1) ; %The bandpass from 40-250 Hz

rect=abs(y); % To rectify

[b,a] = butter(order,20/5000, Tow' ); %The lowpass from DC-20 Hz
F1 = filtfilt(b,a,rect) ; %The lowpass from DC-20 Hz

%Now, both V1 and V2 have been filtered into F1 and F2 as in Ng et. al
%%%%%%%%%% End of Ng Filtering %%%%%%%%%%%%%%

%Split data into subsections based on user preference
s=5; % Set to 5 for 2-second segments

sublength = floor(length(data(1,:))/s);
clear dataarrayl dataarray2
for i=1s
lowindex = (i-1)*(sublength)+1;
highindex = sublength*i;
if highindex > length(data)
highindex = length(data);
end
dataarrayl(i,:)= F1(lowindex:highindex);
dataarray2(i,:)= F2(lowindex:highindex);
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timeindex(i,:) = [lowindex highindex];
end

%Perform Analysis on subsections (now in matrix [length/s s] dimens.)

for i=1s

subtime = time(timeindex(i,1):timeindex(i,2));
Vhl=dataarrayl(i,:)/Gain(1);
Vh2=dataarray2(i,:)/Gain(2);

% Windowing Here on Vh1l and Vh2
Vh1 = Vhl.*hann(length(Vh1))’;
Vh2 = Vh2.*hann(length(Vh2))’;

% Calculate FFT
p=19;
Y1=fft(Vh1,2"p);
Y2=fft(Vh2,2"p);

%Power Spectrum
Pyyl = Y1.* conj(Y1) / 2™p;
Pyyl=Pyy1(1:(1+2%(p-1)));
Pyy2 = Y2.* conj(Y2) / 2™p;
Pyy2=Pyy2(1:(1+2"(p-1)));
Freq = scanrate*(0:(2"(p-1)))/(2"p);

%Phase Spectrum

%frequency axis

Ph1 = unwrap(angle(Y1)); %Angle is in radians. % Unwrap gets rid
% of jumps in consecutive angles in radians. It does not force

% angles to be in -2pi to 2pi!
Ph1l = Ph1(1:length(Freq));

Ph2 = unwrap(angle(Y2)); % Phase angles, can still exceed 2pi.

Ph2 = Ph2(1:length(Freq));
PhDiff = Ph2-Ph1;

%Get the desired values from the data
pointsper =length(Freq)/max(Freq);
Freql=Freq(ceil(pointsper)+1:length(Freq));
Pyy11=Pyyl(ceil(pointsper)+1:length(Pyyl));
Pyy21=Pyy?2(ceil(pointsper)+1:length(Pyy2));
Phasel=Phl(ceil(pointsper)+1:length(Phl));
Phase2=Ph2(ceil(pointsper)+1:length(Ph2));
peakindex1=find(Pyyll==max(Pyy11));
peakindex2=find(Pyy21==max(Pyy21));
peakfreql = Freql(peakindexl);
peakfreq2 = Freql(peakindex2);

peakdiff = peakfreql-peakfreq2;
freqdiffs = [freqdiffs peakdiff];
freqs = [freqs peakfreql];
freqs2 = [freqs2 peakfreq2];

peakheightll = Pyyl1(peakindex1l);
peakheight22 = Pyy21(peakindex2);
peakheightl12 = Pyyl1(peakindex2);
peakheight21 = Pyy21(peakindex1l);
pl1l = cuttopi(rem(Phasel(peakindexl),2*pi));

% In -pi to +pi because the rem brings it into -2pi to 2pi,

% and the cuttopi brings it into -pi to pi.
p22 = cuttopi(rem(Phase2(peakindex2),2*pi));
pl12 = cuttopi(rem(Phasel(peakindex2),2*pi));
p21 = cuttopi(rem(Phase2(peakindex1),2*pi));

phtll = [pht11 peakheight11];

% Scaled freq axis
% Power Spectrum

% Phase angles
% MAX peak

% DF in Channel 1
% DF in Channel 2

% DF differences

% Ch1l Magnitude at DF1
% Ch2 Magnitude at DF2
% Ch1 Magnitude at DF2
% Ch2 Magnitude at DF1
% Ch1l Phase at DF1.

% Ch2 Phase at DF2
% Chl Phase at DF2
% Ch2 Phase at DF1

% Ch1l Mag at DF1



pht22 = [pht22 peakheight22];
pht12 = [pht12 peakheight12] ;
pht21 = [pht21 peakheight21] ;

phdl = p11-p21;
phd2 = p12-p22;
%But this difference can exceed -pi to pi.

%S0 do cuttopi again to bring it into -pi to pi.

phdl = cuttopi(rem(phd1,2*pi));
phd2 = cuttopi(rem(phd2,2*pi));
phasediffl = [phasediffl phdl];
phasediff2 = [phasediff2 phd2];

clear Pyyll Pyy21 Pyyl Pyy2 Freq Y1 Y2

end

%% TIME DOMAIN ANALYSIS
Gain=[100 100];

% Ch2 Mag at DF2
% Ch1l Mag at DF2
% Ch2 Mag at DF1

% Phl - Ph2 at DF1.
% Phl - Ph2 at DF2.

% Phase diff at DF1
% Phase diff at DF2

Vhl=data(1,:)/Gain(1); %Has length 100,000, i.e., all 10 seconds.
Vh2=data(2,:)/Gain(2); %
for j=1:5 %Getting Rid of Drift in Channel 1

sectionstart = length(Vh1)/20+(j-1)*length(Vh1)/5;

sectionend = length(Vh1)/20+(j-1)*length(Vh1)/5+length(Vh1)/10;

Y(j)=mean(Vh1(sectionstart:sectionend));
X(j)=time(length(Vh1)/10+(j-1)*length(Vh1)/5);
end

splinedbase = pchip(X,Y,time);

Vh1=Vh1l-splinedbase;

Vh1=Vhl-mean(Vhl);

for j=1:5 %Getting Rid of Drift in Channel 2

sectionstart = length(Vh2)/20+(j-1)*length(Vh2)/5;
sectionend = length(Vh2)/20+(j-1)*length(Vh2)/5+length(Vh2)/10;

Y (j)=mean(Vh2(sectionstart:sectionend));
X(j)=time(length(Vh2)/10+(j-1)*length(Vh2)/5);
end

splinedbase = pchip(X,Y,time);

Vh2=Vh2-splinedbase;

Vh2=Vh2-mean(Vh2);

%Now filter per Ng.
% Channel 2

order = 3; %Order of filter

Whn = [40 250]/3000; %The bandpass from 40-250 Hz

[b,a] = butter(order,Wn);

offset=0; %To test whether the filter removes DC

X2=Vh2+offset; %To test whether the filter removes DC

y = filtfilt(b,a,X2) ; %The bandpass from 40-250 Hz

rect=abs(y); % To rectify

[b,a] = butter(order,20/5000, Tow' );

Vh2=filtfilt(b,a,rect) ; %The lowpass from DC-20 Hz
% Channel 1

order = 3; %Order of filter

Whn = [40 250]/3000; %The bandpass from 40-250 Hz

[b,a] = butter(order,Wn);

offset=0; %To test whether the filter removes DC

X2=Vhl+offset; %To test whether the filter removes DC

y = filtfilt(b,a,X2) ; %The bandpass from 40-250 Hz

%The lowpass from DC-20 Hz



rect=abs(y); % To rectify
[b,a] = butter(order,20/5000, Tow' ); %The lowpass from DC-20 Hz
Vhi=filtfilt(b,a,rect) ; %The lowpass from DC-20 Hz

% NOW, BOTH V1 AND V2 HAVE BEEN FILTERED AS DONE BY Ng ET AL.
% Here it was done to each subsegment separately.

Vh1=Vh1-min(Vh1(1000:(length(Vh1)))); %Make the minimum past 1000
Vh2=Vh2-min(Vh2(1000:(length(Vh2)))); %samples be zero for each Chan.
%~ Calculate time between indices:
dt = (time(length(time))-time(1))/length(time); %dt=seconds/point.
% Find Peaks
threshold1 = max(Vh1(1000:(length(Vh1))))/4; %% Thresholds
threshold2 = max(Vh2(1000:(length(Vh2))))/4;
peakarrayl = find(Vh1>threshold1); %VH1 INDICES THAT EXCEED THRESHOLD

peakarray2 = find(Vh2>threshold2);

%Filter electrodes to only take peaks that have width >= 1ms
%Channel 1
i=1;
keeparrayl1=[];
while i<length(peakarrayl)
=0;
while peakarrayl(i)==peakarrayl1(i+j+1)-(j+1)
=ity
if (i+j+1)>length(peakarrayl)
break
end
end
if j>=10 && (i+j+1)<length(peakarrayl) % Peak Width 1 (10 points)
maxpeak = i-1+find(Vh1(peakarrayl(i):peakarrayl(i+j))==max(
Vhil(peakarrayl(i):peakarrayl(i+j))));
%INDEX OF peakarrayl WHERE VH1 IS MAXIMUM W/I FILTERING WIDTH
keeparrayl(length(keeparrayl)+1)=peakarrayl(maxpeak);
%INDEX OF Vh1l WHERE JUST MAXIMA OF Vh1l W/l FILTER WIDTH LOCATED
end
i=i+j+1;
end

%Channel 2
i=1;
keeparray2=[];
while i<length(peakarray?2)
j=0;
while peakarray2(i)==peakarray2(i+j+1)-(j+1)
=ity
if (i+j+1)>length(peakarray?2)
break
end
end
if j>=10 && (i+j+1)<length(peakarray?2) % Peak Width 2 (10 points)
maxpeak = i-1+find(Vh2(peakarray2(i):peakarray2(i+j))==max(
Vh2(peakarray2(i):peakarray2(i+j))));
keeparray2(length(keeparray2)+1)=peakarray2(maxpeak);
end
i=i+j+1;
end

% Figure to show peaks found on top of data plot
peakspikel = zeros(1,length(Vh1));
for i=l:length(keeparrayl)
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peakspikel(keeparrayl(i))=1;
end
peakspikel=peakspikel*max(Vh1l);

figure;

subplot(2,1,1);
plot(time,Vh1,time,peakspikel);
title( ‘Time Data' )

ylabel( '‘Channel 1 - mV' )

peakspike2 = zeros(1,length(Vh2));
for i=1l:length(keeparray?2)
peakspike2(keeparray2(i))=1;
end

peakspike2=peakspike2*max(Vh2);

subplot(2,1,2);
plot(time,Vh2,time,peakspike?2);
ylabel( ‘Channel 2 - mV' )
xlabel( Time (s)' )

%End of figure

peakarrayl = keeparrayl; %ARRAY OF INDICES of Vh1l
peakarray2 = keeparray?2; %(ditto for Vh2
peakdiffs1=diff(peakarrayl*dt); % PEAK DIFFS IN SECONDS

%peakdiffs1 SHOULD BE THE TIMES BETWEEN PEAKS, IN SECONDS
%THEIR LENGTH IS ONE LESS THAN LENGTH OF peakarrayl
peakdiffs2=diff(peakarray2*dt);

timefreqs = [timefreqs 1./peakdiffsl]; % SHOULD BE IN HZ
timefreqs2 = [timefreqs2 1./peakdiffs2];

% Finding centers of intervales
for i=l:length(peakarrayl)-1
centerl(i) = (peakarrayl(i)+peakarrayl(i+1))/2;
end
for i=1l:length(peakarray2)-1
center2(i) = (peakarray2(i)+peakarray2(i+1))/2;
end

% Finding closest center for channel 2 to channel 1.

for i=1l:length(centerl) % DO THIS FOR EACH INDEX of a center IN centerl
a = centerl(i); % a IS AN INDEX OF Vh1.

b = abs(center2-a);

matchtol(i) = find(b==min(b)); % closest center 2 index to a

¢ = center2(matchtol(i)); % c is an index of Vh2

centerdiff=(a-c)*dt; % Time difference of centers

aveint = (peakdiffs1(i) + peakdiffs2(matchtol(i))) / 2;

tp1(i) = (centerdiff / aveint) * 2 * pi; %NOW PHASE DIFF IN RADIANS
%the rem would bring it into -2pi to 2pi, and the cuttopi brings it
%into -pi to pi.

tp1(i) = cuttopi(tpl(i));

%% Difference in frequency (1/width1-1/width2)
tf1(i)=1./peakdiffs1(i)-1./peakdiffs2(matchtol(i));

end
totaltf = [totaltf tf1]; %all frequency diffs in time domain 1-2
totaltp = [totaltp tp1]; %all phase diffs in time domain 1-2
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clear centerl center2 matchtol peakdiffsl peakdiffs2
end

%% Plotting Histograms to Compare Time and Frequency Domains Analyses %%

figure(  'Position’ ,[100 100 800 650]); %I think this defaults as figure 1

barwidth = 0.7;

edges= 0:1:20;

subplot(6,6,1:2);

bar(edges,histc(timefregs,edges),barwidth, k)

% all frequencies of ch 1 from time domain

title(strcat( "Time Domain Analysis, Runs ' ,numa2str(startpt), R
num2str(endpt), o [filelist, ', 0<f<20HZ' );

ylabel(strcat( 'N=",num2str(length(timefreqs)), "Kept=" ,num2str(length(
timefreqs(find(timefreqs>0 & timefreqs<=20))),3)));

xlabel( 'Channel 1, Frequency (Hz)' );

xlim([0 20]);

a=ylim;

text(21,a(2)*0.8,strcat( ‘Mean=" ,num2str(mean(timefreqs(find(timefreqs>0
& timefreqs<=20))),3)));

text(21,a(2)*0.6,strcat( ‘Median=",num2str(median(timefreqs(find(
timefreqs>0 & timefreqs<=20))),3)));

text(21,a(2)*0.4,strcat( ‘StDev=",num2str(std(timefregs(find(timefreqs>0

& timefreqs<=20))),3)));

subplot(6,6,4:5);
bar(edges,histc(fregs,edges),barwidth, k)
%all frequencies of ch 1 in frequency domain

title(strcat( 'Frequency Domain Analysis, Runs ' ,numa2str(startpt), A
num2str(endpt)));

ylabel(strcat( ‘N="",num2str(length(freqs)), "Kept=",num2str(length(freqs(
find(freqs>0 & freqs<=20))),3)));

xlabel(  'Channel 1, Frequency (Hz)' );

xlim([0 20]);

a=ylim;

text(21,a(2)*0.8,strcat( 'Mean=",num2str(mean(fregs(find(freqs>0 &
freqs<=20))),3)));

text(21,a(2)*0.6,strcat( ‘Median=",num2str(median(freqs(find(freqs>0 &
freqs<=20))),3)));

text(21,a(2)*0.4,strcat( 'StDev="",num2str(std(fregs(find(freqs>0 &

freqs<=20))),3)));

subplot(6,6,7:8);

bar(edges,histc(timefreqs2,edges),barwidth, ko)

% all frequencies of ch 2 from time domain

ylabel(strcat( ‘N="",num2str(length(timefreqs?2)), "Kept=",num2str(length(
timefreqs2(find(timefreqs2>0 & timefreqs2<=20))),3)));

xlabel(  'Channel 2, Frequency (Hz)' );

xlim([0 20));

a=ylim;

text(21,a(2)*0.8,strcat( 'Mean=" ,num2str(mean(timefreqs2(find(
timefreqs2>0 & timefreqs2<=20))),3)));

text(21,a(2)*0.6,strcat( 'Median=",num2str(median(timefreqs2(find(
timefreqs2>0 & timefreqs2<=20))),3)));

text(21,a(2)*0.4,strcat( 'StDev=",num2str(std(timefreqs2(find(
timefreqs2>0 & timefreqs2<=20))),3)));

subplot(6,6,10:11);

bar(edges,histc(freqs2,edges),barwidth, K);

%all frequencies of ch 2 in frequency domain

ylabel(strcat( 'N="",num2str(length(freqs2)), "Kept=" ,num2str(length(
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freqs2(find(freqs2>0 & freqs2<=20))),3)));

xlabel(  'Channel 2, Frequency (Hz)' );

xlim([0 20));

a=ylim;

text(21,a(2)*0.8,strcat( 'Mean=",num2str(mean(freqs2(find(freqs2>0 &
freqs2<=20))),3)));

text(21,a(2)*0.6,strcat( 'Median=",num2str(median(freqs2(find(freqs2>0 &
freqs2<=20))),3)));

text(21,a(2)*0.4,strcat( 'StDev=",num2str(std(freqs2(find(freqs2>0 &

freqs2<=20))),3)));

diffedges = -20:2:20;

subplot(6,6,13:14);

%totaltf = abs(totaltf); % TO GET MAGNITUDES OF THE DIFFERENCES
bar(diffedges,histc(totaltf,diffedges),barwidth, k)
% All freq diffs in time domain 1-2 for paired nearest

% centers closest to each centerl

ylabel(strcat( 'N="",num2str(length(totaltf)), "Kept=" ,num2str(length(
totaltf(find(totaltf>=-20 & totaltf<=20))),3)));

xlabel( 'Peak Difference 1-2, Frequency (Hz)' );

xlim([-20 20]);

a=ylim;

text(22,a(2)*0.8,strcat( ‘Mean=",numz2str(mean(totaltf(find(totaltf>=-20
& totaltf<=20))),3)));

text(22,a(2)*0.6,strcat( ‘Median=",num2str(median(totaltf(find(totaltf>=
-20 & totaltf<=20))),3)));

text(22,a(2)*0.4,strcat( 'StDev=",num2str(std(totaltf(find(totaltf>=-20

& totaltf<=20))),3)));

subplot(6,6,16:17);

%freqdiffs = abs(freqdiffs); % TO GET MAGNITUDES OF THE DIFFERENCES

bar(diffedges,histc(freqdiffs,diffedges),barwidth, K

%all frequency differences in frequency domain 1-2

ylabel(strcat( 'N="",num2str(length(freqdiffs)), "Kept=" ,num2str(length(
freqdiffs(find(freqdiffs>=(-20) & freqdiffs<=20))),3)));

xlabel( 'Peak Difference 1-2, Frequency (Hz)' );

xlim([-20 20])

a=ylim;

text(22,a(2)*0.8,strcat( ‘Mean=",num2str(mean(freqdiffs(find(freqdiffs>=
(-20) & freqdiffs<=20))),3)));

text(22,a(2)*0.6,strcat( 'Median=",num2str(median(freqdiffs(find(
freqdiffs>=(-20) & freqdiffs<=20))),3)));

text(22,a(2)*0.4,strcat( 'StDev=",num2str(std(freqdiffs(find(freqdiffs>=
(-20) & freqdiffs<=20))),3)));

%9%6%%%%%% %%
%Phase difference plots

factor = 180/pi; %TO CONVERT FROM RADIANS TO DEGREES

barwidth = 0.7;

phedges =-180:18:180;

xcor = ((21/20)*180); %puts text just right of the phase graph

phasedl = phasediffl * factor; %NOW PHASE IS IN DEGREES.

% phase 1 - phase 2 at DF1 in frequency domain

subplot(6,6,22:23); %

bar(phedges,histc(phasedl,phedges),barwidth, K

ylabel(strcat( ‘N="",num2str(length(phasedl)), "Kept=",num2str(length(
phasedl(find(phased1>=(-180) & phased1<=180))),3)));

xlabel( 'Phase Diff 1-2 in FD at DF1, (degrees)' );

xlim([-180 180])
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a=ylim;

text(xcor,a(2)*0.8,strcat( ‘Mean=" ,num2str(mean(phasedl(find(phased1>=
(-180) & phased1<=180))),3)));

text(xcor,a(2)*0.6,strcat( ‘Median=",num2str(median(phasedl(find(phasedl
>=(-180) & phased1<=180))),3)));

text(xcor,a(2)*0.4,strcat( ‘StDev=",num2str(std(phasedl(find(phased1>=
(-180) & phased1<=180))),3)));

phased2= phasediff2 * factor; %NOW PHASE IS IN DEGREES.

% phase 1 - phase 2 at DF2 in frequency domain

subplot(6,6,28:29); %

bar(phedges,histc(phased2,phedges),barwidth, k)

ylabel(strcat( 'N="",num2str(length(phased2)), "Kept=" ,num2str(length(
phased2(find(phased2>=(-180) & phased2<=180))),3)));

xlabel( 'Phase Diff 1-2 in FD at DF2, (degrees)' );

xlim([-180 180])

a=ylim;

text(xcor,a(2)*0.8,strcat( 'Mean=" ,num2str(mean(phased2(find(phased2>=(-
180) & phased2<=180))),3)));

text(xcor,a(2)*0.6,strcat( 'Median=",num2str(median(phased2(find(phased2
>=(-180) & phased2<=180))),3)));

text(xcor,a(2)*0.4,strcat( 'StDev=",num2str(std(phased2(find(phased2>=

(-180) & phased2<=180))),3)));

tottp=totaltp * factor; %NOW PHASE IS IN DEGREES AND IS CALLED tottp.
% all phase differences in time domain 1-2 for paired nearest
% centers closest to each centerl

subplot(6,6,19:20); %

bar(phedges,histc(tottp,phedges),barwidth, k)

ylabel(strcat( 'N="",num2str(length(tottp)), "Kept=" ,num2str(length(tottp
(find(tottp>=(-180) & tottp<=180))),3)));

xlabel(  'Phase Diff 1-2 in TD at center 1, (degrees)' );

xlim([-180 180])

a=ylim;

text(xcor,a(2)*0.8,strcat( ‘Mean=",num2str(mean(tottp(find(tottp>=(-180)
& tottp<=180))),3)));

text(xcor,a(2)*0.6,strcat( ‘Median=",num2str(median(tottp(find(tottp>=
(-180) & tottp<=180))),3)));

text(xcor,a(2)*0.4,strcat( 'StDev=",num2str(std(tottp(find(tottp>=(-180)

& tottp<=180))),3)));

%RELATIVE MAG OF POWER SPECTRUM AT ONE SIDE OF THE LESION MEASURED AT THE
%DOMINANT FREQUENCY OF THE OTHER SIDE OF LESION

relmag = pht21./pht11;

other = pht12./pht22;

relmag = [relmag other]; %both combined for single plot

magedges = 0:0.05:1;
xmax = 2;  %probably most are under 1
xcor = (21/20)*xmax;

subplot(6,6,25:26); %

bar(magedges,histc(relmag,magedges),barwidth, k)

ylabel(strcat( 'N="",num2str(length(relmag)), "Kept=" ,num2str(length(
relmag(find(relmag>=(0) & relmag<=xmax))),3)));

xlabel( 'Relative magnitude of spectrum at DF of other side' );

xlim([0 xmax])

a=ylim;

text(xcor,a(2)*0.8,strcat( ‘Mean=",num2str(mean(relmag(find(relmag>=(0)
& relmag<=xmax))),3)));

text(xcor,a(2)*0.6,strcat( ‘Median=",num2str(median(relmag(find(relmag>=

(0) & relmag<=xmax))),3)));
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text(xcor,a(2)*0.4,strcat( 'StDev=",num2str(std(relmag(find(relmag>=
(0) & relmag<=xmax))),3)));

disp( 'Analysis Completed )
disp([ 'Channel 1 Mean =
numZStr(mean(freqs(flnd(freqs>0 & freqs<=20))))]);
disp([ 'Channel 1 StDv =
numZStr(std(freqs(flnd(freqs>0 & freqs< 2000)D;
disp([ 'Channel 2 Mean =
numZStr(mean(frequ(flnd(freq32>0 & freqs2<=20))))D;
disp([ 'Channel 2 StDv =
numZStr(std(frequ(flnd(freq52>0 & freqs2<=20))))]);
disp([ 'Peak Diff Mean =
num25tr(mean(freqd|ffs(f|nd(freqd|ffs> (-20) & freqdiffs<=20))))]);
disp([ 'Peak Diff StDv =
num25tr(std(freqdlffs(flnd(freqdlffs> (-20) & freqdiffs<=20))))]);
disp( 'Time Domain:' );
disp([ 'Channel 1 Mean =
numZStr(mean(t|mefreqs(flnd(tlmefreqs>0 & timefreqs<=20))))]);
disp([ 'Channel 1 StDv =
numZStr(std(t|mefreqs(flnd(tlmefreqs>0 & timefregs<=20))))]);

disp([ 'Channel 2 Mean = num2str(mean(timefreqs2(find(timefreqs2>0 &
timefreqs2<=20))))]);
disp([ 'Channel 2 StDv =" num2str(std(timefreqs2(find(timefreqs2>0 &

timefreqs2<=20))))]);
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Il. Signal Morphology Analysis

%
% vfcorrtrun.m Sevan Abashian 2008-2009
%
% VERSION HISTORY: vfcorrtrun.m is the analysis program for the 2008
% morphology experiments data. It uses xcorr to find the delay and

% truncates the shifted signals before finding a correlation value.

%
% Need to select directory using the command window's current directory.

clear all ;
close all
format compact ;

figs = 0;

%% Read File

csvs = dir(fullfile(cd, *esv'o))
filelist=csvs(1).name;

st=strcat(cd, \" Sfilelist);

fid=fopen(st, ™)

i=0;

while feof(fid)~=1
i=i+1;
filename{i}=fgetl(fid);

end

fclose(fid);

filename' %#ok<NOPTS>

%Choose Files for Analysis
startpt=input( ‘Input file numbers and/or range: );

% Length of Time for Segment

ts = input( 'Input length of time segment: ' );
if isempty(ts)
ts=0.2; % Default for VF
end
allscorr = [];
alltcmax = [J;

for z = l:length(startpt)

clear chl ch2 data time
comma = findstr(filename{startpt(z)}, Yo
filepath = filename{startpt(z)}(1:comma-1);
disp(filepath)

% Get Data from filepath
[data,time,numchans,scanrate] = readdata(filepath);

%% ANALYZE FILE DATA
Gain=[100 100];
chl=data(l,:)/Gain(1);
ch2=data(2,:)/Gain(2);

[ch1,ch2]=vffilter(chl,ch2,time,scanrate);

% Begin sectioning data by "ts"
tstart = 1,
tend = find(time>=ts);
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tend = tend(1);
winstart=0.25; % Window for searching for xcorr max mag
i=1;

while tend < length(time)

% Take xcorr of segments and find maximum magnitude within winstart

c=xcorr(chl(tstart:tend),ch2(tstart:tend), ‘coeff );
csub=c(floor(winstart*length(c)):floor((1-winstart)*length(c)));
cmax=find(abs(csub)==max(abs(csub)));
cmax=cmax(1);
% Delay in index points
delay=cmax+floor(winstart*length(c))-length(ch1(tstart:tend));
% Calculate correlation value by aligning and truncating signals
if delay>=0
scorr(i)=abs(corr2(chl(tstart+delay:tend),
ch2(tstart:tend-delay)));
else
scorr(i)=abs(corr2(chl(tstart:tend-abs(delay)),
ch2(tstart+abs(delay):tend)));

end
tcmax(i)=abs(delay/scanrate); % Delay, in seconds
tbegin(i) = time(tstart); %#ok<*AGROW>

if (i+1)*ts <= max(time)
tstart = tend;
tend = find(time>=(i+1)*ts); % Next segment
tend = tend(2);
else
tend=length(time)+1;
end
i=i+1;
end
allscorr=[allscorr scorr];
alltcmax=[alltcmax tcmax];
end

%% Plot Results
numbins = input( ‘Number of bins: '
figure(  'Position’ ,[100,100,1000,800]);
while numbins >0
subplot(3,1,1)
edges=(1/numbins)*(0:numbins-1);
bincenters = edges + 0.5/numbins;
bar(bincenters,histc(allscorr,edges),1)

set(gca, 'XTick' ,[edges 1])
title([ '‘Max Cross-Correlation, Segment Size =" num2str(ts)
'Seconds' )

ylabel({[ 'Mean ="' num2str(mean(allscorr))];[ 'Std Dev ="
num2str(std(allscorr))]})

xlim([0 1])

y=ylim;

text(0.8,y(2)*0.8,[ ‘N =" num2str(length(allscorr))])

subplot(3,1,2);
for i=1:length(allscorr)
bin(i)=ceil(allscorr(i)*numbins)/numbins;
if bin(i)<=0
bin(i)=1/numbins;
end
end
boxplot(alltcmax,bin)
xlim([0.5 numbins+0.5])
xlabel( '‘Maximum Limit of Bin' )

71



ylabel({

subplot(3,1,3);

hist(alltcmax,numbins);

‘Time Delays' ;'By Bin'  })

title( "Time Delay at Max Cross-Correlation’ )
ylabel({[ 'Mean ="' num2str(mean(alltcmax))];[ 'Std Dev ="
num2str(std(alltcmax))]})
y=ylim;
text(max(alltcmax)*0.8,y(2)*0.8,[ ‘N =" num2str(length(alltcmax))])
numbins = input( ‘Number of bins: ' ;
end
disp( 'N=' num2str(length(allscorr))])
disp([ 'Mean Xcorr =" num2str(mean(allscorr))])
disp([ 'StndardDev =" num2str(std(allscorr))])
disp([ 'Mean Delay =" num2str(mean(alltcmax))])
disp([ 'StndardDev =" num2str(std(alltcmax))])
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Il TED Pacing Analysis

%
% pacecorr.m Sevan Abashian 2008-2009
%
% VERSION HISTORY: pacecorr.m is the analysis program for the 2008 pacing
% experiments data. It finds the peak TED after a stimulus.

%x * *% * * * * *% * * *

%Need to select directory called First 10 exp using the

%command window's current directory.

clear all ;
close all
format compact ;

%% Choose & Read File

group = input( 'Which group of data? (Pre=1, Post=2) ' );
if group==1
csvs = dir(fullfile(cd, *Pre*.csv' ));
else
csvs = dir(fullfile(cd, *Post*.csv' );
end

filelist=csvs(1).name;
st=strcat(cd, \" filelist);
fid=fopen(st, o),

i=0;

while feof(fid)~=1
i=i+1;
filename{i}=fgetl(fid);

end

fclose(fid);

filename' %#0k<NOPTS>

%Choose Files to Analyze

startpt=input( 'Input start file number: ' );
endpt = input( ‘Input end file number: ' );
if endpt==1]; %#ok<BDSCA>

endpt = startpt;
end
allpeakdiff = [;

% For every file chosen run the following
for z = startpt:endpt

tp1=[];

tF1=[];

comma = findstr(filename{z}, )

filepath = filename{z}(1:comma-1);
if group==1
filepath2 = [ \PREADblation\' filepath];
else
filepath2 = [ \POSTADblation\' filepath];
end

% Get Data from filepath
[data,time,numchans,scanrate] = readdata(filepath2);

%% ANALYZE FILE DATA
Gain=[100 100 100 100];
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chl=data(1,:)/Gain(1);
ch2=data(2,:)/Gain(2);
ch3=data(3,:)/Gain(3);
chl=chl-mean(chl);
ch2=ch2-mean(ch2);
ch3=ch3-mean(ch3);

% Find Trigger Upstrokes
d3dt = diff(ch3);
spikes=find(d3dt>max(d3dt)/2);
trigger=oneshot(spikes);

for i=1:length(trigger)-1
s=ch2(trigger(i)+150:trigger(i+1)-10);
avgs(i)=mean(s);
end

baseline = mean(avgs);

posneg=[]; % Positive or Negative Peak
peakdiff=[]; % Time Difference Upstroke to Peak
plcorr=[];

p2corr=[];

nrows = ceil(length(trigger)/10);
for i=1:length(trigger)-1
%New Figure every 50 plots
if rem(i,50)==1
figure;
end

if trigger(i) > 200
t1=trigger(i)-200;

else
t1=trigger(i);

end

t2=t1+scanrate*0.150; % 250 ms window

if t2>length(time)
t2=length(time);
end

%Individual Plot
subplot(5,10,rem(i-1,50)+1)
plot(time(t1:t2),ch2(t1:t2),time(t1:t2),ch3(t1:t2)/

max(ch3(t1:t2))*max(ch2)/2)
xlim([time(t1) time(t2)])
ylim([min(ch2) max(ch2)])
set(gca, 'YTickLabel' )
set(gca, 'XTickLabel' 1)
title(num2str(time(tl)))

samp=ch2(trigger(i)+(0.03*scanrate):trigger(i+1)-(0.002*
scanrate))-baseline;

sampdec = decimate(samp,5);

sampdiff = diff(sampdec);

sampmax=find(sampdiff==max(sampdiff));

sampmin=find(sampdiff==min(sampdiff));

% Find max value of sample
% Find min value of sample

% To find samppeak, the highest mag of [sampmax sampmin]

if sampdec(sampmax(1))>abs(sampdec(sampmin(1)))

samppeak = sampmax(1);

posneg(i)=1; %#ok<*AGROW>
else

samppeak = sampmin(1);

posneg(i)=0;
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end
peakdiff(i)=(samppeak*5+(0.03*scanrate)-1)/scanrate; %Delay from trigger

if i<length(trigger)-1
sl=samp;
s2=ch2(trigger(i+1)+150:trigger(i+2)-10)-baseline;
[s1,s2]=zeropad(sl,s2);
plcorr(i)=corr2(s1,s2)"2; %Corr the sample with next sample
end
if i<length(trigger)-2
s3=ch2(trigger(i+2)+150:trigger(i+3)-10)-baseline;
[s1,s3]=zeropad(sl,s3);
p2corr(i)=corr2(s1,s3)"2; %Corr the sample with the i+2 sample
end
% Sets tick mark locations to trigger and response times.
set(gca, ‘XTick' ,[time(trigger(i)) time(trigger(i)+99+samppeak)]);
end

allpeakdiff=[allpeakdiff peakdiff];

disp([filepath ' Peak Delay Mean =" num2str(mean(peakdiff))
' StdDev ="' num2str(std(peakdiff))])
plcorr = [plcorr 0];

p2corr = [p2corr 0 0];

% Histogram of Peak Delays

figure;

subplot(4,1,1)

hist(peakdiff,20)

x=xlim;

y=ylim;

text(0.75*(x(2)-x(1))+x(1),0.75*(y(2)-y(1))+y(1),strvcat([ N+ ="
num2str(length(find(posneg==1)))].[ '‘N-="
num2str(length(find(posneg==0)))])); %#0ok<VCAT>

title([ 'Peak Delay Histogram - filepath])

xlabel( 'Time Difference between Upstroke and Peak’ )

ylabel( '‘Occurences’ )

% Scatter Plot of peak delays
subplot(4,1,2)
cC=1
S=1;
peaktime=time(trigger(1:end-1));
pospeak=[];
postime=[];
poscount=1;
negpeak=[];
negtime=([];
negcount=1;
for i=1l:length(posneg) % Sorting Positive & Negative Peaks
if posneg(i)==1
pospeak(poscount)=peakdiff(i);
postime(poscount)=peaktime(i);
poscount=poscount+1;
else
negpeak(negcount)=peakdiff(i);
negtime(negcount)=peaktime(i);
negcount=negcount+1;

end
end
plot(postime,pospeak, 'or' ,negtime,negpeak, "*b' , 'MarkerSize' 4)
% scatter(time(trigger(1:end-1)),peakdiff,4,C,"*")
title( 'Peak Delay Over Time'
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ylabel( 'Peak Delay (s)' )
legend( 'Positive’ , 'Negative' )
orient landscape

subplot(4,1,3)

plot(time(trigger(1:end-1)),plcorr);

ylabel( 'R-Squared' )

title( ‘Correlation between Excitation (i) and (i+1)'

subplot(4,1,4)
plot(time(trigger(1:end-1)),p2corr);
ylabel( 'R-Squared' )
title( 'Correlation between Excitation (i) and (i+2)'
xlabel( Time (s)' )
end
disp([ 'Overall Peak Delay Mean =" num2str(mean(allpeakdiff))
' StdDev ="' num2str(std(allpeakdiff))])
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APPENDIX C: ANOVA STATISTICAL ANALYSIS
ANOVA results for TED pacing in VF. Independent variables diste Class. For
FREQ, pacing frequencies of 5-12 Hz listed. OUTCOME desctimeablation state of the
heart (Pre- or Post-Ablation). HEART represents which fromchviieart the recording
originated. DELAY is the dependent variable.

The GLM Procedure

Class Level Information

Class Levels Values
FREQ 12 567 7.588.599.510 10,511 12
OUTCOME 2 12
HEART 3 123
Number of Observations Read 15384
Number of Observations Used 15384

19:30 Hednesday, July 1, 2009 2
The GLM Procedure
Dependent Variable: DELAY DELAY

Sum of

Source DF Squares Mean Square F Value Pr >F
Hodel 13 3.03901227 0.23377017 315.36 <.0001
Error 15370 11.39357863 0.00074129
Corrected Total 15383 14 .43259090

R=Square Coeff Var Root MSE DELAY Hean

0.210566 40.09153 0.027227 0.067911
Source DF Type 111 S8 Mean Square F Value Pr >F
FREQ 10 1.48773028 0.14877303 200.70 €.0001
OUTCOME 1 0.02171450 0.02171450 29.29 <.0001
HEART 1 0.00160113 0.00160113 2.16 0.1417

The final table details the results of the ANOVA analysis shguwhe dependency of
the DELAY variable on each of the independent variables. Both FREKDUTCOME are
shown to have highly probable dependency (p <0.0001). From which heacibrding

came is not as statistically significant (p = 0.1417).
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