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ABSTRACT
GREGORY P. DUSEK: Dalily to Yearly Variations in Rip Current Activlyer
Kilometer Scales
(Under the direction of Dr. Harvey Seim)
Rip currents are seaward directed jets of water that originate neaesttbfrequently
occur along many U.S. beaches. Rip currents are well known to be the number-one
public safety risk at the beach, yet there are research voids, palgicul@gard to rip
current forecasting. This dissertation seeks to describe the factorsltreice the daily
to yearly variations in rip current activity and provide the statisticas fasa
probabilistic rip current forecast model. First, an open-source toolbox to pantes
analyze directional wave spectra from Acoustic Doppler Current PrafA&€Ps) is
presented. The toolbox, Doppler Profiler Waves Processing toolbox (DPWP), proves to
be a flexible alternative to the instruments’ proprietary software and praxodgsarable
performance. DPWP processes all ADCP data used in this dissertation. Second, an
analysis of historical rip current rescue data collected by KllilHills (KDH) Ocean
Rescue on the Outer Banks of North Carolina from 2001 to 2009 is described. This
analysis suggests that rip currents are most likely when there arsitpmgeant wave
heights, a shore-normal wave direction and at low tidal elevations. Thegqeegdwo
swells increased the likelihood of rescues when there were largeddés between the
mean directions of each swell. Alongshore location is important, as the southerin half

KDH tends to be more favorable to hazardous rip occurrence than



northern KDH. Third, daily variations in observed rip intensity are relatede field
and surf zone bathymetry features. Rip intensity was found to increase salbgtant
when the daily averaged significant wave height exceeded about 0.7 m, and these increa
gradually as the significant wave height approached 2 m. Rip intensity wdeuwatsl to
be greatest at locations where there were substantial surf zone bars tanwdejath (~
0.5 m) over 50 m alongshore. Lastly, a probabilistic rip current forecast madehied
using rip current observations and a logistic regression formulation. Given argaitof
predictor variables, the probabilistic model predicts the likelihood of hazardous rip
current occurrence (0 to 1). Using rip current rescues to indicate hazaplousent
occurrence the probabilistic model has a Brier Score of 0.15 (0 is perfect prediction)
compared to a minimum Brier Score of 0.45 for the present National WeathereServi
(NWS) Weather Forecast Office model. The change in score reprasgris

improvement in prediction for the probabilistic model compared to the NWS model.
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CHAPTER 1

INTRODUCTION

Rip currents are relatively narrow, seaward directed jets of water ietade in
the surf zone. Often incorrectly referred to as “rip tides”, rip curreattharnumber one
cause for rescues and drownings at the beach in the United States. Overdkeguies
there have been on average over 20 reported rip related drownings and over 30,000
reported rip rescues each year in the Ua8v.usla.org. Despite these statistics rip
currents are relatively poorly understood by the beach going public and attempts to
forecast rip currents, to inform the public of the possible risk, remain fairjlisti.
Perhaps the primary reason for this is a lack of scientific research fgpauslarge scale
variations in rip current activity. Although rip currents have been studied extgnsive
over the past 20 years, there is very little research regarding rgmtaantivity over large
spatial (> 1 km) and temporal (days to years) scales. An understanding ofeigt curr
variations over these large scales is essential if we wish to acgymagdict the
likelihood of rip currents occurring at different locations along the coastiired least a
daily basis. This dissertation will focus on determining the relationship betwgsicaih
processes and large scale variations in rip current activity, and quantifigng

relationship to create a probabilistic rip current forecast model.



1.1 Scientific Background

Rip currents are surf zone currents that are typically 10s of meters wide and
extend 100 m or more offshore with velocities generally 1 m/s or less, although
occasionally in excess of 2 m/s (MacMahan et al., 2006). Rip currents can bky visual
identified by surf zone regions without breaking waves, and are often charatchsrize
foam or sediment laden water that forms a cloud or “rip head” just outside therseirf z
(Figure 1.1). Rip currents were first observed scientifically in 1941 (Shepakd e
1941), with the first complete theoretical description provided in 1969 (Bowen, 1969;
Bowen and Inman, 1969).

Rip currents are dynamically forced by alongshore variations in r@uistiess
resulting from varying wave heights alongshore. Radiation stress is deditieel a
transport of wave-induced momentum (Longuet-Higgins and Stewart, 1964). Following
Holthuijsen (2007), for a stationary first order approximation, the cross-staatiemgrin

radiation stress, g IS balanced by the hydrostatic pressure gradient:

d —.dp
B _ e ¥ (1.1)
dx dx

wherep is the density of seawateyjs gravitational acceleratiod,is the still water depth

andr_y is the change in mean water level. Essentially, a negative cross-athaten

stress gradient results in a positive hydrostatic pressure gradienthareamse in water

level (i.e. a set-up). A negative cross-shore radiation stress gradient slooaward of
where waves first start to break (i.e. the outer surf zone) and largemuyeakres result
in a correspondingly more negative cross-shore radiation stress gradient. fQaus, la

breaking waves result in a greater set-up or higher water level in the sur



Figure 1.1 Arip current can be seen in center of the photograph, identified by the
region without breaking waves and foam transported outside of the surf zone.

zone compared to smaller breaking waves. Alongshore variations in breaking wave
heights then result in a gradient of the alongshore set-up (e.g. HI-LOW-Hipibes a
flow of water from the regions of large breaking waves to the regions of smalles
and drives rip current circulation.

Since alongshore differences in the breaking wave height are the pdinvaryof
rip currents, the characteristics of the nearshore wave field and tidaicewdl
significantly impact rip current occurrence and intensity. Numerous obiseiat

studies have determined that there is an increase in rip currentyaatiditntensity with

increasing wave height (Brander, 1999; Brander and Short, 2000; MacMahan et al., 2005)

and as wave incidence approaches shore-normal (Engle et al., 2005; Svendsen et al.,
2000). Additionally, rip current activity increases as tidal elevation dexs¢Bsander

and Short, 2000; Engle et al., 2002; MacMahan et al., 2005; Scott et al., 2009). Rip



currents tend to be more intense at low tide when there is increased breakiting cuef

zone bar and the water level may be low enough over the surf zone bar that return flow
within the surf zone is directed towards rip channels, strengthening rip tptefibe

relation of wave period with rip currents is less certain. Although studies hggested

that the occurrence of strong rip currents increases as wave period in(Erage®t al.,

2002; Scott et al., 2009), the relationship is not conclusive. When two swells are present,
the resulting bi-modal wave field can cause crossing wave trains neamshmte may

be a mechanism for forming a hazardous rip current. Crossing wave tramshoem to
cause rip currents in lab studies (Fowler and Dalrymple, 1991).

The surf zone bathymetry also plays a significant role in rip currenttgcti
Although there are ways to generate rip currents from purely hydrodyfantiing (e.g.
crossing wave trains) (Dalrymple, 1978; Fowler and Dalrymple, 1991; Johnson and
Pattiaratchi, 2004), rip currents are often associated with alongshore ugrialtiie
bathymetry and more specifically in the surf zone bar (Brander, 1999; Bramdi&hort,
2000; Haller et al., 2002; MacMahan et al., 2005). Generally, rip current actillityewi
more significant in areas of a prominent surf zone bar, as alongshore variatiogs |
height of the bar will drive variations in the breaking wave height, which is thamyrim
mechanism for rip current formation (Bowen, 1969; Dalrymple, 1978; Haller et al.,
2002). The idealized bar morphology conducive for rip current generation is an
alongshore uniform bar with breaks or rip channels, leading to relatively lardgnigrea
waves over the bar, and smaller breaking waves in the channel. It is important to note
that this idealized morphology probably rarely occurs, rather the surf zosgrurure is

often much more complex in both the alongshore and cross-shore direction. Although it



has been shown that small alongshore variations in the bathymetry (1 in 300 alongshore
variation) can lead to rip current circulation (MacMahan et al., 2008), the akpads

that strong or hazardous rip currents are more commonly driven by large alongshore
variations in bar morphology (e.g. breaks bisecting the bar; Brander, 1999).

There is a strong morphodynamic relationship between the surf zone bar, system
rip current activity and the local wave conditions (Brander, 1999; Brander ang Short
2000). It has been shown that immediately following a large wave eventizelgla
alongshore-uniform bar is developed on the outer boundary of the surf zone (van
Enckevort and Ruessink, 2003; van Enckevort et al., 2004). As wave energy decreases,
the bar migrates towards shore, developing alongshore non-uniformities (van Ehckevo
et al., 2004). These non-uniformities often consist of rip channel type features and thus
rip current activity will often be greater in the days following larggevavents. The
extent of the wave event will in part determine whether there is full or jpaset of the
bar. For relatively large events, an alongshore-uniform bar will develop, and non-
uniformities may take a week or more to fully develop (van Enckevort et al., 2004).
However, a partial reset of the bar (i.e. not to a fully alongshore unifore) staty occur
under moderate wave events, in which non-uniformities will be significanediately
following the wave event (Garnier et al., 2008). The non-uniformities (i.e. an aloagshor
varying bar with rip channels) thus provide the mechanism for rip circulaticniloss

previously.



1.2 Rip Current Forecasting

Due to the many variables involved with generating a rip current, acciprate r
current prediction is difficult (Calvete et al., 2007). An accurate forecatryis a
valuable resource for public outreach and thus there has been an effort over tive past
decades to create a viable rip current forecast model. Lushine (1991) west the f
attempt rip prediction when he analyzed the relationship of drownings due toraptsur
in southeast Florida to a variety of meteorological and oceanographic desand.
determined that rip current drownings were well correlated with inagasnd speed,
shore-normal wind direction, increasing wave height and low tide. He used histeesults
aid in the creation of an empirical rip current forecasting or prediction indiexi cal
LURCS (LUshine Rip Current Scale), in which various inputs (wind speed and direction,
wave height, tide) were assigned a numerical value and added together rasaltiipg
current risk assessment. For example, 15 kt onshore winds, a 3 ft wave height and low
tide would result in a category 5 risk, or a high likelihood for strong rip currents.
Lascody (1998) performed a similar analysis as Lushine, but in east ¢dotidé and
with rip current lifeguard rescues instead of drownings, thus providing a mgeh tkata
set. In addition to re-affirming that rip currents were correlated to thie gight, low
tide, wind speed and wind direction, Lascody found that wave period was also a factor
and that rip currents were more likely during instances of long period swell §> 12 s
Thus, Lascody formulated the ECFL (east central Florida) LURCS indeghvidilowed
a similar method as Lushine’s LURCS, but with the addition of swell period atoa. fa
Four years later, Engle et al. (2002) performed additional analysésgufdrd rescue

data in east central Florida and made further changes to the ECFL LURRS kuge



et al. found that wind speed and direction were not an important factor in determining rip
current likelihood, but rather that the wave field (peak period, peak direction and height
and the tide were the most accurate indicators of hazardous rip activity. Thodifiadn
ECFL LURCS index utilizing these factors was created and succedsdickytested.

The modified ECFL LURCS index (or a slight variation) is the rip current
forecasting method predominantly used today by National Weather Servicg) (NW
Weather Forecast Offices (WFOs). The Newport/Morehead City WFO Ipdesnmanted
a form of the ECFL LURCS forecasting index with some success; howevecctivacy
of the NWS WFO model has been hindered by a lack of observations assessing the
impact of physical factors on hazardous rip current occurrence over largs Gpatm)
and temporal (days to years) scales. The index method and categorical output of the
NWS WFO model also has inherent functional limitations, for example, the output of a
three-category forecast compared to a fully continuous probabilistic modele Thes
limitations suggest significant opportunity for improving the forecastesy currently in
place and that any substantial improvements would require a deviation fromdéetpre

forecast index approach.

1.3 Dissertation Layout

Although the dynamics of rip currents are fairly well understood, much of the
scientific research detailed above has focused on a singular rip systeiralawesly
short timescales (< 1 month). This leaves uncertainty regarding which gtfgsiors
most influence the occurrence of rip currents over large spatial (> 1 km) goorém

scales (days to years). This lack of understanding has prevented signifjganvieament



in the accuracy of the present rip current forecast models, which are one of the
mechanisms for public awareness of hazardous rip current conditions. Thus, éimere is
impetus to better understand the physical processes driving large scaleityp @ct

more importantly those driving large-scale hazardous rip activity (i.euriprgs intense
enough to pose a safety risk to bathers). This dissertation seeks to determine the
relationships between physical processes and large scale variationsuimeaty activity,
and to utilize these relationships to create a probabilistic rip current$oracdel. The

layout of the dissertation is as follows:

Chapter 2: Evaluation of an open-sour ce directional wave spectral toolbox applied
to Doppler profiler data

As rip currents are highly dependent on the wave field, observational wave data is
an essential part of rip current research. Some of the wave data utilized in thi
dissertation were collected using Acoustic Doppler Current Profiler€@d),
instruments deployed on the sea floor that use sound waves to measure the wave field.
As the ADCPs output their data in binary code, computer software is needed tddransla
the binary code into water level data, to directional wave spectra and eventuallyeto w
spectral statistics (e.g. significant wave height, peak period and mearodixrec
Although there exists proprietary software to process the binary output, the claged na
of this software is potentially limiting. Thus an open-source spectral toolbdekas

created to process the binary output from ADCPs and is detailed in this chapter.

Chapter 3: Analysisof rip current rescues at Kill Devil Hills, North Carolina



Lifeguards at Kill Devil Hills, a 7.5 km stretch of beach on the Outer Banks of
North Carolina, have recorded the time and location of every rip current rescue made
from 2001 to 2009. During this time, hourly wave and tidal data is available at the
nearby U.S. Army Corps of Engineers Field Research Facility. Theéaessdata set
includes 741 observations of rip rescues and over 20,000 hourly observations of the wave
field and tidal elevation. Assuming that a rip rescue indicates hazardousreiptcur
occurrence, this data set has been used to determine what wave field and tidahsondit
favor hazardous rip current activity. In part, the results of this researcliéi@renined
that significant wave height, mean direction and directional spread contolnije t

current activity.

Chapter 4: Theinfluence of the wave field and surf zone bathymetry on daily
variationsin rip current intensity

In addition to the rip rescue record, lifeguards at Kill Devil Hills perforhest)
surf zone observations in the summer of 2008 and 2009 to determine the occurrence and
relative intensity of rip currents near their lifeguard chair. In conaéntthese
observations, bi-hourly wave field observations were collected by two ADCRs in t
region and cross-shore beach and surf zone profiles were collected at sevemslocat
throughout the summers of 2008 and 2009. These data were used to develop probability
distributions of rip intensity for various wave field statistics and toeelptintensity to
surf zone bathymetry profile metrics. In addition, since the interpretati@scie data
is complicated by the number of people in the water, the lifeguard observatiordeprovi

an unambiguous and continuous data record of rip current occurrence and intensity.



Chapter 5: A probabilisticrip current forecast model

A probabilistic rip current forecast model is developed from lifeguard riprdurre
observations using a logistic regression formulation. Given a set of input predict
variables, the probabilistic model predicts the likelihood of hazardous rip current
occurrence (0 to 1). The inclusion of each predictor is determined through both a
physical and statistical basis. The predictors utilized in the model inclyd@csint
wave height, vector mean wave direction, tidal elevation, and if the forecast acaurs i
72-hour post- wave event window. A hindcast of the probabilistic model demonstrates
improved performance compared to the present NWS WFO forecast model. Using rip
current rescues to indicate hazardous rip current occurrence the probabdidéichas a
Brier Score of 0.15 (0 is perfect prediction) compared to a minimum Briee $€0c45
for the NWS model. The change in score represents a 67% improvement in prediction

for the probabilistic model compared to the NWS model.

Chapter 6: Conclusions and futureresearch

Dissertation conclusions are presented along with a number of researcbnguesti

that remain to be addressed.
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CHAPTER 2
EVALUATION OF AN OPEN-SOURCE DIRECTIONAL WAVE SPECTRAL
TOOLBOX APPLIED TO DOPPLER PROFILER DATA

2.1 Introduction

Collecting accurate measurements of nearshore directional waves is I étua
many applications, from sediment transport (e.g. Boon et al., 1996) to evaluatimg wa
models (e.g. Gorman et al., 2003). Recently the use of acoustic Doppler devices has
become a popular choice for measuring directional wave data in shallow waeethay
are portable, simple to use and relatively inexpensive. Two of the more comm®oftype
these devices are the Nortek AWAC (Acoustic Wave And Current sensor) andihe TR
(Teledyne RD Instruments) ADCP (Acoustic Doppler Current Profiler).

There have been numerous studies validating the performance of both the AWAC
(e.g. Siegel et al., 2004; Pedersen and Lohrmann, 2004) and the ADCP (e.g. Hoitinik and
Schroevers, 2004; Jeans et al., 2003; Rorbaek and Andersen, 2000, Strong et al., 2000;
Work and Bystrom, 2005) through comparison to more traditional pressure or buoy-based
accelerometer directional wave measurements. In addition, the perforaidhee
ADCP and AWAC in providing wave measurements have been compared against each

other, generally with favorable results (Birch et al., 2004). However, in much of the



previous work the comparisons were made using the proprietary software of each
company.

Two recent publications have demonstrated the effectiveness of ADCP directional
wave measurements without the use of the proprietary software. Hoitink et al. (2007)
developed a linear filtration technique to remove turbulence and noise from the along-
beam radial velocity measurements and determined that with or without thisoiiltthe
frequency spectra generated from ADCP measurements compared fatmRatgwell
Waverider buoy spectra. Herbers and Lentz (2010) determined that generally the
directional spectra resultant from ADCP along-beam radial velocityurerasnts
agreed favorably with Waverider spectra. They found that during low energy coaditi
noise levels in the radial velocity data lead to directional spread measisdiased
high, however that frequency spectra and measurements of mean directiononegitea
when compared to the Waverider estimates.

In both of these publications the authors utilized their own independent
processing methods to analyze the ADCP data. This enabled them to determihererhy
may be inaccuracies in the spectra generated from ADCP measuranctatowed
them to make modifications to the processing methods to improve the quality of their
results. This flexibility would be impossible for those utilizing just the pregoye
software. Although the authors of the aforementioned publications have developed a
method for processing ADCP data, there is no open-source code publically available t
process ADCP directional wave measurements. Thus, a majority of usersadetdor
rely on the proprietary software to process their data. Not only can the clogedafa

the proprietary software be potentially limiting, but also the proprietdtyare for each
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device is limited to a particular hardware platform and can limit the mammgrich
real-time data systems can be configured.

To address the need for an independent processing scheme an open-source
Doppler Profiler Waves Processing toolbox (DPWP) has been created. This toolbox
utilizes a similar processing scheme for both the AWAC and ADCP raw data and
generates wave spectra within MATLAB® utilizing a modified version otdloéox
DIWASP (Directional Wave Spectra Toolbox; Johnson, 2002). DIWASP has been used
effectively to process Datawell Waverider buoy data into directional sjgeetra (Cruz
et al., 2007), however the ability of DIWASP to generate directional wave sfrectra
ADCP or AWAC data has not been demonstrated.

The purpose of this paper is to validate the DPWP toolbox as an affective
alternative to the proprietary software when processing ADCP or AWAQidimat
wave measurements and is organized as follows. First a description of thesingce
scheme is presented. Then, a month long data sample from the 8m pressure array in
Duck, NC is used to validate DPWP compared to an independent processing scheme
created by the Army Corps of Engineers Field Research Facility. ArPAD&ted
within the array permits a comparison of the directional wave spectraagghéom
ADCP p-u-v-w range and along beam radial velocity measurements to the spectra
generated from the 8m array. Finally, the DPWP toolbox is applied to the Nortek AWAC
and a side-by-side comparison between the ADCP and the AWAC located at Bogue

Banks, NC is made using DPWP.
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2.2 Data Processing M ethods
2.2.1 Description of processing scheme

The toolbox we have developed to process raw data from either the ADCP or
AWAC currently employs a two-step process (Figure 2.1). The initial stiepformat
the raw binary data output from either the ADCP or the AWAC using a progratenwrit
in Python. For either the ADCP or the AWAC this code accomplishes a similataoal
convert the raw binary data to a format compatible with the second step in theipgocess
For both instrument platforms the input data can be either a single hourly sample or a
long stream of samples, and can be either waves data alone or interleavedneave
currents data. The second step of processing is completed in MATLAB® and includes
the generation of directional wave spectra utilizing a modified version of th&ABRN
wave spectral toolbox (Johnson, 2002). In addition to the output of a directional wave
spectrum, the DIWASP toolbox provides a graphical representation and information
about the spectrum (significant wave height with confidence intervals, peak period,
direction of peak period and dominant direction). See Appendix A for a more detailed

description of the processing scheme and a link to the code repository.

2.2.2 Data inputs

For the analysis of the ADCP directional wave spectra, three sepaeateplds
are utilized: pressure andv-wvelocities, along-beam range to surface, and the along-
beam radial velocity measurements. Although the record lengths vary, both ADEPs us
in the study were deployed with similar options (Table 2.1). In each casefgrveave

sample, the ADCP output pressure measurements, along-beam range medsaeme
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Specmultiplot
(matlab}

Figure 2.1 A flowchart of the processing scheme used by thepl Profiler Wave:
Processing Toolbox. Processing steps (ovals) ihdPyand MATLAB and dat
inputs/outputs (rectangles) are indica

alongbeam radial velocity measurements sampled at 2THeu-v-wvelocities wire
calculated by combining all fo along-beam velogitmeasurements at each of - bin
heights. The range data was transformed to suel@sation measurements
accounting for the beam angle and distance frorAID€P to the horizontal locatic
where the beam intersects the oceans surfaceradla \elocities are the direct alo-
beam velocity measurements at ebeam (four total) and each bin (fitetal) location
for a total of 20 radial velocity measurents. Each beam from the upper tt bins

(unless the top bin has excessive bad data poa total of 12 radial velocity inputs, &

utilized in DIWASP when generating the directiospéctra. In each case the outlier
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bad data points outside of four standard deviations of the mean were removed from the

raw data time-series.

Table 2.1 A list of the hardware and user options selected for the
ADCPs and AWAC used for the study
Bogue Pier Bogue Pier

FRF ADCP ADCP AWAC

RDI Workhorse | RDI Workhorse | Nortek AWAC
Model Sentinel Sentinel w/ AST
Frequency 1200 kHz 1200 kHz 1000 kHz
Firmware 16.21 16.28 1.17 AST
Bin Size 0.5m 0.5m 0.5m
No. of Bins | 30 50 20
Blanking
Dist. 1.05m 1.05m 0.40m
Ping
Frequency 2 Hz 2 Hz 2Hz /AST - 4Hz
Records per
Burst 4096 2400 2048
Time of 34.13 min (per | 20 min (per 17.07 min (per
Burst hour) hour) hour)

For each data-type a transfer function is used to relate the measuremsedito a
surface elevation following linear wave theory (Hashimoto 1997, sec 9.2). Thkarngres
transfer functiorH is given by:

coshk2)

H k, ,9 = )
(k0 @.0)= 18 k)

(2.1)

and theu-v-wtransfer functions are respectively:

coshk2) sing

COSNKD) 9 H.(k.w,6) = o

H,(K,®,0)=0— -
sinh(kd) sinh(kd)

sinh(k2)

H,(k®68)=-io—
sinh(kd)

2.2)
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wheredis the wave propagation directian=2xf or the angular frequency/£
frequency in Hz)p is the fluid densityg is gravitational acceleratioh,is the scalar
wave numberz is the elevation from the bottom adds the water depth. The along-
beam radial velocity transfer function was added to DIWASP when it wiaslettin
DPWP. The radial velocity transfer function is given in by:

exp{ikr sina cos@ — )}

sinhkd (2.3)
Jcosh{k(r cosa + 2)}sin a cos@— f) —i sinh{k(r cosa + z)}cos«]

H. (Ko, 0)=w

where the polar coordinates @f,f,r) representing the beam angle from the vertical, th
horizontal axis angle of the beam sample cell,thechlong-beam distance to the sample
cell respectively. For the range data no trarfsfiection is needed since it is a direct
measure of the surface elevation.

In addition, a low and high frequency cut-off appked to the radial velocity
transfer function to prevent very low (< 0.05 Hagehigh frequency (> 0.4 Hz) noise
from being disproportionately represented in theadferred surface elevation spectrum:

H_,(f <0.050)=H_,(0.050) and H_,(f <0.400)=H_,(0.400). (2.4)

Cut-off values were chosen since on the east cbalse U.S. a majority of
surface gravity wave energy will be found withi@®Hz to .40 Hz. Additionally, the
presence of infragravity motions at low frequenglgsitink et al., 2007) and excessive
noise at high frequencies (Herbers and Lentz, 2640Yeduce the quality of both the

frequency and directional spectra.
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2.2.3 Spectral Estimation Technique

The frequency spectrum of the water’s surf&&@), is generated from the auto-
spectra of the chosen data input by applying tesfer functionH. A directional
spreading functiork, is estimated and applied to the frequency spéctgenerate full 2-
d (2 dimensional) directional spect@(f,/). Two of the directional spectra estimation
methods available within the DPWP toolbox are zeili: the Iterative Maximum
Likelihood Method (IMLM) and the Extended Maximunntéopy Principle Method
(EMEP).

The IMLM was initially developed by Pawka (1988)inprove upon the
Maximum Likelihood Method or MLM (Capon, 1969). I@&an-Shay and Guza (1984)
present an alternative method of computing thaiivez term in the IMLM. The initial
MLM estimation of the directional spreading functjdor a given angular frequency)(

and wave numbek] is of the form:

£ ko) - D{ii X ()H, (0, 6)H, (K, 0, 0) eXpAKI(X, — %) GO+ (y, ym)sine}]
. 2.5)

whereN is the number of “sensors” or in the case of tRCR, the number of

measurement locationX (o) is the inverse of the cross spectral matrix ldfidw, 6)

is the transfer function. The valuesxaindy represent the horizontal location of the
“sensor” andD is a proportionality constant to ensure the carirgegrated energy

density. For a givek andw the IMLM algorithm is defined as:

EIiMLM (0) = Elil\;iM (0)+&(0), (2.6)
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where ¢ (0) is the modification to the i-1 iteration. In DPVERIefault value of 50
iterations was chosen to assure that the solutmrdisufficiently converge. In the
DPWP IMLM code, the modification term is a sliglariation to the formulations
provided by either Pawka (1983) or Oltman-Shay@noda (1984) and is defined as:

& = 7[{ B O~ Tay O} + AT (O)-Tus 9], 2.7)
whereT,, ,, (9) is the MLM spectral estimate calculated from thess-spectral matrix
reconstructed fronk, ", (9) and whereT, 1, (9) is the previous MLM spectral estimate.
The values of anda represent variable parameters that affect theergewnce rate of
the IMLM estimate. For the DPWP code the origwvellies provided in DIWASP
version 1.1 were chosep = 0.1).

Some changes were made to the original IMLM funrctvithin DIWASP to
improve the results, most notably when utilizing &kDCP radial velocity measurements.
Due to high noise levels in the radial velocity m@@mentsT,, ,, (9) often estimated
negative values that became increasingly negatithreeach iteration, yielding an
unusable directional spectrum. This responseefltLM when dealing with
measurements with high noise levels or contaminattderrors has been previously
documented (Hashimoto, 1997). The negative esgrrasult from an inaccurate
calculation of the inverse of the reconstructedsfepectral matrix when performing the
iterative MLM estimation. To improve the resulfgloe inversion some pre-conditioning
is performed on the cross-spectral matrix and grored inversion technique is applied.
Additionally, any negative values IRy, ,, (9) are adjusted to O to avoid poor estimation

of the ¢ (#) modification term (following WAFO toolbox; Brodtkb et al., 2000).
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The EMEP was developed by Hashimoto et al. (18®#nprove upon and
increase the flexibility of the Maximum Entropy Reiple Method (MEP; Kobune and
Hashimoto, 1985). The EMEP extends the MEP taneltwr input of a large number of
mixed instrument measurements (e.g. ADCP radialoitgi measurements). The

formulation of the EMEP is as follows:

exp{i {a,(@w)cosnd + bn(a))sinne}}

n=1
ol

wherea,(w) andb,(w) (n =1,...,N) are unknown parameters &his order of the

E(0]w)=

, (2.8)
{a,(@)cosnd + b, (w)sinnd} }d&’

n=1

model. For the DPWP a value of N=50 is used tarasthat the optimal model order is
achieved. The EMEP code will iteratively estimite spreading function until order 50
or until the optimal order is reached. If the cangtion becomes unstable a control
parameter is included to under-relax the computgfimr a complete description see

Hashimoto et al, 1994).

2.2.4 Spectral Statistics and Error Metrics
The spectral statistics calculated to assess ttierpgance of DPWP include
significant wave height, peak period, mean directiad directional spread. Significant

wave height, approximated byyklis defined as:
H ~H,_ =4Je, (2.9)
wheree is the total spectral energy and equates to:

e= [[G(f,0)dodf , (2.10)
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Peak period is defined as:

Tp =1, (2.12)
wheref, is the interpolated peak frequency using a thi@etgparabolic fit to the 1-d
spectral peak. Mean wave direction is the vecteamwave direction (as in Hanson et

al., 2009) defined as:

0= tan{%j , (2.12)
where:
— 1 :
smé?——e”G(f,H)smHaHaf , (2.13)

— 1
cosezéﬂG(f,e)cosHaHaf. (2.14)

The directional spread, is calculated for the 2-d directional spectrunuiiket
al., 1988; O'Reilly et al., 1996). It can be approated by:
o=[21-m)"?, (2.15)
where:
m=(a® + b*)"* (2.16)
anda andb are the two lowest Fourier coefficients for a giveequency of the

directional distribution of wave ener@(4f) such that:
a(f) = [*"docosaG(9] ) andb(f)= [ dosindG(9] 1). (2.17)

Following Hanson et al. (2009) the metrics useduantify error are bias, root-

mean-squared (RMS) error and scatter index (SKifprificant wave height, peak period
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and directional spread and angular bias and circalaelation for mean direction. In

addition, normalized error metrics were computed.

2.2.5 Confidence Limits
A calculation to estimate the 95% confidence iraésor frequency spectra and
significant wave height is included in DPWP. Tlegckes of freedom are calculated
using an effective number of data pointsNoffor each time series (Emery and Thomson,
2004).
N

N = — (2.18)
{ Y PP, (1) + pxy(r)pyx(r)}

T+-0

wherep represents the normalized cross- or auto-covagifuntction for some lag
OnceN’ is calculated for all time series pairs, nmatrix of sizeXSis
generated wher8is the number of time series. The average obfhdiagonalN’
matrix quantities is calculated and used in ed.9Rto calculate the equivalent degrees of

freedom (Emery and Thomson, 2004).
Dey = w(N" /M)S (2.19)

wherew is the window constant aiM is the half-width of the window. The confidence
bounds are calculated assuming that the true frexyuspectrunG(f) must fall within the

following interval:

D:L(f)<6(f)<

1-/2,Dq A al2,0y

B4C05 5
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Where é(f) is the estimated frequency spectrum arids the chi-square value for a

particulare andDeq and e is representative of the @100% confidence level.

2.3 Validation of DPWP Processing

To determine the effectiveness of the DPWP toolbexdesirable to validate
DIWASP and the DPWP toolbox through a statisticahparison of a time series of
spectra utilizing an independent data source. éftopm this analysis we have chosen to
utilize data collected from an ADCP and the 8m gues array located at the Army Corps
of Engineers Field Research Facility (FRF) in DUdK,. The array has been used for
generating directional wave spectra for over 20yaad is considered among the most
robust and accurate directional wave data avail@ldeg and Oltman-Shay, 1991). The
ADCP is a 1200kHz Workhorse Sentinel (Table 2.tated within the 8m array. The
first step in the validation of DPWP processingpisise DPWP to process 8m array data
using both the IMLM and EMEP methods and compagadisults to the output from the
FRF’s own independent processing scheme (Long amddja, 1994). Following this
analysis the ADCP data processed by DPWP and TiedeldiDI’'s proprietary Wavesmon
software will be compared to the processed 8m ataty to determine the validity of the
ADCP DPWP processing method. When utilizing Wavasnthe default options are

used in each instance.

2.3.1 DPWP processing of 8m array data
The 8m pressure array consists of 15 pressure gaoggted in 8m of water and

about 900m offshore. Four consecutive 2048-sepooiiles are recorded at 2 Hz,
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providing a record of 16384 points every 3 houFee FRF processes and generates their
directional wave spectra using their own softwaasdd around an IMLM estimation
method. A complete description of this method leariound in Long and Atmadja

(1994). The FRF processing uses a directionalutgn of 2 degrees and a frequency
resolution of 0.00977 Hz with minimum and maximuaitues of 0.0444 Hz and 0.3179

Hz respectively. The DPWP processing options siela directional resolution of 2
degrees, a frequency resolution of .01 Hz goinf@o01 Hz to 0.4 Hz and a Fast

Fourier Transform (FFT) window size of 256. Datdlected from Feb 1, 2007 to Feb

27, 2007 has been processed to validate and corigBPWP EMEP and IMLM

methods.
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Figure 2.2 Time series plots showing a data comparison betweeBm array data
processed by the FRF and the same data proces&deMif?. From top to bottom the
plots are: significant wave height, peak periodaméirection and directional spread.
The significant wave height for the FRF spectralvgays within the 95% confidence
limits of the DPWP measurement (not drawn due aatg).

A visual analysis of the time series plots of tigmsicant wave height, peak

period, mean wave direction and directional spgtkrally show very good agreement
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between the FRF and DPWP processed spectra (RAg)reSince the application of
either the EMEP or IMLM method only effects theaditional spectra, they are only
shown in the mean direction and directional sprdats.

The significant wave height is nearly identicaltiighout the time series with a
maximum difference of only .06 m. The wave heighthe FRF method is never outside
of the 95% confidence levels of the DPWP wave hewgasurements. The plot of the
peak period shows good agreement for a majorityvad steps. The minor differences
can be predominantly attributed to differencemfrequency resolution between the
two processing methods. The more significant dmna seen are instances of a bimodal
wave field where the two spectral peaks are vaygecin height, however the absolute
peak is different in each processing method. Tbeqgh the mean direction shows very
good agreement between both the EMEP and IMLM miettith the FRF method, as
there is a maximum difference of only 7 degreewben the IMLM and the FRF
methods, and 11 degrees between the EMEP and FRi6ase There are slightly
greater differences evident in the time seriehefdirectional spread, especially when
considering the EMEP method. While the FRF andMMiethods both demonstrate
similar relatively tight directional spread (andhaximum difference of 8 degrees), the
spread for the EMEP method is consistently grestdroccasionally by as much as 15
degrees.

An example of the 1-d frequency and directionaktiee(Figure 2.3)
demonstrates the close similarities between the BRWH FRF processing methods for
the frequency spectra and the deviations in thextianal spreading that occur between

the various methods. The frequency spectra asesiarilar and the FRF spectrum is
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nearly always within the 95% confidence limits loé DPWP spectrum. Conversely,
while the IMLM directional spectrum is very similex the FRF spectrum, the EMEP
spectrum has energy distributed across all direatibins. This energy distribution
results in a depressed peak and an increasediolir@cspread measurement. The
increased spread measurements tend to occur nierecafring short period wave
conditions. Additionally, although this spreadimggatively impacts the quality of the

directional spectra for the EMEP method, the eftecbulk directional statistics is slight.
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Figure 2.3 Spectral plots for a 2 hour and 16 minute recasthfthe FRF 8m array in
February 2007. The plot on the left is the 1-daimnal spectra of the 8m array data
processed by the FRF, DPWP EMEP and DPWP IMLM. dlbeon the right is the 1-d
frequency spectra of the 8m array data processéaeblyRF and DPWP, as well as the
95% confidence limits for the DPWP spectra.
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Table 2.2 Frequency spectra error metrics resulting fromcthraparative statistical
analysis of each wave spectra data set collectde di SACE FRF.

ADCP
ADCP puvwvs | ADCP ADCP

8m DPWP | radial vs 8m rangevs WMON vs

vs8m FRF | 8m DPWP | DPWP 8m DPWP | 8m DPWP
Sig Wave Height
bias < 0.01 <0.01 -0.01 0.05 <0.01
RMS error 0.02 0.07 0.05 0.12 0.06
Sl 0.02 0.09 0.06 0.13 0.07
Norm bias >0.99 >0.99 >0.99 0.94 >0.99
Norm RMS error 0.98 0.93 0.95 0.87 0.93
Norm Sl 0.98 0.92 0.94 0.87 0.93
Peak Period
bias 0.01 -0.23 -0.11 0.03 -0.22
RMS error 1.63 1.45 1.51 1.46 1.84
Sl 0.21 0.19 0.19 0.19 0.24
Norm bias > 0.99 0.97 >0.99 >0.99 0.97
Norm RMS error 0.81 0.83 0.82 0.83 0.78
Norm Sl 0.79 0.81 0.81 0.81 0.76
Peak Period
(with bi-modal
pointsremoved)
bias -0.03 -0.07 0.02 -0.01 -0.18
RMS error 0.34 0.5 0.56 0.46 0.70
Sl 0.04 0.06 0.07 0.06 0.09
Norm bias > 0.99 >0.99 >0.99 >0.99 0.98
Norm RMS error 0.96 0.94 0.93 0.94 0.91
Norm Sl 0.96 0.94 0.93 0.94 0.91
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Table 2.3 Directional spectra error metrics resulting frdma tomparative
statistical analysis of each wave spectra dataaleticted at the USACE FRF.

ADCP ADCP
8m ADCP radial radial

8m DPWP | DPWP WMON |EMEPvs | IMLM vs

EMEPvs | IMLM vs | vs8m 8m 8m

8m FRF 8m FRF DPWP DPWP DPWP
Direction
angular bias -0.84 -1.27 4.13 3.46 2.81
Norm angular b >0.99 >0.99 0.98 0.98 0.98
Circular
Correlation > 0.99 >0.99 0.98 >0.99 0.98
Directional Spread
bias 4.92 -0.22 7.75 8.23 -1.64
RMS error 7.04 1.99 8.84 12.07 4.11
Sl 0.13 0.06 0.10 0.22 0.12
Norm bias 0.85 0.99 0.76 0.75 0.95
Norm RMS error 0.79 0.94 0.73 0.63 0.88
Norm Sl 0.87 0.94 0.90 0.78 0.88

ADCP ADCP ADCP

ADCP range puvw puvw

range IMLM vs | EMEPvs | IMLM vs

EMEPvs | 8m 8m 8m

8m DPWP | DPWP DPWP DPWP
Direction
angular bias 4.52 3.71 10.78 7.52
Norm angular b 0.97 0.98 0.94 0.96
Circular
Correlation 0.91 0.92 0.79 0.99
Directional Spread
bias 25.71 26.88 30.09 -0.37
RMS error 27.55 28.69 34.53 5.32
Sl 0.17 0.17 0.27 0.17
Norm bias 0.22 0.18 0.09 0.99
Norm RMS error 0.16 0.13 <0.01 0.84
Norm Sl 0.83 0.83 0.73 0.83
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The results from the above error analysis (Tabl2s@d 2.3) show that the
DPWP processing method provides an accurate depicfithe wave field in nearly
every regard. For the 2 output values calculateah the frequency spectra (significant
wave height, peak period) the computed bias ismmahand can be considered
insignificant given the resolution of the outputues. The bias for the mean direction is
also minimal for both the EMEP and IMLM methodswewer when considering the
spread the EMEP method shows a tendency to bedbiegle as was evident in the time
series plot. The Sl and RMS error computed forsigaificant wave height indicate very
good agreement, as their normalized values of &8&ery close to 1 (perfect
correlation). In addition the circular correlatifmr the mean direction is 0.99 for both
the EMEP and IMLM, which depicts nearly perfectedtional correlation between the
different processing methods. The peak period stemwne variability between the
DPWP and FRF methods, as the values for the nareth$! and RMS error are 0.79 and
0.81 respectively. This difference is indicatividlge instances of bimodal wave fields as
mentioned above.

There are numerous instances in the data recorcevifnere is a bimodal wave
field with both a low and high frequency peak. Rore of the instances (out of 224 data
points) the peaks are very close in magnitude aot processing method indicates a
different peak as the max value. When these instare removed from the data record
(Table 2.2, bottom), both the Sl and RMS error dase by about a factor of 4 and both
normalized values improve to 0.96.

The above analysis demonstrates that within alsnmeaabin of error, the DPWP

toolbox, using both the EMEP and IMLM estimationtheals, is an accurate indicator of
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the directional wave field. However, the IMLM mbg optimal due to its more

constrained directional spread.

2.3.2 Comparison of the ADCP and 8m array spectra

We next validate the ADCP observations processed) I3PWP against the
processed 8m array spectra over the same 1 momgipteriod in February 2007. The
TRDI Wavesmon processed ADCP data is also inclinléiais comparison. Since the
ADCP at the FRF samples for 34 minutes while thea®ray samples for 2 hours and 16
minutes, we have shortened the 8m array recotaketdirst 34 minutes sampled of every
3 hour period. The 8m array data is processed WB®vith the IMLM method utilizing
the same options in DPWP as used in the previocalysis, which includes a directional
resolution of 2 degrees, a frequency resolutiol®bfHz going from 0.01 Hz to 0.4 Hz
and a Fast Fourier Transform (FFT) window size5#.2DPWP is used to process the
three available types of ADCP data: radial velesitipressure andv-wvelocities, and
the range to surface measurements. With all tthaéee types both the EMEP and the
IMLM methods are used to estimate the directiopa¢ading. The ADCP data is
processed with the same DPWP options selectetiéd®rn array.

The error metrics calculated when comparing thedettional wave spectra of
each processing option to the 8m array spectraestigdhich DPWP directional
estimation method and ADCP data types are supefibe. error metrics suggest that all
ADCP data types provide frequency spectra of smojlality (Table 2.2). The radial
velocity data ang-u-v-wdata have essentially no bias in significant wasght (less

than 0.01 m in each case) or in peak period oreéitmodal points are removed (less
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than 0.1 seconds in each case). Additionally thkSRerror and Sl values are fairly low
for the significant wave height and peak periotbath data types. The radial velocities
achieve an RMS error of 0.07 m and Sl of 0.09 lergignificant wave height and 0.5
seconds and 0.06 respectively for the peak perlduk pressure angtv-w velocities
achieve similar values of an RMS error of 0.05 rd an Sl of 0.06 for the significant
wave height and 0.56 seconds and 0.07 for the peaéd. Both data types also perform
at least as well in these regards when compartetd/avesmon output. Furthermore,
when a visual analysis of the 1-d frequency spestpgrformed the 8m array spectra
nearly always fall within the 95% confidence limasboth the radial velocity arnalu-v-
w spectra (Figure 2.4). These results indicatedltaér of these data types provide an
adequate measure of the frequency spectra and enaglile options when processing
ADCP data. The range data performance is sinoléne other data types when
calculating the peak period, however the significaave height estimates tend to be
slightly biased high (0.05 m) and with a higher R&t®r (0.12 m). The bias for the
range data is most significant in low energy caodg and suggests that there may be

complications with the range beam accurately réfigaoff the surface during these

conditions.
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Figure 2.4 Spectral plots from a 34 minute record from the&@nay and co-located
ADCP at the FRF in February 2007. The plot onl¢ffieis the 1-d frequency spectrum of
the 8m array data and the DPWP radial velocity.ddtze plot on the right is the 1-d
frequency spectrum of the 8m array data and the BPW-v-w data.
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The metrics quantifying the error in the directsiatistics for the 2-d spectra
more clearly identify which ADCP data type and direnal estimation method is
optimal. Out of all three data types (radial, mnmgu-v-w) the radial velocity inputs
provide the most accurate measurements of the diezstion (Table 2.3). The radial
data processed via EMEP achieves normalized vafu@®8 and 0.99 for the angular
bias and circular correlation respectively with tkieM radial reaching 0.98 for both
measures. These results are inline with the Tale®DI Wavesmon software, which
also has values of 0.98 for both measures. Ther didita types and processing methods
generally perform only slightly worse in regardtean direction, with the exception of
the p-u-v-winputs with the EMEP method which has poor circatarelation (0.79)
suggesting that the EMEP method may not be wekkddor thep-u-v-winputs.

The radial velocity data inputs also perform wetlem comparing measurements
of the directional spread. The EMEP radial speateaslightly less constrained
directionally than the 8m array with a bias of §@d®s and an RMS error of 12 degrees.
The IMLM radial spectra are more constrained diogetlly than the 8m array, achieving
a bias of -1.6 degrees and an RMS error of 4 degre&€he IMLMp-u-v-wspectra
performed similarly to the IMLM radial velocity spiea in regard to directional spread.
However, the EMEP-u-v-wprovided the least constrained directional spedted! data
type and estimation method pairings, again sugigshiat the EMEP method is not well
suited for thep-u-v-wdata input.

The range data provide spectra with significantBager directional spread than
the 8m array measurements in most instances, dsahés greater than 25 degrees for

both the IMLM and EMEP method. The directionalesat is especially large for the
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range data during instances of relatively longgqueand thus large wavelength waves
(Figure 2.5). In these instances the directiopalitthe estimate often breaks down due
to the limited aperture of the surface elevatiomsueements relative to the wavelength.
The aperture diagonally along the surface of the&CR[array can be calculated using the
depth (8 m) and the angle of the beams (20 defyramsvertical). This relationship
indicates that the aperture will be 72.8% of thptdewhich in 8 m water depth gives an
aperture width of 5.8 m. The range data ofters f@lprovide adequate directional

resolution when the period of the waves exceedset@nds. The wavelengtlof a 12

g/i tanh%h) , Withh=8 m,T=12 s is 102 m. Thus,

second wave, given by =T >
adequate directional resolution is unlikely withga observations when the aperture
becomes 6% or less of the wavelength, or simii&tlye depth is less than about 8% of
the wavelength. The range data generally provadezhsonable directional spread once
the wave period was at or below 9 seconds with chiesults when the period was
between 10-12 seconds. Therefore, a good estimttat the range data is valid when
the depth is equal to or greater than 11% of theeleagth.

An analysis of the directional error metrics indesathat the radial velocity
measurements are the optimal ADCP data type td inpuDPWP to achieve accurate
and directionally constrained spectra. In addjttbe IMLM method appears to
outperform the EMEP method when utilizing either théial velocity or the-u-v-wdata
types, most notably in regard to directional spre@lis assessment is verified by time
series plots of the bulk statistics of the IMLM raldrelocity spectra compared to the 8m

array DPWP spectra (Figure 2.6). All four specstatistics (significant wave height,

peak period, mean direction and spread) of the IMhBMal velocity spectra compare
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very closely to the 8m array spectra. The sigaiftovave height is nearly identical, and
always within the 95% confidence limits. The peakiod is very similar except for the
instances of bimodal seas as referenced earliee. nfean direction and spread are also
very close, with the mean direction of the ADCPc$etending to be slightly biased
from the south and the spread being slightly Ieas the 8m array spectra. Although the
EMEP processed radial velocity data and the IMpM-v-wdata also compare favorably
to the 8m array spectra, the metrics and time s@t@s suggest that the IMLM radial
velocity pairing is optimal and thus is the defaquribcessing option selected for the

DPWP toolbox.

180

m? Hz 1 deg'1 m? Hz 1 deg'i

Figure 2.5 Plots of the 2-d directional spectra from a 34 remacord from the FRF
ADCP in February 2007. Shown are polar plots efADCP range data (left) and the
ADCP radial velocity data (right) via the DPWP IMLMRadial coordinates are
frequency in Hz.
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Figure 2.6 Time series plots showing a data comparison betweeBm array data
processed by DPWP and co-located ADCP data pratégsBPWP using the IMLM
with radial velocity inputs. From top to bottom thiets are: significant wave height,
peak period, mean direction and directional spr&ad.significant wave height for the

8m array and ADCP spectra are always within the 86#6idence limits of each other
(not drawn due to clarity).
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2.4 Extending the toolbox to the Nortek AWAC

To examine the applicability of the toolbox to thertek AWAC a test was
performed at Bogue Pier located at Bogue Banks, NGlortek AWAC was installed
near a permanent ADCP for about 1 month beginnmg August 2007. The AWAC
data was processed with both DPWP and the Nortéék@ave software and a portion
of the data was compared to spectra generatedtherADCP output.

The Nortek AWAC collects data for wave spectra imcinthe same way as the
ADCP. The notable difference is that the AWAC ugse angled beams to collect
radial velocity data, and one vertical beam use@fange-to-surface measurement or
what Nortek refers to as Acoustic Surface Tracki8T) (Nortek AS, 2004). The
AWAC and ADCP configuration is documented in Tablé. The AWAC data is

processed through DPWP using both the EMEP and IM&fuination methods and using
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the Nortek Quickwave software. For the comparis@CR data is processed using the
IMLM and radial velocity data. The first step ofglanalysis is to perform a statistical
comparison of the AWAC data processed using the BRYdIbox to the data processed
through Nortek Quickwave. Then, the AWAC data pssed through DPWP will be
compared to the ADCP data processed through DPWEh&iIMLM radial velocity

options.

2.4.1 AWAC data processed through Nortek QuickwadeDPWP

The significant wave height, peak period and mesectton formed using the
DPWP processing compares favorably with those fdraseng Nortek Quickwave
processed spectra (Figure 2.7). The significameweaeight measurements for DPWP
and Quickwave are nearly identical and always withe 95% confidence limits. The
peak period also compares well with the exceptica small number of instances where
there are bimodal seas similar to those shown puely in ADCP spectra. The mean
direction from the IMLM and EMEP methods visuallyngoare closely with Quickwave,
although the EMEP method shows slightly more demmefiom the Quickwave data than
the IMLM method. The directional spread displayes tmost variability between
processing methods as the DPWP EMEP spread is gteateboth the IMLM and
Quickwave spread throughout almost the entire peréeod. The DPWP IMLM method
generally has a tighter spread than Quickwave siggesuperior performance.

A statistical analysis confirms the visual assesgroéclose agreement between
the data types with the exception of the direcliepaead. Using the Nortek Quickwave

data as truth, the significant wave height measargsndemonstrate negligible bias of
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less than 0.01 m with an RMS error of 0.02 m andf®L02. As expected, the bias,
RMS error and Sl values are all larger for the peakod due to the instances of a
bimodal wave field with multiple spectral peaks gamin magnitude. For the 589 data
points in this record, there are 25 instanceslofreodal wave field where the DPWP
processing indicates a different peak than Quicleva¥hen these values are removed,
the normalized RMS error and Sl values of .80 afdegpectively improve to 0.94 and

0.94 for DPWP compared to Quickwave.
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Figure 2.7 Time series plots showing a data comparison betweeNortek AWAC data
processed by Quickwave and DPWP. From top to bothenplots are: significant wave
height, peak period, mean direction and directiepatad. The significant wave height
for the Quickwave spectra is always within the 9&8nfidence limits of the DPWP
measurement (not drawn due to clarity).

The values of mean wave direction and directiops¢ad for the EMEP and
IMLM method are somewhat different. Similar to WieCP comparison, the IMLM

method appears to give a better indication of nu@attion and directional spread with

the AWAC data. The angular bias of -2.52 degreesiie IMLM is slightly better than
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the -3.21 degrees calculated for the EMEP, and earobsidered negligible due to the 4
degree directional resolution used by Quickwavke @ircular correlation of 0.98
calculated for the IMLM is also slightly better thdoe value of 0.92 for the EMEP.
Additionally, the directional spread measuremehtsasthe largest difference between
the two methods as the IMLM is 11 degrees biasedtio@re constrained than
Quickwave) while the EMEP is 17.6 degrees biaseld {le&ss constrained than
Quickwave). These facts are also demonstratdukiplots of the individual spectra
(Figure 2.8). The directional spectra generateauigh the IMLM method are generally
more constrained directionally than that of the EMBethod.

The statistical analysis performed shows that betEMEP and IMLM methods
compare favorably to the Nortek Quickwave softwatmwever, due to the improved
directional spread of the IMLM method, we have cinabes method as the default for

the AWAC.
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Figure 2.8 Plots of the 2-d directional spectra generated faob? minute AWAC record
at Bogue Banks, NC in August 2007. Shown are guas from the DPWP EMEP
method (left) and the DPWP IMLM method (right).
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2.4.2 The AWAC vs. the ADCP

The close proximity of the AWAC to an ADCP at BegRier made it desirable to
compare the output spectra of each instrument ghvesettings and processing methods
chosen previously in this paper. However, durlmgrmonth deployment of the AWAC,
a portion of the ADCP data is contaminated with Bath making it un-usable for a
comparison. The reason for the abnormal amoubadfdata during this month is
unknown, but is likely related to lightning damesgestained at the shore-cabled
installation. Still, there is enough good dat#hia record to allow for a reasonable
comparison. For this comparison we have used appately 3 days or 71 hours of data
starting on August 16, 2007. When performing tia¢istical analysis, the AWAC data
was chosen as the “truth” data, thus a positiveimigidicates a positive deviation of the

ADCP data from the AWAC data.
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Figure 2.9 Time series plots showing a data comparison betweeNortek AWAC data
and TRDI ADCP data processed via DPWP IMLM. Fromtmpottom the plots are:
significant wave height, peak period, mean directad directional spread. The
significant wave height measurements from the AW&R@ ADCP are always within the
95% confidence limits of each other (not drawn ttuelarity).
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A visual comparison of the significant wave heigigak period, mean direction
and directional spread time series show that iregenhe spectra of both the AWAC and
ADCP are very similar (Figure 2.9). The significarave height is fairly close, however
the bias is 0.07 m (Table 2.4). There is one tw@@od that accounts for a portion of this
bias on August 18 where the ADCP wave height i9 éhzhigher than the AWAC. This
deviation represents an instance where a large euailibad data points create
inaccuracies in the ADCP directional spectrum, hawve¢he measurements are still
within the 95% confidence limits of each other. spige this instance, normalized RMS
error and Sl values are high at 0.91 and 0.94 antpare favorably with the values
calculated in the analyses of the prior data corspas. The peak period plot clearly
demonstrates an instance where there is a bimaad field causing differences in the
spectral peak for each data type. When the stamegs of this are removed from the
statistical analysis, the normalized values of @d®3he bias and 0.98 for the RMS error
and Sl indicate that the ADCP and AWAC have neigdytical peak period
measurements during this time period. Mean direcitd directional spread also
indicate a very close comparison. The bias ohtlean direction is -4.88 degrees and
circular correlation is 0.99, while the bias of 8@ead is only -1.42 degrees and the
Normalized RMS error and Sl values are 0.82 and @l8th are fairly high values for
the spread compared to the previous analyses.

This comparison of the ADCP to the AWAC shows thatdirectional wave
measurements collected by each instrument areclkesgly related. The significant

wave height, peak period, mean direction and doeat spread all compare well for
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each instrument, giving confidence that eitherruraent can be used effectively with the

DPWP software to provide quality directional spakcéstimates.

Table 2.4 Frequency and Directional spectra error metrics resulting
from the comparative statistical analysis of the Nortek AWAC and
TRDI ADCP at Bogue Banks, NC.

Nortek
IMLM vs

EMEP vs IMLM vs ADCP

Nortek Nortek IMLM
Sig Wave Height
bias < 0.01] 0.70
RMS error 0.02 0.10
Sl 0.02 0.06
Norm bias > 0.99 0.93
Norm RMS error 0.98 0.91
Norm Si 0.98 0.94
Peak Period
bias 0.29 -0.58
RMS error 1.54 3.32
Sl 0.21 0.49
Norm bias 0.96 0.93
Norm RMS error 0.8( 0.61
Norm Si 0.79 0.51
Peak Period (with
bi-modal points
removed)
bias 0.13 -0.04
RMS error 0.48 0.13
Sl 0.06 0.02
Norm bias 0.98 > 0.99
Norm RMS error 0.94 0.98
Norm Sl 0.94 0.98
Direction
angular bias -3.2] -2.52 -4.88
Norm angular b 0.9¢ 0.99 0.97
Circular Correlation 0.92 0.98 >0.99
Directional Spread
bias 17.6 -11.01 -1.42
RMS error 21.48 12.41 5.99
Sl 0.2 0.17 0.19
Norm bias 0.62 0.76 0.96
Norm RMS error 0.53 0.73 0.82
Norm Sl 0.8 0.83 0.81
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2.5 Discussion and Conclusions

Two intercomparison studies have been used toatalighe ability of the DPWP
toolbox to correctly process data from both TeledRDI ADCP and Nortek AWAC
Doppler profilers and to determine the optimal dgfees and directional estimation
methods to be used for the DPWP. Mean directiomes#is using IMLM and EMEP are
similar, however the IMLM method nearly always pars a directional spectrum with
reduced directional spread. For this reason,NtieM is the preferred method for the
DPWP toolbox.

For 8m array data, the DPWP IMLM spectra and the Epdetra are within 0.02
m RMS error for significant wave height, 0.4 secoR#4S error for peak period, and
exhibit a correlation of 0.99 for the mean direstand an RMS error of 1.99 degrees for
the directional spread. When using DPWP to prottes&\DCP data the radial velocity
inputs with the IMLM estimation method produced ffesmost consistent with the FRF
8m array spectra. The ADCP DPWP spectra and tharBay spectra are within an RMS
error of 0.07 m for significant wave height, witlirb seconds RMS error for peak
period, and exhibit a correlation of 0.98 for thean direction and an RMS error of 4.11
degrees for the spread. For each measuremettigthevas minimal. Additionally, the
spectra generated with DPWP IMLM compared very falityrto Quickwave spectra
when processing the Nortek AWAC data. In this daeeRMS error was 0.02 m for
significant wave height and under 0.5 seconds éakperiod. The circular correlation
was 0.98 for the mean direction and the bias ofittextional spread was -11 degrees
indicating DPWP generated more constrained direatiepectra than Quickwave. For

the significant wave height, peak period and maeattion bias was minimal.
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Among the main benefits of DPWP is that the toolsaperating system
independent and that users have the ability to @e#vedit any of the processing steps.
This enables the user to better understand thédseshiained and to adjust options as
needed for a particular type of location or waveimment. The advantages of this
ability are most apparent in instances when thenmetary software packages provide
poor or questionable results. Additionally, DPWdR aitilize three different data sources
from an ADCP or AWAC, which include the radial velty data, pressure andv-w
velocities and the range to surface measuremditisough the radial velocity data was
chosen as the default option for DPWP, the fledibib utilize the other data types can
be invaluable in cases of poor or questionable glasdity. Specific wave fields or
locations may dictate when either the range dathep-u-v-wwill be preferred for
spectral estimation of the wave field.

One factor that will influence the effectivenessagdarticular measurement type
is the instrument’s depth. The range data was sliovbe most effective for relatively
short period (or wavelength) waves (< 12 s) whenADCP was located at 8 m depth. It
was estimated that the range data would be effeethen the depth of the instrument is
about 11% of the wavelength or less. The FRF vda¥a record shows that peak wave
periods of swell waves rarely exceed 18 seconttgsatocation. Given this period, there
will be a ratio of depth to wavelength of .11 witka wavelength is about 300 m and the
depth is about 33 m. Thus, this would be roughé/rhinimum depth the ADCP should
be placed in to directionally resolve the longeavelength waves in this particular wave

climate using range inputs.
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Conversely, at this depth there will also be liiaas on how well very short
wavelength waves can be directionally resolved 33\t depth, the aperture of the range
beams at the surface will be about 24 m. Thutheory, the minimum wavelength that
would be resolvable would be 48 m, or a wave witbua a 5.5 second period. Similar
limitations will exist for both thg-u-v-wand radial velocity inputs, however since the
aperture of the radial velocity bins will always $raaller than the range aperture (since
the radial aperture reduces in size with bin deplibrser to the transducer), using the
radial inputs will allow for shorter period waveshie resolved directionally out to a
greater depth. Although seemingly trivial, thibsis demonstrates how the depth and
wave climate can influence the effectiveness afgisi particular data type as the input
into DPWP and also highlights a strength of the DFPMblbox: the ability to choose the
data input(s) that are most desirable for a givepiayment.

This flexibility is further enhanced by instancelsem an ADCP may lack a
pressure sensor. The TRDI Wavesmon software dutesupport waves measurements
for this type of instrument configuration, yet DPWé&h be easily configured to process
radial velocity data if the sampling rate is su#fitt. Similarly, since the code is open-
source, end users could adjust DPWP to supportiadal Doppler Profiler
configurations or to calculate the directional gpeasing alternative methods similar to
those developed by Hoitink et al. (2007) or Herlzerd Lentz (2010).

Although confidence intervals are calculated fofralquency spectra and
significant wave height measurements, the challefgeplicating this in the directional
spectra still remains. It is worth noting that heit Wavesmon nor Quickwave inherently

includes a calculation of the spectral error iheitfrequency or direction, hence the
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confidence intervals formed within DWDP are a dt®pards quantifying wave statistic
errors. A visual comparison of the directionalpe generated with DPWP with those
of Wavesmon and Quickwave suggest the approackkkstmilar results. A
comparison of the spectral properties such as meaction and directional spread has
shown that spectra generated through DPWP compely to the proprietary software
in most instances. Despite this, a quantitativasuee of directional spectral accuracy
needs to be developed.

The toolbox will benefit from being thoroughly tedtunder different
environmental conditions such as increased watathdel he aperture size has a
significant effect on the quality of the spectrgpecially when using range data. A study
in deeper water (20m or greater) to evaluate tinpeance of DPWP and determine
any weaknesses that may exist under these corglittonld be appropriate. We also
envision that the toolbox will eventually be codadirely in Python to maximize its
portability and utility in a variety of configurains. Pursuit of these objectives can result
in a reliable, open-source alternative to procesdirectional wave data from Doppler

profilers that should benefit the community as aleh
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CHAPTER 3
AN ANALYSISOF RIP CURRENT RESCUESAT KILL DEVIL HILLS, NORTH
CAROLINA*
3.1 Introduction
According to the U.S. Lifesaving Association, ririents are the number one
cause for rescues and loss of life at the beadh ysar in the United States. In 2007
alone, 40,810 of the 74,463 rescues reported didaShes were rip related. Similarly,

from a reported 109 drownings, 53 were rip reldtedw.usla.org. The status as the

number one beach safety hazard has garnered rgntsisignificant attention in the
scientific research community. There has beerthpta of rip current related research
over the past decade focusing on a variety of sjpicluding observations of entire rip
systems (MacMahan et al., 2005), rip current morphahcs (Brander, 1999; Brander
and Short, 2000; Calvete et al., 2005), rip curreatleling (Garnier et al., 2008; Johnson
and Pattiaratchi, 2006; Svendsen et al., 2000) zexne bar behavior (van Enckevort and
Ruessink, 2003; vanEnckevort et al., 2004) anadfaionship of rip currents with
variability in the local wave field (Johnson andtRaatchi, 2004; MacMahan et al.,

2004).

! Copyright©2011 From Rip Currents: Beach Safety, Physical Goga@phy and Wave
Modeling by Leatherman, S. and Fletemeyer, J., ElitReproduced by permission of
Taylor and Francis Group, LLC, a division of Infaarplc.



Despite the increase in rip current research, thasebeen little investigation of
the large scale alongshore (> 1km) and temporalrfronth) variability of rip current
activity. The likely reason for this research v@dhe difficulty in obtaining accurate
observations of rip currents over large scalegme and space due to the complexity and
cost of instrument deployment. As an alternatovenstrument collected observations, it
is possible to use lifeguard rescue data as avelaticator of hazardous rip current
occurrence (Lushine, 1991; Lascody, 1998; Engld.eP002; Scott et al., 2007; Scott et
al., 2009). This study utilizes a data set of lgXurrent rescues recorded at Kill Devil
Hills, NC. Each rescue is identified in both tiared alongshore location, which provides
a unique opportunity to analyze the large scal@dity in rip current activity.
Concurrent with the rescue data, directional waata,didal height and weather
observations have been collected at the nearby Aamgs of Engineers Field Research
Facility in Duck, NC. Additionally, cross-shorethgmetry profiles were collected along
the length of Kill Devil Hills in 2008 and 2009. iBpaper focuses on a statistical
analysis in which rip current rescues are corrdlatgh tidal elevation and the directional
wave spectra to determine what factors most inflagreriods of increased hazardous rip
current activity. Furthermore, analyses are peréat to determine what factors
influence variability in rip current activity botemporally and alongshore. This paper is
organized as follows. First, background informati® provided along with previous
research utilizing rip rescues, and the field witated at Kill Devil Hills, NC is
described. Next, the research methods used idataeanalysis are introduced, followed

by a presentation of the results of the wave spkatralysis, temporal variability in rip
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current rescues and alongshore variability in dpent rescues. In the final two sections,

the discussion and summary are presented.

3.2 Resear ch Utilizing Rip Rescues

There have been multiple studies performed usfaguiard rescue or drowning
data as a proxy for rip current occurrence. Tined studies discussed in more detail
below all focus on predicting rip current occurretierough a statistical analysis of rip
current rescues with other physical factors. Losl{il991) was the first to attempt rip
prediction when he analyzed the relationship oflnpwnings in southeast Florida to a
variety of meteorological and oceanographic daiashine determined that rip current
drownings were correlated with increasing wind sipsbore-normal wind direction,
increasing wave height and low tide. He useddssilts to aid in the creation of an
empirical rip current forecasting or prediction@xdcalled LURCS (LUshine Rip Current
Scale), in which various inputs (wind speed andalion, wave height, tide) were
assigned a numerical value and added togethetirgsin a rip current risk assessment.
For example, 15 kt onshore winds, a 3 ft wave Hegi low tide would result in a
category 5 risk, or a high likelihood for strong durrents. Lascody (1998) performed a
similar analysis as Lushine, but in east centrati& and with rip current lifeguard
rescues instead of drownings, thus providing a nlaicier data set. In addition to re-
affirming that rip currents were correlated to tWve height, low tide, wind speed and
wind direction, Lascody found that wave period \abs® a factor and that rip currents
were more likely during instances of long periocB\W> 12 s). Lascody formulated the

ECFL (east central Florida) LURCS index, whichdaled a similar method as Lushine’s
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LURCS, but with the addition of swell period asaatbr. Four years later, Engle et al.
(2002) performed additional analysis of lifeguagdaue data in east central Florida and
made further changes to the ECFL LURCS index. &pghl. found that wind speed and
direction were not an important factor in determgnrip current likelihood, but rather
that the wave field (peak period, peak directiod height) and the tide were the most
accurate indicators of hazardous rip activity. §haimodified ECFL LURCS index
utilizing these factors was created and succegdbaltk tested. The modified ECFL
LURCS index (or a slight variation) is the rip cemt forecasting method predominantly
used today by National Weather Service WeatherdasteOffices (WFOs; Pers. Comm.
— WFO Morehead City / Newport).

The statistical relationship between the tide wha®e field and rip current activity
seen in the studies utilizing rip rescues has a&iphlbasis identified in observational and
numerical model studies. Previous observationaissue.g. Brander and Short, 2000;
MacMabhan et al., 2005) have determined that rip atrngensity and activity is highest
at low tide. This increase is due to increasedKingaover the surf zone bar at low water
leading to increased alongshore radiation stresdigmts, as well as greater current
speeds as water is forced through rip channeldaldecreased water depth over the bar.
Numerous observational studies find increasinguipent velocity with increasing wave
height (Brander, 1999; Brander and Short, 2000; Mdvizet al., 2005), reflecting
increased set-up and increased radiation stredgegta alongshore. Additionally, it is
generally accepted that shore-normal wave incidenitéead to greater rip current
activity (MacMahan et al., 2005), in that highly iojple waves will tend to drive stronger

longshore currents that can suppress rip currentétion (Svendsen et al., 2000).
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However, there has been relatively little obseoratl research or numerical model
research (Svendsen et al., 2000) demonstratingripoactivity will vary with wave
direction. Although some statistical analysesaitg rip rescues have shown that there
is an increase in rip current activity with relay long wave periods (Engle et al., 2002;
Lascody, 1998; Scott et al., 2009), the relatign$lgtween rip activity and wave period

is otherwise relatively unaddressed in the litewatu

3.3 Field Site

This study was performed at Kill Devil Hills, NC,7a5 km stretch of beach
located on the northern Outer Banks of easterniNoarolina (Figure 3.1). The
shoreline at the study site is generally straiglot i faces to the east-northeast with a
shore-normal direction of 63 (@) degrees true. The beaches of the northerrr Bateks
are generally characterized by a relatively steepshore (1:10) and more gradual slope
offshore (1:500) and the existence of shore-pdradles (Schupp et al., 2006). The
nearshore is often double-barred, one bar in thfezene (1-2 m depth) and an outer
storm bar (~4.5 m depth) (www.frf.usace.army.mith@ugh depending on the location
alongshore and time of year there can be one sigmificant bars. The mean annual
significant wave height is 0.9 m (McNinch, 2004)wever the wave climate is variable
throughout the year. The climate in the summerthrbased on the observations used
in this study, generally consists of a low enengglsof 0.4 to 0.6 m significant wave
height (Hs) out of the southeast punctuated byrstrents (1.0 to 3.0 m Hs),
predominantly from the northeast. The tides amigliurnal and classified as

microtidal as the mean range is 0.97 m (Birkemete., 1985).
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Figure 3.1 The study location at Kill Devil Hills, NC. Theomts show the location of
the 18 lifeguard chairs. Points with a black datklocations where surf zone
bathymetry was monitored in 2008 and 2009. Thekbtaoss-shore line indicates the
break between the northern nine chairs and théneogutine chairs.

Kill Devil Hills (KDH) was chosen as the study sgamarily due to the
availability of the nine summers of rescue data thedwillingness of Kill Devil Hills
Ocean Rescue to aid in the research. KDH OceatuRexcupies 18-19 lifeguard
stands located between 200-800m apart along KDEhbe@he stands are occupied from

10am to 5:30pm, seven days a week from late Ma eanrly September each summer.
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Dating back to the summer of 2001 there is a cotapkxord of every lifeguard rescue
made over the course of each summer. For eacher@sade at the beach there is a
record indicating the type of rescue as well agithe and location along the beach of
the rescue (to the nearest lifeguard chair). @wercourse of the nine summers of data

collected, there were 741 rescues classified asunnt related.

3.4 Methods
3.4.1 Data collection

This study is performed under the assumption thrad frip current rescue to occur
there must be a hazardous rip current presenaapé#rticular location and time. In this
case, hazardous is defined as a rip current ocgrit strength to cause a swimmer
distress. It is important to note that little daninferred from instances when no rescues
were made. The fact that no rescues were madendb@sean there were no rip currents
present. To the contrary, days of large surf dios are likely to have rip currents,
although these instances rarely have rescues l@nast people won't go into the water
or beaches may be closed to swimming. Similattyrnsy weather and cold water
temperatures keep swimmers out of the water arsettiays will be poorly represented
in the rescue record.

Directional wave data, tidal heights and bathymdata have been collected for
correlation with the rescue data. Directional weda&a were collected from a Waverider
buoy maintained by the US Army Corps of EngineeetdFResearch Facility (FRF).

The buoy is located 15 km to the north of the stsitly at 17 m depth and sampled hourly

throughout the data period. During some time pisidack-up wave data were available
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from an FRF maintained Teledyne RD Instruments AD&gbustic Doppler Current
Profiler) located at the northern extent of thelgtarea at 12 m depth. These data were
only used as a reference and not included in anlyeo$tatistical analysis due to the lack
of a complete data record. Predominantly the fitata the ADCP was used to
supplement the significant wave height time sdri@s 2006 since there were missing
Waverider data from that summer. Tidal heightsensyserved from the pier located at
the FRF onshore of the Waverider buoy.

Bathymetry data have been collected at KDH in thiézone and in the outer
nearshore, where the surf zone is defined as therrérom the beach seaward to just
beyond the extent of breaking waves (~ 2 m deptt)the outer nearshore is the region
beginning just outside of the surf zone and extan@+3 km offshore. Surf zone
bathymetry data consist of profile lines at seviieignt locations along KDH. Each
profile line begins at a location slightly seawafdhe dune line and transects at a shore-
normal direction to about 2 m depth. The proiile$ were re-occupied a number of
times over the summer. Each line began at the sacagon and followed the same
transect as closely as possible. In 2008 data eadkected along each profile line five
times during the summer via a level and level roskaen different lifeguard chair
locations. At each location one transect was peréol. In 2009, bathymetry data were
collected on four separate instances using a TarRAIK GPS system at the same seven
locations as in 2008. While using the GPS systeim profile lines were surveyed, 50 m
apart, at each location. The vertical accuracyterlevel and level rod is dependent on
the distance from the level with the upper extdrithe error at near 10 cm. The vertical

accuracy of the RTK GPS system has a maximum effeicm. Bathymetry data
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collected in the outer nearshore region consist®kath bathymetry survey performed
by the FRF in 2006. These data are considered torbasonable estimate of the
bathymetry over the study time period as the regitamge-scale morphological features

demonstrate relatively little short-term temporafiability (Schupp et al., 2006).

3.4.2 Statistical analysis
Directional wave data

Data from the Waverider buoy are radio-telemetéoezhore on a continuous
basis. Spectral coefficients are computed onbtierduoy using the Fourier coefficient
method (Longuet-Higgins et al., 1963) from contigss@0-minute records sampled at
1.28 Hz. The Iterative Maximum Likelihood Metho{IM; Pawka, 1983) method is
used to convert these observations to two-dimeati@a) directional wave spectra. The
significant wave height, peak period and peak wdikextion is then calculated from the
2d wave spectra. Additional processing is perfalime the wave spectra by the

MATLAB ® toolbox XWaveswWww.WaveForceTechnologies.comXWaves partitions

the 2d directional wave spectra into individual&pd components through identification
of spectral peaks and breaks by treating the spastan inverted topographic domain
and applying a watershed delineation transfornt. akmomplete description see Hanson
and Phillips (2001), Hanson et al. (2009) and Tricgl. (2006). The classification of
each component (e.g. wind sea or swell) is detexdhby the frequency and direction of
each component relative to the local wind speeddimedtion. User options selected
within XWaves determine how many spectral partgiane identified and how they are

classified. For the Waverider wave data, a maxinofithree partitions were allowed
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(wind sea, dominant swell, secondary swell) andramum significant wave height of
0.2 m was required to identify a component. Tlgaifcant wave height, peak period,
mean wave direction and directional spread wene tiadculated for each wave

component.

Rescue data analysis

In prior studies utilizing rip current rescues tt@mine rip occurrence (Lushine,
1991; Lascody, 1998; Engle et al., 2002), histogramare used to compare overall
conditions to conditions when rip rescues occurrédat same method of analysis is
followed here with some adjustments and with furtipgantification of results.

For each data type, distributions are formed ofetht&re data record and of the rip
rescue record. The entire data record considtseadbservations made every hour from
late May until early September from 2001-2009. fipegescue record consists of
observations made during rip rescues, and if naltscues were made in an hour those
instances were counted accordingly (e.g. if theseuwes occurred at 1 pm when the
significant wave height was 1 m, then that 1 m waeight was counted three times in
the rip rescue distribution). It is important tot@ that the entire data record includes
both daylight and evening hours, while the reseeend is by its nature only daylight
hours since no lifeguards are on the beach inthrieg. Although wind sea can vary
between daytime and evening hours due to the seadv land breeze cycle, this
variability was found to be slight when compilifgetdata for all nine summers and did

not significantly alter the interpretation of thesults. Thus, to maintain data consistency
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and to utilize as much of the data record as plesdioth daylight and evening hours are
included in the data analysis presented.

For visual analysis each distribution is plottechasrmalized histogram. If a
particular physical property (e.g. peak period) hasmpact on rip current activity it
would be expected that the histogram representi@gip rescue distribution would be
similar to the entire data record distribution. yAsignificant deviation suggests that
property has some impact on rip occurrence. Aaiaily, where the deviation between
histograms occurs suggests how that physical piyppapacts rip occurrence. Since rip
current activity is often dependent on multiple eapectral properties, and since wave
direction, height and period are often correlat@htour plots have also been created to
visually represent and compare two-dimensionatitligions of the data.

To test for significant differences between tharerdata distribution and the rip
rescue record distribution for each data type Kiblenogorov-Smirnov statistical test
(KS-test) has been applied. The KS-test, whenieghpd two empirical non-parametric
distributions, can determine at a particular caariick level or p-value, if two
distributions are from the same underlying distiidou (Conover, 1999). The KS-test can
be displayed graphically as confidence limits on side-by-side cumulative distribution
functions (CDF) (Figure 3.2). In this case, the glendistribution for each CDF can be
said to represent the ensemble CDF within the denfie bounds with an X % certainty
(99% as shown). If the confidence limits of th@taistributions do not everywhere

intersect we can say within that level of certaithigt the distributions are different. The
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Figure 3.2 The cumulative distribution functions for signifidavave height (top) and
peak period (bottom) with both the entire data récblack line) and rip rescue record
(grey line) shown. The 99% confidence intervalssfued) are shown for each
distribution.

test can also be shown numerically via the two-dardf-test. In this case the test will
result in a minimum p-value, or maximum confidefreesl (100x(1-p)) for which the

two distributions can be said to be different (EaBl1l). This method allows for the
variability of the distributions to be charactedasith more detail and goes beyond a
pass-fail for a set confidence level. For examplKS-test with a p-value of .03 and one

with a p-value of 3x18° would both be said to be different at a p-valuedfor the 95%

confidence level, however the test resulting inrthech smaller p-value can be said to be
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Table 3.1 The p-values for the two

sample KS-test between the rip rescus
record and the entire data record for t}

named variable

117

ne

M easur ement | p-value
Tidal Elevation | 3x1F
Entire 2d Spectrum

Significant Wave Height 3x 19
Peak Period 0.021
Peak Direction 5 x 10
One Swdll

Significant Wave Height 9x 1%
Peak Period 0.003
Mean Direction 6 x 1&°
Directional Spread 4 x 10
Two Swells (Dominant)

Significant Wave Height 2 x 1%
Peak Period 0.052
Mean Direction 3 x 18
Directional Spread 2 x 10
Two Swells (Secondary)

Significant Wave Height 8 x 1%
Peak Period 9 x 10
Mean Direction 0.002
Mean Direction (> 7s PP 2 x $0
Directional Spread 2 x 10
Wind Sea

Significant Wave Height 0.030
Peak Period 0.078
Mean Direction 5 x 16
Directional Spread 0.099
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different with significantly more certainty (18 @ of magnitude). This information

would be lost with just a pass-fail measure of mwarice.

3.5 Results
3.5.1 Influence of tidal elevation and the wavélfan rip current activity
Tidal elevation

A comparison of the distributions from the KDH spughows evidence of
increased rip activity at low tide levels (Figur8)3 This result corresponds well to
previous observational (Brander and Short, 2000;N¥édan et al., 2005) and statistical
studies (Engle et al., 2002; Lascody, 1998; Lushi®®1). For tidal elevations of 0 m
National Geodetic Vertical Datum (NGVD) and beld@8% of all rip rescues occurred,
while only 36% of the entire data record was is tlange (Table 3.2). Additionally, the
p-value of the KS-test is 3xF®essentially assuring that the two distributiores ar

different (Table 3.1).

Bulk measurements of the wave field

Previous research has shown that rip activity e®es with increasing wave
height and as wave direction is close to shore-abfeng. Engle et al., 2002; MacMahan
et al., 2005; Svendsen et al., 2000). The histograf significant wave height and peak
direction from the KDH data set agree with previoesearch (Figure 3.4). Between
significant wave heights of 0.6 m and 1.4 m thera substantial increase in rip current

rescues when compared to the entire data recoldgBa2). This result suggests a
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strong relationship between wave height and hazardp current activity. At wave

heights greater than 1.5 m there is a slight dsereathe number of rescues, which can

0.2
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Tidal Height NGYD (m)

Figure 3.3 Distributions of the tidal height for the entiretalaecord (black) and rip
current rescue record (grey) represented as naredahiistograms.

Table 3.2 The percent of occurrence of various factors inripeescue
record compared to the entire record
Rip Entire

M easur ement Record Record
Water level (< 0 m NGVD) 58% 36%
Bulk Spectral Statistics
Significant wave height (6 m <Hs < 1.4 m) 79% %19
Peak dir within 25 deg of shore-normal 58% 30%
Partitioned Spectra
Only 1 or 2 swells present 77.2% 64.9%
Wind sea present 22.8% 35.1%
Event Related Rescues
72 hours following northerly event | 40% | 19%

be attributed to adverse surf conditions and peop¥lling or unable to go into the

water. The difference between the two distribugienalmost certainly significant as the
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p-value is only 3 x 18° (Table 3.1). The histogram of the peak direcibaws that a
majority of the wave energy arrives out of the keast (> 25 degrees south of shore-
normal) during the summer months, while a majasityescues (58%) occur when the
peak direction is within 25 degrees of shore-norffiable 3.2). The p-value of 3 x 10
assures that the two distributions are differenihivia very high level of confidence.
The histogram of peak period shows less varialiéiween the two distributions as
there is a maximum difference of only 4.9% at aqueof 11 seconds. Contrary to
previous research, this suggests that period malgenan important factor when
determining rip current activity at KDH. Additiolhg the KS-test resulted in a p-value

of .021, which provides relatively low certainhat the two distributions are different.
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Figure 3.4 Distributions of the significant wave height (topgak direction (middle) and
the peak period (bottom) for both the entire dataord (black) and rip rescue record
(grey). In each plot the distributions are showmarmalized histograms.
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The partitioned wave spectrum

Once the wave spectral data are partitioned irdividual components, there is
evidence that some components may play a largetmah others in hazardous rip
current activity. Instances of either one or tweekls and no measureable wind sea
occurs 64.9% of the time for the entire data recbutl occurs 77.2% of the time for the
rip current rescue record. Conversely, a windis@aesent 35.1% of the time in the
entire record but is present only 22.8% of the tim#he rip rescue record (Table 3.2).
Although a lack of rescues does not necessariigaite a lack of rip current activity, this
disparity suggests that hazardous rip currentsnare likely to occur during swell
dominated periods and not as likely when wind seaadre significant. The p-values
corresponding to the wind sea significant wave ieggnd period are relatively large
(Table 3.1), which provides additional evidencd tbathe wind sea component the rip
rescue distributions are relatively similar to thstributions for the entire data record.
The p-value for the distributions of the wind sesam direction is much smaller which
nearly assures that the directional distributiorescifferent. This may be because wind
sea can have potentially large oblique angles@flence, which can be unfavorable for
rip current development (MacMahan et al., 2006). sTlthe presence of wind sea at
obliqgue angles may tend to suppress rip currentigctiue to the increased likelihood of
a stronger alongshore current. This may furthetar why fewer rescues occur when
wind sea is present in the wave field.

Analysis of the swell components provides additiamsight into potential wave
field mechanisms for increased rip current activiyhen only a single swell is present,

hazardous rip currents are more likely to occuhwigher significant wave heights and

62



when the mean direction is closer to shore-noriFigufe 3.5). A wave vector time
series from 2008 provides an example of increaigecurrent activity due to shore-
normal single-swell conditions (Figure 3.6). Irdambn, the p-values for each statistic
are extremely small (Table 3.1) which affirms ttied rip rescue distribution is different
than the entire data set distribution at a conftedervel well over 99%. This result
correlates well with the analysis of the bulk spsEaneasurements. Similarities between
the distributions of the single swell measuremants bulk spectral measurements are
expected since in every instance when there isjgstgle swell, the properties of the
single swell component will be the same as the gntags of the total spectrum.
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Figure 3.5 Contour plots showing the bivariate distributiors@nificant wave height

and mean direction of the swell when only thisigart is present for the entire data
record (solid) and rip rescue record (dashed). eamdirection from O represents shore-
normal incidence where negative degrees is norihofe-normal and positive degrees is
south of shore-normal. Contour values are thdimof the total for each distribution.
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Figure 3.6 A wave vector plot over four days in 2008 showingeaample of a single-
swell shore-normal wave field leading to increaspaturrent activity. Each vector
represents the frequency (vector origin), signiftoaave height (vector length) and wave
direction (vector azimuth) of a spectral comporfeneach hour. In this case light
shaded vectors represent swell and the dark ve@present wind sea. A vector length
equating to 0.5 m Hs is shown in the upper left #ueddirection of shore-normal is
shown by the arrow on the compass rose in the upgigr The right y-axis shows the
number of rip rescues per hour, which are displagedars on the bottom of the plot.

The directional spread of each swell component atsy be a contributing factor
to increased rip current activity. There is a cedible increase in the relative number of
rip rescues as the directional spread of the damiswaell decreases (Figure 3.7), and the
very small p-value confirms that the distributi@re different in this instance (Table
3.1). This increase in rescues is at least inchatto the relatively higher significant
wave heights associated with smaller spread vdkigare 3.8). Despite this fact, the
contour plots of the distributions suggest thatstmaller spread plays at least a partial

role in the increase in rescues. In the instantesultiple swells, rescues also increase
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with decreasing directional spre of each componenand this relationship appears to

of significant importance in this case as well ([€3.1).
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Figure 3.7 Thebivariate distribution of directional spread angnificant wave heighof
the dominant swell for thentire data record (solid) and rip rescue record (dasl
Contour values are the fraction of total for eardtrihution
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Figure 3.8 The rormalized histograms representing the distributit the directiona
spread for the entirdata record (lack) and the rip rescue record (gref/jhe dominan
swell.
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For instances with two swe the distribution of the rip rescue datioks quite
different than the entire data distribution (Fig@r@.. In the case of the dominant sw
the p-values foHs and mean directic are extremely low (Table B). indicating higl
levels of confidence that the rip rescue distritmsi are different than ttentire data
distributions. For the secondary swell tl-value for the significant wave height is ve
small (8 x 10%), but the pvalue for the mean direction, while small, is rigtaly larger a

0.002. This is due to themmndary swell consisting of tv different sources: long peric

65



swell from the southeast and short period swelgrofrom the northeast and with very
small significant wave height, resulting from logahd sea that is no longer wind forced.
Once the short period secondary swell (< 7 s)rsored the p-value decreases by three

orders of magnitude (Table 3.1).
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Figure 3.9 The top contour plot shows the bivariate distribatof significant wave

height and mean direction for the dominant swethponent. The bottom contour
represents the secondary swell component. Indagbs the entire data record (solid)
and rip rescue record (dashed) are shown anddantan direction 0 represents shore-
normal. This data is only for times when two swalfe present and with no measureable
wind sea.

The mean direction distributions of the rip rescemord for the instances of two
swells are very different from the mean directiagtributions of the rip rescue record
when only one swell is present. For the two swadle the rip rescue distribution for the
dominant swell is shifted towards more northerkgdiions and increased wave height,

while the rip rescue distribution for the secondamell is shifted towards more southerly
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directions and increased wave heights (Figure 319p directional differences imply

that rip activity increases when the dominant aaabadary swells arrive at oblique
angles with a large directional difference betwtdem. A histogram of the swell
direction difference confirms this, as there ia@é increase in rip rescues when the
difference of direction is between 60 and 100 deg(&igure 3.10). This result suggests
that a bi-directional spectrum, representing cragsrave trains may be a mechanism for
rip current generation and an example of this easden clearly from a wave vector plot
from 2004 (Figure 3.11). This possibility has bégpothesized (Dalrymple, 1979;
Kennedy, 2005) and realized in numerical modelfdoh and Pattiaratchi, 2006) and lab
studies (Fowler and Dalrymple ,1990), however oleérnal studies of the influence of
multi-directional waves have been limited to ins@sof shore-normal wave incidence

(Johnson and Pattiaratchi, 2004), and lack a hadlysis of the directional spectra.
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Figure 3.10 Normalized histograms representing the distribgiofithe swell mean
direction difference for instances when two swatks present. The direction difference
is defined as the absolute value of the differendbe mean direction of the dominant
and secondary swell components. Both the entiar@aord (black) and rip rescue
record (grey) are shown.
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Figure 3.11 A wave vector plot over four days in 2004 showingeaample of a bi-
modal wave field leading to increased rip currenively. Each vector represents the
frequency (vector origin), significant wave heigiector length) and wave direction
(vector azimuth) of a spectral component for eamlr h In this case light shaded vectors
represent swell 1 and dark vectors represent wvel vector length equating to 0.5 m
Hs is shown in the upper left and the directioslodre-normal is shown by the arrow on
the compass rose in the upper right. The rightig-shows the number of rip rescues per
hour, which are displayed as bars on the bottotheplot.
3.5.2 Temporal variability in rip rescues

The summer wave climate at KDH can be describgueominantly low energy
swell (0.4 to 0.6 m Hs) out of the southeast puatetd by storm events (1.0 to 3.0 m Hs),
mostly from the northeast. The punctuated natfiteeowave climate encourages a more
detailed analysis of the effect of large wave ev@mt rip current activity. For this
analysis wave events are identified throughouttita record. The rescues that occur

following each event are compared with the eveatatteristics to determine the

influence of large wave events on hazardous ripectiioccurrence.
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Event classification

Based on the summer wave climatology, an eventigeasified when the
significant wave height reached at least 1 m asthfor a minimum of 4 hours in
duration. If the significant wave height droppeddw 1 m for less than 4 hours before
increasing to over 1 m again, that would constitbeesame event. There were a total of
115 events identified over the nine summers, a2 ZBfotal hours of data collected. This
averages to about 13 events per year, or rougldyegant every 8.5 days. Events were
classified as either predominantly northerly orteedy relative to shore-normal. A total
of 64 events had an average peak wave direction fiarth of shore-normal and 51
events were from the south. Events out of thehnedre typically front or storm-related
and thus begin as wind sea events and transitiomegdwell events following passage of
the storm system. Events from the south were ibe@ dominated by longer period
swell. Event length ranged from the minimum 4 lsaora maximum length of 129
hours. The average event length was 28.8 houtsration. The maximum significant
wave height of an event varied from 1.02 m to aimar of 3.45 m and averaged 1.56
m. The rescue period for each event consisteldeo? 2-hour window following the peak
wave height of a particular event. In the casesmdnrescue period overlapped with
another event, the rescue period from the firshewas cut short as to not overlap with

the rescue period of the second event.

Event related rip rescues

In many instances there were a significant numbegszues in the 72-hour

period following events. This is especially appdii@a 2006 when each group of multiple
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rescue days follows shortly after a high-energyevawvent (Figure 3.12). A total of 412
out of the 741 rip rescues made over nine summe&s% of all rescues, occur during a
72-hour window following wave events. When a crosselation is made between the
significant wave height and the hourly record pfrescues over the entire data record,
the maximum normalized value occurs when rescueataa 21 hour lag from the
significant wave height and the second and thigthést values occur at a 45 hour and 68
hour lag respectively. These lags essentiallyesgnt one, two and three days following
an event. Itis important to note that the breakescues between days does not represent
a physical change in rip current activity but rataeero in bather load during the
evening hours (6 pm to 8 am). When consideringatlezage peak wave direction of
each event, 301 rescues, or 73% of the 412 resoll@sing events occur in the rescue
period following events from north of shore-normdhe 72-hour rescue periods
following northerly events account for a total @44l hours of observations. Thus 40%
of all rescues occur during only 19% of all obséores (Table 3.2).

The increase in rip rescues following wave everdy be wave field dependent,
topographically controlled or a combination of bashthe typical characteristics of the
wave field following an event are favorable to bothcurrent activity (MacMahan et al.,
2005) and the development of an alongshore-variadnesystem (Calvete et al., 2005;
Garnier et al., 2008; Lippmann and Holman, 199)llowing an event the wave field is
typically characterized as having relatively higgngficant wave heights and close to
shore-normal wave direction. Wave height, althosigtadily decreasing following the
peak of the events, is still on average higher thaimg other time periods (0.92 m

compared to 0.62 m). The dominant swell follommave events out of the north
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Figure 3.12 The top plot shows the hourly record of the siguaifit wave height at KDH
for the summer of 2006. The bottom plot showscthreesponding number of daily rip
rescues made at KDH. Arrows are used to showrinstawhere high rescue days follow
large significant wave height events.

generally begins at a significant oblique anglerfithe north, trends towards shore-
normal as wave energy decreases following the petie event and eventually arrives
from a slightly southerly direction (Figure 3.13)hus, a majority (63%) of the time

immediately following a northerly wave event, ttendnant swell is within 25 degrees of

shore-normal.

3.5.3 Alongshore variability
Variability in the number of rip related rescues

Each of the 741 rescues recorded from 2001-2008des the location of the
rescue to the nearest lifeguard chair and enahlesalysis of the alongshore variability

in the number of rip rescues at each chair locatierom 2001-2008 there was a
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Figure 3.13 The plots show the significant wave height (topd arean direction of the
dominant swell relative to shore-normal (middledl aip rescues per hour (bottom) for a
72 hour period following a large wave height eveut of the northeast. The x-axis is the
number of hours following the peak of the event tiredrectangles represent the evening
hours from 1900 to 0600 EST when rescues will moto

significant difference in the number of rescues enaldngshore (Figure 3.14). If the
beach is divided into the northernmost nine chaiskm) and the nine chairs to the
south (~3 km) (Figure 3.1), there were a total 0f tescues made in the northern half of
KDH compared to 339 rescues made in the southéfn Ine2009, this disparity between
north and south changed dramatically as there Wasescues made in the northern half
of KDH compared to 118 rescues in the southern allerage daily beach counts were
recorded in 2009 and they show that beach atteedanelatively consistent alongshore,
with the exception of Ocean Bay, which is the ntaach access point in KDH.
Although detailed beach count data are not avalé&dlother years, according to KDH

Ocean Rescue personnel, beach attendance is usuidylyiniform throughout KDH

(Pers. Comm.). Since rescues are dependent aruthier of people in the water, this
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demonstrates that beach attendance is not thegrieason for the variability in rescues
alongshore. The number of rescues in 2009 andisti@bution of these rescues
alongshore appears to be relatively unique whekingoat the annual variability of the
northern and southern portions of KDH (Figure 3.15)om 2004 to 2008, the southern
half of KDH consistently has more rescues thamtbrghern half of KDH, but this
significantly changes in 2009. This result suggésat annual alongshore variability in

the surf zone bathymetry may determine areas oéased hazardous rip current activity.
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Figure 3.14 The top plot shows the total number of rip resauasde for each lifeguard
chair (from North to South) at KDH from 2001-2008he middle plot is the total
number of rip rescues made for each chair in 2008 bottom plot shows the average
estimated daily beach count for each chair in 2009.
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Figure 3.15 The number of rip rescues made at KDH for each seinfram 2001 to
2009. The dashed plot is the yearly total rip wesdor the nine northern lifeguard chairs
and the solid plot is yearly total for the southemme chairs.
The role of the surf zone bathymetry

Surf zone bathymetry data are not available foistimamers from 2001-2007 in
the study area. However, cross-shore transects pagformed at seven different chair
locations five and four times in the summers of@808d 2009 respectively. The
generation of strong rip currents is closely tiedne surf zone morphology and more
specifically to the extent of the surf zone bartays(Brander, 1999; Brander and Short,
2000; Haller et al., 2002; MacMahan et al., 2005)usl the expectation is that from
2004-2008 (Figure 3.15), there would be more siggait surf zone bar formation in the
southern half of KDH compared to the northern haldl that in 2009 bar formation
would be evident in most locations along KDH dué¢hi® large number of rescues
recorded at nearly every chair location. Usingdimeple measure of bar presence in the

profile lines recorded in 2008 and 2009 suppolitsdRpectation. It is important to note
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that the KDH region is often double-barred, withimer surf zone bar (1-2 m depth),
and an outer storm bar (~4.5 m depth) (www.frf.esaeny.mil). This analysis is only of
the inner surf zone bar, as bathymetry data obthier bar was not available and the
outer bar is outside of the surf zone region.

In 2008, the profiles recorded for the northernish@dayman, Third, First and
Asheville) rarely show any evidence of a surf zbaein the measured region (Table
3.3). Ocean Bay, which is counted among the nighson chairs, also shows no
evidence of a surf zone bar. However, the proféesrded in the southernmost two
chairs (Clark and Neptune) show evidence of amé&vur out of the five dates data were
collected. Comparing the profile lines recordeéiatt Street and Clark Street in 2008
demonstrates the significant difference in the garfe bathymetry in the northern and
southern extents of KDH (Figure 3.16). While FiBsteet has very linear profiles with
no evidence of bar formation in the measured redidark Street shows a significant

trough and bar for four out of the five dates gdesfiwere performed.

Table 3.3 The fraction of profiles in which a
bar is visibly present for each chair location|at
KDH beach
Fraction of profileswith
bar
Street 2008 2009
Hayman 0 0.75
Third 0.2 1
First 0 1
Asheville 0 1
Ocean Bay 0 1
Clark 0.8 1
Neptune 0.8 0.66
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Figure 3.16 Cross-shore profiles made on five different insésnio 2008 at both the
First Street (top) and Clark Street (bottom) lifaglichair locations. The x-axis is the
cross-shore distance from the starting locationgkvivas kept constant for each profile.
The mean high water elevation of 0.36 m is shovamifbntal dashed) for each plot.

In 2009, the profiles recorded at every locatiamglthe beach nearly always
show evidence of a surf zone bar (Table 3.3). Guoing First Street and Clark Street for
the profiles performed in 2009 shows very diffenesults from 2008 (Figure 3.17). The
bathymetry at First Street is different than in 2@Md shows a significant trough and bar
at every profile date. Clark Street is similar @GD& in that a significant bar system is
evident at all four profile dates. Consequentty2009 the bathymetry at First Street now
shows strong similarities to the data collecte@latk Street. At both locations the most
significant trough and bar is depicted on Juneafh a change to a more subtle surf

zone bar by July 15. This also suggests thatraonto 2008, for the summer of 2009

the changes in the bar system alongshore at KDIldaarelated in time.
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Figure 3.17 Cross-shore profiles made on four different insésna 2009 at both the
First Street (top) and Clark Street (bottom) lifaglichair locations. The x-axis is the
cross-shore distance from the starting GPS locatwrch was kept constant for each
profile and is the same starting location useddd& Cross-shore distances are not
equivalent for First and Clark Street so the mdgh tvater elevation of 0.36 m is shown
(horizontal dashed) for each plot.

It is evident that the surf zone bathymetry at Ki3Hairly dynamic in both time
and space, however it is also apparent that tseseme alongshore persistence in the
presence of the surf zone bar system. From theyivetry data in 2008 and 2009, it can
be inferred that the alongshore variability in thember of rip current rescues is related
to the presence of a significant surf zone batively near shore. The rescue record
then suggests that while a strong bar system ligetgisted in the southern portion of
KDH in the summers from 2004 to 2008, there mad&tyi was not consistent surf zone

bar formation in the northern portion of KDH ovletsame time period. In 2009, there

was significant bar formation along most of KDH foost of the summer. From 2001-
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2003 rescue numbers were similar in both portidriéH, implying that bathymetric

conditions were not as varied alongshore.

3.6 Discussion
3.6.1 Rip favorable wave conditions

An analysis of the partitioned wave data has sugddbat there are two
characteristic wave fields when hazardous rip cusrare most favorable: A single swell
with relatively high significant wave height andosé-normal incidence; and two distinct
swells at highly opposing angles (> 60 degreesjagmiing at oblique incidence. The
single swell case has been shown to be rip favenalprevious studies (Engle et al.,
2002; Svendsen et al., 2000) and describes the featiag often applied to numerical
model (Calvete, et al., 2005; Svendsen et al., P800 lab studies (Haller et al., 2002).
The bi-modal case has received much less atten@oassing wave trains have been
shown to be a potential mechanism for rip currentab studies (Fowler and Dalrymple,
1990), but have never been documented observdgiorEte importance of recognizing
a bi-modal wave field as a potential mechanismhémardous rip currents is two-fold.
First, rip currents of this nature are forced hyiyrtamically and thus do not rely on the
surf zone bathymetry (Johnson and Pattiaratchig20UThis fact may be especially
significant in terms of rip current prediction, rgss forced from a bi-modal wave field
will not be constrained spatially and thus couldwanywhere alongshore. Second,
during instances of two swells with highly opposargles the bulk statistics of the wave
field will often represent a single wave directatra highly oblique incidence. Thus, the

present rip current forecast index, if it take®iatcount the wave direction, would
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predict low rip hazard conditions and be inaccuinatdese instances as it relies on bulk
spectral statistics like peak direction (Englelet2902), and would not identify the

secondary spectral peak.

3.6.2 Surf zone response to wave events

The temporal analysis of wave event relatedegzues found that 40% of all
rescues were made within 72 hours following wavenéy out of the northeast. It was
shown that the wave field following these eventssists of moderately high swell close
to shore-normal, which are wave conditions thatdgremically favorable for rip current
activity (MacMahan et al., 2005). High energy ahdre-normal swell conditions along
with decreasing wave energy are also favorabl¢hidevelopment of an alongshore-
variable surf zone bar system (Calvete et al., 2@2Bnier et al., 2008; Lippmann and
Holman, 1990). As rip currents are highly depemndenthe surf zone bathymetry
(Brander, 1999; Haller et al., 2002; MacMahan et24lQ8), an alongshore-variable surf
zone bar system will be morphodynamically assodiatigéh rip currents (Wright and
Short, 1984). Thus, the increase in hazardouadatipity following these events is most
likely due to wave conditions that are both favdedbr rip current activity and for
generating rip favorable surf zone bathymetry. dbeurrence of hazardous rip activity
within three days following these events is alsoststent with previous morphodynamic
research.

It has been shown that immediately following a éawpve event a relatively
alongshore-uniform bar is developed on the outentdary of the surf zone (van

Enckevort and Ruessink, 2003; van Enckevort e2@D4). As wave energy decreases,
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the bar moves towards shore, developing alongstmreuniformities on roughly
weeklong time scales (van Enckevort et al., 20B4)wever, under moderate wave
conditions a partial reset is possible (vanEnckiesal., 2004), with such an event
resulting in alongshore non-uniformities immedigtellowing or within days following
the moderate wave event (Garnier et al., 2008)s f@sult corresponds well to the rip
rescue record at KDH as wave events can typicallgiaracterized as “moderate” (Hs of
1 — 2 m) and the majority of rescues occur oné@reet days following the event.
Additionally, since the surf zone bathymetry issdly tied to wave events it is possible
that wave events of similar magnitude and directroght result in a similar surf zone
morphology following each instance. This hypotkesiespecially significant to rip
current forecasting, as often little informatioraigilable regarding the surf zone
bathymetry. If certain wave events force the gorfe bathymetry in such a manner that
rip currents are more likely after these types ataevents, this factor could be included

to improve the accuracy of rip current forecasts.

3.6.3 Nearshore controls on the surf zone bathymetr

An analysis of the alongshore variability in rigcaes has determined that an
increase in rip current activity is correlatedite presence of a surf zone bar. However,
it is uncertain why the surf zone bar system vaaleagshore at KDH. One possible
explanation is the difference in the outer neamshathymetry (seaward of the surf zone)
and underlying geology between the southern anther portions of KDH. The
nearshore of the northern Outer Banks is charaeigihy several regions of gravel

outcrops and shore-oblique bars (McNinch, 2004],these regions are typically
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correlated with paleo-river channels (Browder andNivich, 2006). One such region
begins north of KDH in Kitty Hawk and extends soméind to near the location of First
Street, covering over 3 km of KDH (Figure 3.18heloblique bars extend at a
northward angle from shore-normal and vary in size scale. They can be found as
shallow as 2 m depth and reach beyond 1 km fromesiMcNinch, 2004).

Additionally, the oblique-bars and gravel outcreps relatively stationary in both
location and time, showing essentially no variafimiowing large wave events (Schupp
et al., 2006).

Although the bars do not extend into the surf zoimes not directly influencing
surf zone processes, the morphological charadterist this region are very different
from southern KDH and may be influencing the bebawf the alongshore bar system.
The northern region of KDH is characterized byeeeper and more variable cross-shore
bathymetry gradient than in southern KDH (FigurE83. The northern region is also an
area of relatively high rates of both short-terr@74-2002) and long-term (1933-1998)
shoreline erosion and high rates of shoreline dity, while most of the southern
portion of KDH has a relatively stable shorelireegkperiencing short-term accretion and
the entire region from First Street southward hetdang-term accretion (Schupp et al.,
2006). Furthermore, much of the northern regiandeelatively thin and presumably
active layer of sand compared to the southern ngegvwhich has a thicker and more
uniform sand layer (Schupp et al., 2006).

These factors might all be contributing to the akbility in the alongshore (surf
zone) bar system from northern to southern KDHe Steeper cross-shore slope in the

northern portion of KDH presents a slightly moréaetive beach state, which results in
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Figure 3.18 Bathymetry data resulting from a swath bathymetrysy performed by the
US Army Corps of Engineers FRF in 2006. Vertiaalls is in meters NAVD88 and the
northern and southern extents of KDH are showmt(lkfpaded arrows). Additionally, the
locations of First Street (F) and Clark Street &€ labeled. The northern nine chairs fall
to the north of the dark shaded arrow while thettsenn nine chairs are located to south
of the black arrow.
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an increase in wave energy in the surf zone atle$ssfavorable to bar formation in
general (Wright and Short, 1984). The relativéiypiayer of sand and the erosion rates
in northern KDH suggest a small sediment supplyganmed to southern KDH. A small
sediment supply is also a characteristic of a meftective beach state, and can also
hinder surf zone bar formation. The reason forstiden presence of a strong surf zone
bar along essentially the entirety of KDH is moiféi@llt to explain, however the
hypothesis posed by Schupp et al. (2006) thatpiperusand layer in the northern portion
is highly active supports the possibility of forrgia significant bar system under optimal

wave conditions.

3.7 Summary

The distribution of rip current rescues at Kill Dientills in both time and space
suggests that rip current activity is dependernthenwave field and tide, previous wave
conditions, and the surf zone bathymetry. In galr&ese results conform well to
previous research. The results of this study destnate that rip activity increases with
increasing significant wave height, shore-normalevimcidence and lower tidal
elevation. These three factors have been shoveategly in previous research to impact
rip activity and intensity (Brander, 1999; Branded Short, 2000; Engle et al., 2002;
MacMahan et al., 2005; Svendsen et al., 2000). dlsis shown that rip currents are
highly dependent on the surf zone bathymetry, whetibeen demonstrated in multiple
publications as well (Brander, 1999; Brander andr§[2000; Haller et al., 2002;
MacMahan et al., 2005; MacMahan et al., 2008). Howekieralongshore resolution

and temporal extent of the rescue data combinedtivg availability of directional wave

83



data and surf zone and nearshore bathymetry datadmabled a more detailed analysis
of the contributions of these physical factorsipocurrent activity.

The analysis of the individual spectral compondats shown that rip rescues are
more likely to occur during swell conditions thahem wind sea is present, however
there is not a very significant relationship betweescues and the peak period of either
the entire spectrum or the individual componem#en just a single swell is present in
the spectrum, rip activity increases with incregsirave height, smaller directional
spread and with wave incidence near shore-noridden two swells are present, rip
activity is most prevalent when the differencehia thean direction of each swell is
between 60 and 100 degrees, which suggests thathadal wave field causing crossing
wave trains nearshore may be an important mechdoishazardous rip current
occurrence.

The temporal analysis performed in this paper le@sahstrated that rip currents
are especially likely about a day after relatiiange wave events from the northeast.
The characteristics of the wave field followingsbesvents may be the primary reason
for this increase in hazardous rip currents. Theenfield within 72 hours following a
northeasterly event generally consists of relayivaige shore-normal swell. A wave
field with these characteristics is not only dyneaily favorable to rip current activity,
but is also likely to generate alongshore varighi€ zone bathymetry, which itself
increases the likelihood of hazardous rip activity.

Comparing the number of rip rescues alongshorelbDKvil Hills suggests that
rip currents are generally more likely in the seuthhalf of KDH than in the northern

half, but that this relationship can occasionadlyyv From 2004-2008 there are a
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relatively high number of rip current rescues matlKDH and for each of those
summers, there are significantly more rescues nmatte southern half than in the
northern half. In 2009 the number of rescues i amve average along the entirety of
KDH. An analysis of the surf zone profiles recat@t KDH in 2008 shows that the
southern half of KDH had surf zone bar formatiorotlghout the summer, consistent
with the high number of rip rescues, while the herh half did not. Since rip rescue
records from 2008 are consistent with the prevfous years, this is presumed to be the
normal mode of surf zone bathymetry alongshoreltK However, this mode is subject
to variability for a particular summer and in 2008 bathymetry varied dramatically.
Additionally, the presence or lack of surf zone arphology at a particular location
alongshore appears to be consistent over the coticse summer.

Although the results of this study provide valuabkEght into how hazardous rip
current activity is influenced, it is importantniote the limitations of using rescue data as
the primary rip current observational resource.nfntioned previously, not having a rip
current rescue at a particular location and tinaécates very little regarding whether or
not a hazardous rip current exists at that locadimhtime. Rip rescues are closely tied to
bather load, and if bather load is low due to badtwer, cold water temperatures or
beach closures there will be few or no rescues élerzardous rip currents are present.
To address this concern, lifeguard observationgpafurrent activity and intensity were
made in 2008 and 2009 and these will be includedfirture study to verify the current

results.
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CHAPTER 4
THE INFLUENCE OF THE WAVE FIELD AND SURF ZONE BATHYMETRY
ON DAILY VARIATIONSIN RIP CURRENT INTENSITY
4.1 Introduction
Rip currents have become an increasingly well-mebea surf zone process.
Recent work has ranged from detailed observatibng current circulation (Austin et
al., 2010; MacMahan et al., 2010) to modeling ofcuprent morphodynamics (Garnier et
al., 2008). Although significant advances havenbeade regarding the understanding of
rip currents, the majority of research has focumedp current behavior over relatively
small scales (< 1 km and ~ days). There has bamparably little focus on large-scale
(days to years and > 1 km) variations in rip curggesence and intensity.
Understanding variations in rip current intensitggplarge scales is essential to rip
current forecasting.
Rip currents are the number one safety risk fochgaers in the United States

(www.usla.org. The National Weather Service (NWS) rip curfemécast serves as a

primary safety and awareness mechanism for theqouHbwever, the accuracy and
functionality of the NWS forecast system is limitethere has been increased focus on
improving the present rip forecast method througlieation of a wave current model in

the surf zone (Voulgaris et al., 2011), yet a samibcus utilizing observations has not



been realized. Critical to the creation of an afienal rip current forecast model is an
understanding of large-scale rip current variabiliHowever, a primary challenge in
studying rip currents over large-scales is dateecbbn. Surf zone instrument
deployment over long time periods and large digtans difficult and costly. Although
using camera systems like the Argus system hadezhking-term (~ years) kilometer
scale surf zone observations (e.g. Holman et @62Turner et al., 2007) these
observations are dependent on the amount of waaking and have thus far been
limited to rip current presence. They provide mmimation regarding rip current
intensity.

Lifeguard rip current rescues have been used atemative to instrument
observations with some success. Assuming that @urrent rescue indicates the
presence of a hazardous rip current, rip rescuebeaorrelated with wave and
bathymetry data to determine the conditions thatiflhazardous rip current occurrence.
There have been multiple studies utilizing reséndgke United States (Lascody, 1998;
Engle et al., 2002) and United Kingdom (Scott etZ007; 2009). However, all of these
studies lack the alongshore position of each reseues surf zone bathymetry data
available. Dusek et al. (2011; see also ChapteoBipiled a data set of 741 rip rescues
made over 9 summers, which included the time amagshore location of each rescue.
The factors that most influenced the occurrenagpafescues (or hazardous rip currents)
were determined through correlation with tidal, @and bathymetry data. Yet there
remains some uncertainty when utilizing rip rescgan indicator for hazardous rip
current occurrence. Bather load determines whetheot rip rescues occur. If people

are not in the water due to weather, water temperatr large surf conditions there will
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not be any rescues even if rip currents are presgmis, the rescue record provides no
information on the presence of rip currents whemasgues are made. Rescues also fall
to provide any rip current intensity information.

Lifeguards at Kill Devil Hills, NC (KDH) have perfmed daily observations of
rip current intensity to provide more detailed ciprent information. Lifeguards
estimated daily rip current intensity from O (np currents) to 3 (very strong rip currents)
for 19 lifeguard chairs covering about 7.5 km ohdtgfront. Directional wave
measurements were collected by two Acoustic Dopplerent Profilers (ADCPSs)
located just offshore of the study area. Bathyimésatures were measured from cross-
shore profiles collected at multiple locations @simore at KDH.

In this paper statistical analyses are performetktermine how the wave field
influences rip intensity, and what surf zone bathfmo features are responsible for
alongshore variations in rip intensity. To accostpthese analyses the rip intensity
observations are organized in two ways: first Beach-wide average for comparison
with the wave field, and then as a sub-sampledrdegbindividual alongshore locations

for comparison with bathymetric surveys.

4.2 Field Site

The study was performed at Kill Devil Hills on therthern Outer Banks of North
Carolina (Figure 4.1). The 7.5 km stretch of beiades the northeast (62+degrees
true), is relatively straight and is often charaetl as double-barred with one bar in the
surf zone at 1-2 m depth and one outer storm b&Samn depth

(www.frf.usace.army.mil/survey/frfsurvey.html). &mearshore region of the Outer
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Banks generally slopes at about 1:10 in the foneshegion and transitions to a more
gradual offshore slope of 1:500 (Schupp et al. 6200 he nearshore bathymetry (from
the surf zone to about 10 m depth) at KDH variesifsouth to north. The southern
portion of KDH is characterized by shore-paralgghaths in the nearshore region, while
large, semi-permanent shore oblique bars fromIDtm depth characterize the northern

portion of KDH (Figure 4.2; McNinch, 2004).

South ADCP

": Gle
AC UUES[L

Figure4.1 The study location at Kill Devil Hills, NC. The@gn marks show the
location of the 19 lifeguard chairs, and blacksiadicate the locations where surf zone
bathymetry was monitored in 2008 and 2009. Thdined indicate the offshore extent
of the RTK GPS (solid) and FRF (dashed) profil@ae white marks show the location
of the 2 ADCPs deployed at roughly 12 m depth fdame to December in 2008 and
2009.

The region is wave dominated with a mean annuaifgignt wave height (Hs) of

0.9 m (McNinch, 2004), although wave height rangay with events and season. The
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wave climate in the summer months consists of Ioargy swell (Hs =0.4 - 0.6 m)
generally out of the southeast, punctuated by seremts (Hs > 1m) on average every
8.5 days (Chapter 3). The tides are semi-diurnidl the mean tidal range of about 1 m

(Birkemeier et al., 1985).

N Bathymetry (m)
\\‘ \ T High : 8
'\
\\ . o7
N
Kitty Hawk @“Q‘ 5
S AT
X
>
y N
//‘/ k
'
N \
/\\ \ \
V o \1/“ Q [} < \\
AT 7§ \“%‘\‘\\\ \%\\ E
\.\ \})\% /(m % iz \‘) X
e N ¢ 5
qujf smfﬁfp(\ 2 k ‘Q 6{ ;
Y ] gl 2\
TN VR &)Y 2
xﬁz\‘
\
N ..
i,
»{"X — — | cters K
& 0 500 1,000 2,000 5

Figure 4.2 Bathymetry data resulting from a swath bathymetryesy performed by the
US Army Corps of Engineers FRF in 2006. Vertiaalls is in meters NAVD88 and the
northern and southern extents of KDH are showndrealvs). Additionally, the

locations of First Street (F) and Clark Street &€ labeled. The northern nine chairs fall
to the north of the black arrow while the southiem chairs are located to the south of the
black arrow.
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4.3 Methods
4.3.1 Data collection
Wave data

Two Teledyne RDI 600 kHz ADCPs were deployed at KidHing the summer
of 2008 and 2009. The ADCPs were located in ththeon and southern extent of KDH
at approximately 11 m to 12 m depth (Figure 4They both sampled every 2 hours for
20 minutes at 2 Hz and they were deployed fromuz@ dhrough December of 2008 and
from 10 June through December of 2009. The recatitized for the analysis are limited
to the days that both wave field and lifeguard olettons were performed, 20 June to 31
August in 2008 and 10 June to 5 September in 260@9.comparison with bathymetric
survey data, the wave record is extended up toepfesber for both summers.

The binary ADCP data were processed into two-dinosias (2d) directional
wave spectra using the open-source waves toolb&d¥®HDoppler Profiler Waves
Processing Toolbox; Chapter 2). Processing utilibe default DPWP options, which
include the along-beam radial velocity data injud the IMLM (Iterative Maximum
Likelihood Method; Pawka, 1983; Oltman-Shay and Ga884) estimation method.
The bulk statistical measurements of significanteviaeight, peak period, vector mean
wave direction and directional spread (Kuik et H988) were calculated.

Following the analysis in Chapter 3, the 2d di@til spectra were partitioned
into wave components using the MATL&Btoolbox XWaves

(www.WaveForceTechnologies.copmXWaves identifies peaks and valleys in the 2d

spectra and utilizes local wind data to identifywavsea and swell components in the

spectra (Hanson and Phillps, 2001; Hanson et@09;2Tracy et al., 2006). A maximum
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of two partitions were allowed (wind sea and upao swells) with a minimum
significant wave height of 0.2 m required for a gament to be identified. Wind sea is
defined as surface gravity waves forced by thel voad field and swell is defined as
surface gravity waves without a local wind forcinbhe significant wave height, peak
period, vector mean wave direction and directiepaéad are calculated for each
component.

The refracted mean wave direction and the refraateddshoaled significant wave
height are considered as an alternative to therebdavave statistics. Rip currents are
forced by the wave field at the point of wave bragkso obtaining wave height and
direction at the break-point provides the most pfalty significant wave measurements.
A simple way to estimate the refracted wave dicecis to assume parallel and
monotonically decreasing depth contours and esgittiet change in wave direction and
height from the ADCP measurement location (~12 ptldeto some shoreward location.
Although the point of wave breaking would be thealdshoreward location, complex surf
zone bathymetry both cross-shore and alongshoreleate this calculation. Thus, a
point just outside the surf zone (3m depth; jusinsed of the deepest surf zone bar found
in surf zone survey data of KDH) is used as theesliard location. Snell’s law is used
to compute the refracted wave direction. The changvave height due to shoaling and
refraction is calculated using the following redeuship (Dean and Dalrymple, 2002):

H,,=H,,KK,, (4.1)
where H,n is the observed significant wave height at 12 pilieKs is the shoaling

coefficient defined as:
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where G is the wave group velocity at 12 m or 3 m dep#idalated using the peak

period). K is the refraction coefficient defined as:

K - COSO,,,
' cosd.

3m
where0 is the observed angle of incidence at 12 m depdhtfee Snell’s law refracted
angle of incidence at 3 m depth. There are somigaliions in this simplistic approach.
The assumption of parallel and monotonic depthaastmay oversimplify the
nearshore bathymetry of KDH given the complex battyy in northern KDH and
common presence of a secondary nearshore bar @t4bd m depth. Additionally, the
computations above are most appropriate for a moonatatic wave field. Variations in
spectral shape may decrease the accuracy of te@satons. However, applying these
transformations to the wave height and directianma®vide a general view of what the
wave forcing is at the outer edge of the surf zohlee transformation also provides a
means to standardize the wave height and direatitmmeasurement depth, which
potentially allows for portability of the results dther locations. The height and
direction transformation is considered for the beplectral measurements.
Tidal elevation

Measurements of tidal elevation were collectedhatArmy Corps of Engineers
Field Research Facility (FRF) located about 15 krtmof the study area. The tide has
clearly been shown to influence rip currents at K{@apter 3) and elsewhere (Brander,
1999, MacMahan et al., 2005). However, the tenpgeslution of lifeguard

observations (1 day) hinder the possible identificeof a tidal relationship. No
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discernable influence of the tide was found onabserved daily-averaged rip current

intensity and thus no further tidal analysis iduded.

Surf zone and nearshore bathymetry data

Bathymetry data collected includes surveys of #&ch and surf zone performed
over the summers of 2008 and 2009 as well as ne@ shirveys completed by the FRF
in 2004 and 2006. The surveys performed in 20@B28099 consist of profile lines
sampled at seven different locations along KDH (Fegd.1). Each profile transect
follows an approximately shore-normal directiomfrqust seaward of the dune line out
to about 2 m depth MHW. The profile lines wereoceupied a number of times each
summer and capture the bathymetry of the surf Zivom the beach seaward to just
beyond the extent of breaking waves). In 2008mnéle transect was collected at each
alongshore location using a level and level rotie $ame locations were re-sampled five
times that summer. In 2009 two profile transebisud 50 m apart were collected at the
same alongshore locations using a Trimble RTK GR&m. There was poor GPS
reception at the most southern location (Neptuneeftdue to the distance from the
permanent RTK base station. The poor receptiantezbin unacceptably high vertical
error levels and so data from this location hasbheet included. The vertical accuracy
for the level and level rod is dependent on theadrse from the level with the upper
bound of the error at about 10 cm. The verticabigacy of the RTK GPS system has a
maximum error of about 5 cm.

There were two types of surveys completed by thE. FBross-shore transects

were performed using the Lighter Amphibious Resygdrgo (LARC) Survey System
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in August of 2004, and in April and September dd@QUSACE-ERDC-CHL, 2007).
Each transect begins just landward of the duneditkextends seaward to about 10 m
depth (Figure 4.1). The transect lines are ab00t8 apart alongshore and the same
lines are re-sampled for each survey. Since tlbé 20rveys were completed in the
spring and fall, they are only used to charactespecal bar location. The survey from
August 2004 is analyzed in greater detail. Thethansect lines closest to each profile
location sampled in 2009 were chosen for analy8iSWATH bathymetry survey was
also performed at KDH (from the surf zone out towtll5 m depth) in 2006 that

provides a high-resolution depiction of the nearshregion (Figure 4.2).

Rip current observations

KDH Ocean Rescue lifeguards recorded daily obsemnsiat 19 lifeguard chair
locations to determine the presence and intensity @currents throughout the study area
(Figure 4.1). The chairs are located between 2@had800 m apart along KDH and are
occupied from 10 am to 5:30 pm, 7 days a week titrout the summer. The lifeguards
performed daily observations to estimate rip intgress O to 3 relative to the potential
risk to swimmers. Each level of rip intensity ssdribed as follows:

e 0 - No rip currents present

e 1 -Some low intensity rip currents present, maypa&eardous to some swimmers

e 2 - Medium to strong rip currents present, wilelk be hazardous to swimmers

e 3 - Very strong rip currents present, hazardouslitioms

Each lifeguard recorded daily observations in #te &fternoon to represent the

conditions occurring at their location throughcwe tlay. Observations were made from
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June 1 to August 31 in 2008 and from May 31 to &aper 5 in 2009. On some
occasions the observations were limited to a feawrstor missing altogether.

Previous research using ocean rescue observatisngrimarily utilized drownings
(Lushine, 1991) or lifeguard rescues (Lascody, 189)le et al., 2002; Scott et al.,
2009; Chapter 3) to provide an indication of hamasdrip current occurrence. However,
since rescues are dependent on swimmers being indter and swimmer competency, a
lack of rescues provides no information regardipgurrent presence or absence.
Lifeguard observations provide an estimate ofmiensity regardless of bather load.
However, since the intensity observations are stibgthey are validated against the rip
current rescue record from the summer of 2009.

A binary analysis is made assuming that a rip sitgrobservation of O indicates no
risk of hazardous rip currents occurring and areokaion of 1,2 or 3 indicate some risk
for hazardous rip currents occurring. When resogesrred, the lifeguards observed a 1,
2 or 3 rip intensity 92% of the time. Assumingtthth rescues indicate hazardous rip
current occurrence, the lifeguard rip intensityasipations can be estimated as 92%
accurate in identifying hazardous rip conditiofifie accuracy of lifeguard observations
can be verified further by calculating the percgntaf rescues and observations that
occur for each level of rip intensity (0,1,2 orfR3gure 4.3). Few rescues occur when
there is a O rip intensity observation, while mascues occur (24%) when there isa 1
rip intensity observation. When there is a level 3 rip intensity, significantly more
rescues occur relative to the percentage of obsensa(68% of all rescues compared to
20% of all observations). This analysis shows lifequard observations are a

reasonable estimate of the rip intensity withielatively small margin of error. The
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principle advantage of using rip intensity obsanvat is the consistent data record of rip
current observations, compared to the inherensigatitinuous nature of rip current

rescues.
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Figure 4.3 The percent occurrence of lifeguard rip intenslgervations and rip current
rescues for the summer of 2009. Each is normabmet that the value is the percent of
the total observations or rescues.
4.3.2 Statistical analysis
The directional wave field

Statistical analyses are performed to determinénfhueence of daily average
wave measurements on the daily beach-wide avelag#ensity. Spectral
measurements (e.g. significant wave height, peakgeamnean direction) collected while
lifeguards are on the beach (bi-hourly samples éetwi0 am and 5 pm) are temporally
averaged. The wave field can change significamibr the course of the day and there is
the concern that the average conditions might aatpresentative of all 7 hours guards
are present. To address this concern the stadeardtion is calculated for each wave
statistic over the 4 bi-hourly samples each daypl@4.1). Although there are a handful
of instances when the standard deviations are (gypeally if the onset of a large storm

event falls during the day), the mean values irtdicalatively small variations (Table
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4.1). As such, it is reasonable to utilize therage wave statistic over the 4 bi-hourly
samples. Results were similar using spectral comapiostatistics and thus these data are
averaged in the same manner. For a spectral camp@ng. wind sea or swell) to be

included in the daily averages, it has to be prefegrat least two time samples.

Table 4.1 The average and maximum standard deviations af
the daily averaged wave data. The standard dewi#i
calculated for the 4 bi-hourly bursts taken by Nwthern
ADCP between 10am and 5pm each day.

M easur ement Average STD Max STD
Significant Wave Height 0.05m 0.47 m
Mean Direction 6.2 deg 38.4 deg
Directional Spread 3.1 deg 11.1
Peak Period 0.9 sec 6.2 seq

The analysis of the wave field and rip intensitgslmot consider alongshore
variability in the wave field. An analysis of tieave measurements from the northern
and southern ADCP indicate that there are onlysliifferences in the wave field
measured at each location, and that the differeincggnificant wave height are nearly
always insignificant at the 95% confidence limit$hus, the spectral statistics from both
ADCPs are averaged together. When averagingtatatef spectral components (i.e.,
wind sea, dominant and secondary swell), carekentéo ensure that the same
components are included.

The influence of wave spectral statistics on riemsity is assessed through
correlations and a comparison of distributionse Kolmogorov-Smirnov statistical test
(KS-test) is applied to identify significant difemrces between the rip intensity
distributions relative to various spectral measwaets (Chapter 3). The KS-test applied

to two empirical non-parametric distributions cateimine if the two distributions are
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from the same underlying distribution within a e@mtconfidence level or p-value
(Conover, 1999). The KS-test will result in a minim p-value for which the two
distributions can be said to be different. Formeghke, a KS-test resulting in a p-value of

0.02 would signify that the two distributions aiffetent at the 98% confidence level.

The surf zone bathymetry

Significant alongshore variations in rip currertemsity were observed at KDH.
The wave field showed little variation between tlwe ADCP locations. Absent
significant alongshore variations in the wave fiatdhe ADCP locations, it is likely that
bathymetry variations shoreward of the ADCPs inileeethe presence and intensity of
rip currents at different locations alongshore thgmetry features between the surf zone
and the ADCP location might induce alongshore vama in the wave field and thus
contribute to the differences in rip intensity beém north and south KDH. However,
accurately assessing the wave field transformatiahis region requires a
computationally intensive phase resolving wave madel is beyond the scope of this
project. Surf zone bathymetry features are oftenprimary driver of rip current
circulation (MacMahan et al., 2008), and an analgsithese features may explain
alongshore variations in rip intensity. There tave phases of analysis. First, determine
if profile features from each alongshore locati@nyin a similar manner throughout the
summer. The variability between profile lines otlex entirety of KDH will be referred
to as large-scale variability (> 1 km). Secondedaine if rip intensity is influenced

locally by any surf zone features representedemnptiofiles.
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A number of geometric features have been identife@ach profile from 2008
and 2009 (Figure 4.4). These include: the avebageh slope from 0.5 m above and
below Mean High Water (MHW); the distance from wd&HW intersects the profile
line to the bar crest; the bar and trough deptimfkdWH; the difference between the bar
and trough depth (from this point forward referteds the bar-trough depth difference);
and the trough volume (similar to Larson and Krdi294). Trough volume is the cross-
sectional volume (f#m) of water contained in the trough up to thedrast. For
instances when no bar is present in the profild#retrough depth difference and the
trough volume are 0. In 2009 there were two pedfiles collected at each chair
location. The maximum, mean and difference betwkergeometric features are
calculated for each profile pair in this instandéost significant of these calculations is
the bar depth difference between profile pairsis 7alue gives an indication of
alongshore variability in the surf zone bar, whoam drive rip current circulation
(MacMahan et al., 2008). The variability seen lestw profile pairs will be referred to as
small-scale alongshore variability (~ 50 m). Fwstances when only one profile of a pair
has a bar, a proxy for bar depHg ©r bottom elevation) is used for the non-barreufiler
so that the alongshore bar depth difference caraloelated. This proxy assumes the
non-barred profile will have a bar depth,

E, =D, +0.5D; —-D;), (4.2)

whereDg is the bar depth arid; is the trough depth of the barred profile.
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Figure4.4 An example GPS profile from Clark Street on JungZZ®9. Cross-shore
distance is measured from the initial sample povhich was kept constant for all
profiles. Shown are the Mean High Water level baddistance (blue-dashed), trough
depth (red-dashed), bar depth (green-dashed),ga/stape at MHW (magenta-dashed)
and trough volume (orange-dashed).

Three FRF surveys are utilized to determine if&RS profiles extend far enough
offshore to capture the surf zone bar features brbader-scale FRF surveys completed
in 2004 and 2006 serve as an additional referesrdarge-scale bathymetric variability.
Many of the FRF profiles show the presence of taxspa surf zone bar typically less
than 50 m from the MHW location and an outer stbanthat is at least 90 m from
MHW (Figure 4.5). The presence of two bars idyaypical of this region (Larson and
Kraus, 1994; Lippmann and Holman, 1990). The lesdland GPS surveys completed
in 2008 and 2009 do not extend far enough offstmoapture the outer bar. However,
the FRF surveys show that the surf zone bar isrgépavithin the offshore range of the
2008 and 2009 surveys. The outer bar can haveflaemnce on the wave field and on

nearshore processes, but due to the aforementdatadimitations only the surf zone bar

will be considered in this analysis.
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Figure4.5 An example FRF LARC profile from Neptune StreeOatober, 2004. The
surf zone and outer bars are shown (black arrolwapavith Mean High Water (red
dashed).

It is necessary to place the profiles within thateat of wave field induced
morphological change. Specifically, it is desieatd determine the most common
morphology of KDH and the likelihood of significéytltering this morphology. The
non-dimensional fall velocity?, is used to determine modal beach states and as an
indicator of sand bar permanence (Wright and Si884; van Enckevort et al., 2004).

The non-dimensional fall velocity is defined as:

Hb
T w

p~’s

Q=

, (4.3)

with H, defined as the height of the breaking waves irsthiézoneT, is the peak period

and ax is the sediment fall velocity.

rms™~’g

(7) , 215
Hb:@ [HZ.C,cos0] ", (4.4)

wherey is the breaker parameter set to 0.4 (van Enckexait, 2004), and s the angle

of wave incidence at the breakpoint, which is edl since that data is not availablé,s
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is the root-mean-square wave hei@ghfjs the group velocity anglis acceleration due to

gravity.

() T
o5 = hmJ g} (4.5)

6VO.4 !

is the sediment fall velocity (Shore Protection Maln1984) ps is the density of the
sediment ang., is the density of seawater (2650 kg/nd 1025 kg/rhrespectively).
The value g, is the median grain size estimated at about 0/b8on this region (van
Enckevort et al., 2004), andis the kinematic viscosity of seawater (1X10%/sec at 20
C).

The parametef? identifies a modal (most occupied) state for dipalar beach,
as well as temporal variations in that beach’ssf@tright and Short, 1984). The beach
state can be characterized as reflective (1), intermediate (1 £ < 6) or dissipative
(€2 > 6). There typically will not be significant teimqal changes in a beach state unless
L crosses a threshold value (2= 1 or 6). In the summer of 2009, KDH has an
intermediate modal stat&2(between 3 and 4). This modal value correspontiseto
intermediate state of rhythmic bar and beach (chearaed by a deep trough and an
alongshore-crescentic surf zone bar; Wright andtShe84). It is expected that KDH
will maintain a rhythmic bar and beach morphologlesss2 varies. The most
significant changes in the surf zone morphologiKbH will occur during relatively
large wave events whaR exceeds 6 and KDH becomes increasingly dissipativte
nearby Duck, NC it was found that a complete molgdioal reset of the surf zone bar
system occurred whef? exceeded 10 (van Enckevort et al., 2004). Thehrhic or

alongshore variability in bar morphology was replhgvith a more dissipative and
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alongshore uniform morphology. Alongshore non-omfities developed and the
morphology took on an intermediate rhythmic bar bedch shape once wave energy
decreased an@ dropped back below 6. At nearby KDH significahtinges in the surf
zone morphology are expected whemxceeds 6, however a complete reset in
alongshore variability is not expected udBireaches 10.

The second phase of the bathymetry analysis istermhine how differences in
the surf zone bar system relate to rip intensityly data from 2009 have been used in
this analysis because of higher quality bathymaitny lifeguard data. The rip intensity
observations made at each profile location weréyaed over a seven-day period (three
days prior to and after the profiles were collektedip intensities are taken as individual
observations (in which case 0 = no rips or 1,2rBs) or averaged over the seven-day
period. There is a relatively small sample sizefntensity observations, and slight
biases may exist depending on the observer (dfgridg observations of what
constitutes a 1 or 2 rip rating). These biaseddcodiuence results for one particular
chair. To address this concern, the analysis ob#tleymetric influence is considered
more robust when comparisons over multiple chaations are utilized (i.e. comparing
the rip intensity with bar features over the nonthiaree chairs to that of the southern
three chairs).

The rip intensity observations are compared tartkan, maximum and
difference in the geometric features identifiedha profile pairs. The profiles are
assumed to be reasonably valid for three days éefioafter the survey date as this is a
conservative estimate of the time required to aemnificant changes in the surf zone

bar system at this location during low wave endayyl <(2< 6) conditions (Larson and
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Krauss, 1994; Lippman and Holman, 1990). The selanperiod was shortened on

occasions whef exceeded 6 and more dramatic changes in the coefmight occur.

4.4 Results
4.4.1 The influence of the wave field on rip inigns
Bulk spectral measurements

Rip intensity increases with significant wave hejghen the mean direction is
close to shore-normal and with narrower valuesirgictional spread (Table 4.2). The
measurements of peak period show little correlatidh the average rip intensity. The
significant wave height correlates with rip intdpst a relatively high normalized value
of 0.67 at 0 lag (1 lag = 1 day), while the meaection and spread are inversely
correlated to rip intensity at values of -0.40 ab@é3 respectively. The peak period
demonstrates no significant correlation. Additibnahe significant wave height and
mean direction demonstrate correlation with rigivsity at 1 day lag (0.61 and -0.42
respectively) that is statistically equivalenthe O lag correlation. The shoaled and
refracted wave height and direction correlate whntensity with about the same
magnitude as the observed height and directiondifferences are insignificant at the
95% confidence level). Mean direction and sprdad eorrelate fairly well with wave
height, and thus at least part of their correlatigth rip intensity may be due to this
relationship. An attempt to isolate the relatiapdtetween spread and wave direction

with wave height is presented later in this section
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Table4.2 Correlation coefficient matrix for rip intensiand spectral statistics at 0 ldg.

Significant correlations at 95% confidence leve bolded.
Bulk Spectral Statistics
Mean Dir
Rip Int | Hs Dir Spread| Peak Period Hs3m 3m
Rip Int 1.00 | 0.67| -0.40 -0.63 -0.05 0.70 | -0.34
Hs - 1.00] -0.42 -0.77 -0.18
Mean Dir - - 1.00 0.11 0.29
Spread - - - 1.00 0.20
Peak Period - - - - 1.00
One Swell Spectral Statistics
Mean
Rip Int | Hs Dir Spread| Peak Period
Rip Int 1.00 | 0.83| -0.53 -0.73 -0.03
Hs - 1.00] -0.45 -0.83 -0.11
Mean Dir - - 1.00 0.37 0.03
Spread - - - 1.00 0.29
Peak Period - - - - 1.00

Distributions of the spectral measurements carrésted by sub-sampling based
on rip intensity. The distributions of spectralasarements of the 0, 1 and 2-3 rip
intensity observations can be distinctly differdapending on the spectral measurement
against which they are compared (Figure 4.6). Sitpeificant wave height distribution
shifts from reaching a maximum at 0.5 m for O ngensity, to 0.6 m for 1 rip intensity to
0.8 m for 2 or 3 rip intensity (Figure 4.6 A). THistributions are statistically different at
a high confidence-level (Table 4.3). The 1 andrip3ntensity values have distributions
that are much broader than the distribution fapOntensity, which is narrow and highly
peaked at low wave heights. This suggests thgtlit#e or no rip activity exists at low
wave conditions, but that rip intensity values f @r 3 can occur over a wide range of
wave heights. The shoaled and refracted wave hdigtiibutions show a very similar

relationship, although with a slightly larger rargfevave heights (Figure 4.6, C).
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Table 4.3 The p-values for the two sample KS-test between
distributions of different rip intensity observat®

M easur ement p-value
Entire 2d Spectrum Oand 1RI | 1and 2-3RI
Significant Wave Height 8x1% 8x10%
Mean Direction 2x1%° 21x10°
Directional Spread 8x 18 5x10%
Peak Period 2x10 0.25
3m Significant Wave Height 2x19 6x10°
3m Mean Direction 2x 16 5x10°
1 Swell Only
Significant Wave Height 1x18 8x10%
Mean Direction 8x16" 2x10%
Directional Spread 4x1%8 4x10%
Peak Period 0.07 0.21
Wind Sea Dominated
Significant Wave Height 2x19 2x10*
Mean Direction 2x109 0.08
Directional Spread 1x10 0.01
Peak Period 4x1H 0.07
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Figure 4.6 Normalized histograms representing the distribiohthe 0, 1 and 2-3 rip
intensity observations for each bulk spectral mesament. Each distribution represents
all rip intensity observations made for each day emair location over the course of the
summers of 2008 and 2009. The plots are of thefgignt wave height (A), mean
direction (B), the shoaled and refracted significaave height to 3 m depth (C), the
refracted wave direction at 3 m depth (D), direziospread (E) and peak period (F).

For the mean direction the 1 and 2-3 rip intendiggributions are both shifted
toward shore-normal compared to the O rip interdigyribution (Figure 4.6 B). The
refracted wave direction shows a similar shifthaltgh the range of wave directions is
tightened considerably (Figure 4.6 D). The meaeation distributions are also
statistically different at a high level of confiden(Table 4.3). Similarly, the 1 and 2-3
rip intensity distributions are shifted toward raver directional spread and are again
different at a high level of confidence (Figure E)Y6 Conversely, the peak period
distributions are all very similar, suggesting thatk period does not significantly
influence rip intensity (Figure 4.6 F).

The dataset can alternatively be viewed as averpgetensity values for a given

spectral measurement. The average rip intensityesdor each spectral measurement
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are similar to the rip intensity distributions (Erg 4.7). An increase in significant wave
height has a clear influence on the rip intensyerage rip intensity increases
dramatically between wave heights of 0.6 m andh®&igure 4.7 A). The level of rip
intensity for low wave heights is even lower whealszing the shoaled and refracted
wave height (Figure 4.7 C). Rip intensity for wahagghts of less than 0.7 m are nearly O
in this case, suggesting that smaller waves tisateperience relatively little growth due
to shoaling (e.g., shorter period and less energetid sea) rarely cause significant rip

currents to occur.
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Figure4.7 Plots of the beach wide rip intensity averageceteh bin width. Each value
represents the average rip intensity made whedaiig spectral measurements were in
that bin range for the summer of 2008 and 200% Auik spectral measurements shown
are of the significant wave height (A), mean di@tiB), the shoaled and refracted
significant wave height to 3 m depth (C), the retied wave direction at 3 m depth (D),
directional spread (E) and peak period (F).

The average rip intensity is highest with closshore-normal mean wave

direction (Figure 4.7 B). When the direction if@eted to 3m depth, this relationship is
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even more evident as the histogram has a fairlgnabshape, peaked at O degrees
(Figure 4.7 D). The average rip intensity is ajseatest when directional spread is
minimal (Figure 4.7 E). Variations in the peakipdragain appear to be insignificant to

rip intensity (Figure 4.7 F).
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Figure 4.8 The left-most plots show scatter plots of the maiagction (A) and spread
(E) against the significant wave height and meaection against wave height at 3m
depth (C). Each data pair represents the dailsegeel measurements from the summer
of 2008 or 2009. The magnitude of the beach wigsaged rip intensity for each data
pair is shown with dark blue representing low rigensity magnitudes and red
representing high magnitudes. The dashed blaek limdicate the portion of data plotted
as a rip intensity bar plot to the right. For thean direction and 3m refracted mean
direction, all points with a significant wave heidgbr Hs at 3m) of 0.6 m or greater are
plotted on the rip intensity plot to the right (BdaD). For the spread, all points with a
significant wave height between 0.75 m and 1.0 enpdotted on the rip intensity plot (F).

Wave height is significantly correlated to bothediional spread and mean
direction, which complicates determining the refatcontribution of each variable. This
correlation is shown through a 2d representatiah@fata (Figure 4.8 A, C, E). Average

rip intensity plots are made for a sub-sampledipomf the data in an attempt to
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minimize the correlation with wave height (Figur8 8, D, F). For the mean direction
and refracted direction, only heights over 0.60reiacluded. For spread, only wave
heights between 0.75 and 1.0 m are included. WHese subsets are plotted as rip
intensity averages, there remains an increase intensity with shore-normal wave
direction (Figure 4.8 B, D) and with narrower sgrégigure 4.8 E). However, both

relationships are less pronounced than when theeal#ta set is plotted (Figure 4.7).
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Figure 4.9 Normalized histograms representing the distribiiohthe 0, 1 and 2-3 rip
intensity observations for each dominant swell congmt measurement. Each
distribution represents the rip intensity obseadimade for each day and chair location
over the course of the summers of 2008 and 2009 wieewave field constituted only a
single dominant swell. The plots are of the sigaifit wave height (top left), mean
direction (top right), directional spread (bottosft) and peak period (bottom right).

The partitioned wave field

Analysis of wave field components (wind sea, domirsavell, secondary swell)
yields similar results to the analysis of the belectral measurements. Out of the 161

total days, 81 were characterized by only one dantiswell, 22 days by two swells and
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58 days with wind sea present (28 of which werel@ranantly wind sea). A correlation
between dominant swell statistics and rip intengi®jds similar results to the correlation
done with the bulk statistics. There is a sliglstiyonger correlation for significant wave
height, spread and mean direction with rip intgn&t83, -0.73 and -0.53 respectively).
Again, the peak period shows no evidence of cdiogiavith the rip intensity.

The distributions of the rip intensity observatiowsien one dominant swell is
present, are also very similar to the distributicaleulated for the bulk spectral
measurements (Figure 4.9); rip intensity increaa#s significant wave height, shore-
normal wave direction and narrower spread andimflmenced by peak period. The
similarities between the bulk spectral measuremamtisthe one-swell measurements
may not be surprising. When only one swell is enéshe swell component spectra will
be essentially the same as the entire spectraddition, days with primarily only one
swell present make up roughly half of all the dsgsipled (81 out of 161).

For the 28 days of predominantly wind sea thenmipnsity distributions are
slightly different (Figure 4.10). Rip intensitydreases with significant wave height and
as mean direction approaches shore-normal, hoveenadationship with the directional
spread is not as clear. The peak for the 2-tgnsity distribution is at 30 degrees
compared to 25 degrees for the one swell casehanstatistical difference between each
of the rip intensity distributions is not as evidéhable 4.3). Rip intensity also shows
some dependence on the peak period. The 1 anth2r@ensity distributions are shifted
slightly towards longer period waves compared &Qldistribution and have a higher

confidence of statistical difference (Table 4.3).
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Figure4.10 Normalized histograms representing the distribiofithe 0, 1 and 2-3 rip
intensity observations for each wind sea compomaasurement. Each distribution
represents the rip intensity observations madedch day and chair location over the
course of the summers of 2008 and 2009 when the Wield constituted primarily wind
sea. The plots are of the significant wave heftgg left), mean direction (top right),
directional spread (bottom left) and peak periaattm right).

A direct comparison between spectral measureméiie @ne-swell and wind
sea conditions are made with the average rip iite(fSgure 4.11). The rip intensity for
both components increases with larger significaamtevheights, however under swell
conditions rip intensity is higher from 0.5 m t@ In (there are no average swell
components with a wave height over 1.3 m). Tpentensity for mean direction is very
similar for both wind sea and swell over the ranfjebservations. The spread
measurements show that rip intensity for swell congmts is nearly twice as high as the
wind sea component intensity for the 22.5 to 2&§rde range. The rip intensity for

wind sea peak period shows a large increase fraar@&econds, while the swell

component shows no relationship with period.
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Figure4.11 Plots of the beach wide rip intensity for eithendoant swell (blue) or
wind sea conditions (red). Each value represémtaverage rip intensity made when the
daily spectral component measurements were irbthatnge for the summer of 2008
and 2009. The bulk spectral measurements showsigmigicant wave height (top left),
mean direction (top right), directional spread (bwt left) and peak period (bottom
right). When there is no data plotted it is beeaihsit component measurement never
reached those values.

Analysis of two-swell wave fields is complicatedthe presence of two
components makes using many of the prior analy$@gsutt. Prior research has
suggested that when two swells are present, ripitganhcreases when the swells arrive
from opposing oblique angles (Chapter 3). Althotlgdre are only 22 days when two
swells are present, there is some evidence suggdbkat swells at opposing angles do
increase rip intensity. Two swells with mean dii@ts from 50 to 90 degrees apart
result in relatively higher levels of rip intensityan instances when both swells arrive

from similar directions (Figure 4.12). Howevere timited number of data points in

each bin somewhat limits confidence in this res8lignificant wave height is an
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important consideration as low energy days (Hs6nf). rarely have high levels of rip
intensity even when the swells are highly opposEuoke one exception is an instance
where the total wave height is 0.52 m yet themipnsity average was a relatively high
1.2. The mean direction of the components is &0ads different in this case, lending

credence to the notion that two opposing swellsataate hazardous rip current

conditions.
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Figure4.12 The left plot shows a scatter plot of the meandtiioa difference between
two swell components against the total significaave height. Each data pair represents
the daily averaged measurements when two swells pressent from the summer of
2008 or 2009. The magnitude of the beach wideamest rip intensity for each data pair
is shown with dark blue representing low rip intgnmagnitudes and red representing
high magnitudes. The same mean direction differelata is shown on the right plotted
as average rip intensity.

4.4.2 The influence of the surf zone bathymetmypimtensity

Large-scale alongshore variability

The bar-trough depth difference and the cross@aaitirough volume are two profile
features that indicate how substantial the baesyss at a sample location. These
features tend to co-vary and the alongshore vditiabf both features suggest how the
surf zone of KDH develops over the summer. Thet fiurvey (June 352009) shows a

relatively significant surf zone bar along all oDK (Figures 4.13 and 4.14). There is

some small- (~50 m) and large-scale (beach-wide)gshore variability in the size of the
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bar, however there is a bar evident at every satopéion. Three weeks later (July

15" there is no longer a measureable bar at oneggritfile lines at Hayman and Third
Street and the size of the bar has decreasedrdy eeary location. By the third survey
(13 days later on July 28th) there is a signifialnonhgshore shift in the development of
the bar system. The bar over the three most nortbeations is nearly gone, while each
of the three southern locations has a large bgu(es 4.13 and 4.14). By the last survey

date on September 16, small bars are found inaidyv profiles along all of KDH.
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Figure 4.13 Bar plots showing the difference between the battdand trough depth
along a patrticular profile from surveys in 200%heTdate of collection is shown above
each panel. For each location both the northeftm{@st) and southern (rightmost)
profile lines are shown. Each profile pair is 58part.
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Bars were less evident in 2008. Similar to 2008,ar-trough depth difference
shows a more significant bar in the south of KDihpared to the north in the latter half
of the summer (Figure 4.15). There is only one BRfmertime survey from 2004, but
the measures of bar-trough difference and trouddmve also suggest a more significant
bar in the southern half of KDH (Figure 4.16). $belata suggest that late in the
summer the southern portion of KDH often has a nsatestantial surf zone bar system

than the northern portion of KDH.
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Figure4.14 Bar plots showing the cross-sectional (two-dimemaiptrough volume
along a patrticular profile from surveys in 200%heTdate of collection is shown above
each panel. For each location both the northeftn{bst) and southern (rightmost)
profile lines are shown. Each profile pair is 58part.
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Figure4.15 Four bar plots showing the difference between #redepth and trough
depth along a particular profile. Each plot runstim (left) to south (right). The profiles
from the survey completed on 7/3/08 are excludedise none of the profiles had a surf
zone bar present. Only a single value is plotteaach location, as in 2008 only a single
profile line was collected at each location.

Temporal changes in the profile features suggestthie surf zone in the north
and south of KDH develops differently over the sauof the summer of 2009 (Figure
4.17). Over the last two survey dates of 200%rinegh volume and bar-trough
difference of the northern and southern portionkKl@H have opposite trends. The larger
bar systems tend to be further from the MHW poiflte bars tend to be furthest from
shore early in the summer progressing to smalfdzures that are close to shore by the
early fall, with bar distance trending to alongshaniformity by the last survey.

Conversely, the mean slope at MHW is relativelyngkhore uniform early in the

summer, and then varies dramatically alongshord@éyinal survey.
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Figure4.16 Plots resulting from a survey completed by the ERRC system on
August 23 and 24, 2004. Shown are the differdetereen the bar depth and trough
depth along a particular profile (upper) and thessrsectional (two-dimensional) trough
volume along a particular profile (lower). The twalues shown for each location
correspond to the FRF profile lines closest tortbhern and southern profile lines
sampled using the GPS in 2009. Each profile gambiout 300m apart.

The changing wave energy experienced at KDH througthe summer provides
a potential mechanism for the surf zone respofi$e early summer is characterized by
low energy conditions (Hs of 0.4 m to 0.8 m) puatta by several moderate wave
energy events (Hs > 1 m; Figure 4.18). Each ofiteethree surveys was conducted a
few days after one of these moderate wave evemdsg@picts the surf zone response to
these events. Assumig must exceed 10 to cause a full morphological nestktis
region (Van Enckevort et al., 2004), none of theevavents immediately preceding the
first three surveys is sufficient for this to oc¢brgure 4.18). The wave event on June
17" has a maximum significant wave height of 1.49 m @11.1, and is followed by a
short-lived wind sea event on Juné'#iat has a maximue® of 10.5, but the 10
threshold is only exceeded for a two-hour peridtie next wave event, immediately

preceding the first survey on Juné"2fas a maximun® of 7.9 and2 =10 is not

exceeded again until August®31
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Figure4.17 Shown are plots of the cross-sectional (two-dinm@ama) trough volume
(top left), the difference between the bar anddgtodepth for a given profile (top right),
the distance from the MHW line and the bar cresttfim left), and the mean slope
within .5 m of MHW (bottom right). The values cespond to the GPS surveys
completed at KDH in 2009. Values from the southree locations are shown in red
and values from the northern three locations aogvehn blue.

Comparison of the wave data and survey resultsestiglyat the further removed
a survey is from a wave event wigh> 10, the larger the bar system is in southern KDH
compared to northern KDH. The survey on JuriBig®nly a few days following a
threshold event, and the bar system is relativaeiyd along all of KDH (Figures 4.13 and
4.14). The two surveys 25 and 38 days followirgldst wave event witl? >10 reveal a
more substantial bar system in the south comparétetnorth. The final survey on
September 16 follows two high-energy wave events which bothesa the threshold.
The profiles illustrate a bar system that is mardaum alongshore although also less

substantial than during the early summer.

120



E;NMMMMWAMAWJ\*

06/16 06/26 07/06 07116 07/26 08/05 08/15 08/25 09/04 09/14

Fa ek

|
0616 06/26 07/06 0716 07/26 08/05 08/15 08/25 09/04 0914

Figure4.18 The bi-hourly record of significant wave heightgi@nd the non-
dimensional fall velocity2 (bottom) from the summer of 2009. The green galtines
indentify the days when surf zone surveys were deteg. The2 = 6 (black dashed)
and the®2 =10 (black solid) thresholds are shown.

The summer of 2008 also experiences relativelyd@ve energy throughout, and
the profiles suggest that bar formation is moraificant in the south than the north
(Figure 4.15). There is a large wave event with 10 just before the survey on
September 1M, and yet the surf zone bar system does not becoif@m from northern
to southern KDH as it does after a large wave eveR009. This suggests that low wave
energy may favor a mode in which the surf bar sgstemore substantial in the southern
portion of KDH. However, a large morphologicaleesvent {2 > 10) does not ensure a

shift to similar surf zone bars along all of KDH.
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Correlation of surf zone bathymetry with rip intéps

The three surveys from 2009 performed while threglifards recorded rip intensity
observations enable a correlation of the surf zooéle features with rip intensity. For
the surveys completed on July™&nd July 28 the rip intensity observations are
averaged over a seven-day period, assuming thattfiees are valid estimates of the
surf zone for three days prior to and after theeys (Figure 4.19). For the survey
completed on June P5the rip intensity observations are only averages a five-day
period, since two and three days prior to the surRevasconsistently > 6. Althougk2
exceeded 6 on the day prior to the Jul§) 88rvey, it only exceeded 6 for one bi-hourly
record, and thus the valid time period was not elahted.

The mean, maximum and difference of the geometatuires identified in the
two profile lines at each location are correlatethwhe average rip intensity. The only
features that demonstrate a correlation with riprieity are the maximum or mean bar-
trough depth difference and the difference in legth for a profile line pair. The limited
number of profiles available results in uncertairggarding the precise influence of these
features on rip intensity. However, when plottgdiast rip intensity the four highest
average rip intensity instances correspond todhelargest measures of bar depth
difference between profile pairs. Further, allrfofithese instances have relatively large

mean bar-trough depth differences (Figure 4.20).
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Figure4.19 The daily averaged significant wave height obsésnat(red line) and
beach-wide averaged daily rip current intensityepbations (blue bars) are shown. Also
shown are the survey dates (green-solid) and viglichtensity time periods for each
survey (green-dashed). The significant wave haggaveraged from the measurements
of both the northern and southern ADCP from 10-®&ach day.
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Figure4.20 Scatter plot of the depth difference between theabd trough of each

profile (values from each profile pair are averggaa the difference in bar depth
between a profile pair. The colorbar represergsatierage rip current intensity observed
at the profile location over the valid time perigdnging from 5 to 7 days). Data is from
the three GPS surveys performed in June and JJQQ@S9.
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An additional consideration is the influence of tix@ve height on rip intensity
levels; high levels of rip intensity are rare wtika wave height is below about 0.7 m.
Since wave heights are relatively low during susvBgcause these are the only times
when data collection could be carried out safefyintensity will generally be lower
during these periods. Wave height has been platjathst both the bar-trough depth
difference and the difference in profile pair bapth to assess the contribution of both

wave height and bar features on rip intensity (Fegu21).

"0 0.1 02 03 04 05
Bar-Trough Depth Difference {m)

"0 01 02 03 04 05 06 07
Profile Pair Bar Depth Difference (m)

Figure4.21 Binned and scatter plots of the depth differendevben the bar and trough
of each profile (values from each profile pair averaged) vs. significant wave height
(top) and of the difference in bar depth betwe@nadile pair vs. significant wave height
(bottom). Each black point represents the dailyeobation of each value at a particular
profile location and is marked as rip currents obse (star) or not observed (circle).
The binned color plot shows the fraction of obsgoves in each bin that indicated a rip
current was present. No observations were recdatdtie white bins.
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Although sparsely populated, the data comparisowshhat rip currents are
unlikely when both the wave height is low (< 0.7 angd bar features are small (<0.1 m).
The data suggests that rip likelihood will increasdhese values increase. The effect of
the bar features at a given wave height is espgamaportant. Within the wave height
range of 0.5 to 0.6 m rip currents occur fairlyeoftvhen the bar-trough difference is at
least 0.10 m and when there is some alongshoratiariin the bar height (> 0.10 m).
There are even two instances when the wave haghitder 0.5 m and rip currents are
observed, apparently because there was a subkthfiéeence in the bar height
alongshore (> 0.5 m). This instance provides amgte of how a substantial alongshore
variable bar can drive some rip circulation everewthere is relatively low wave
energy.

The influence of the bar-trough depth difference profile pair bar depth
difference can also be determined through a companf two surveys. The rip intensity
observations made for the survey performed on I5ilyare dominated by low wave
energy levels (seven-day average of 0.48 m). Taeswave height levels that generally
do not produce much, if any, rip current activiti¥hile the mean significant wave height
during the June 25and July 28 survey periods is still relatively low (0.60 m aB&8 m
respectively), the survey periods are energeticignado lead to some rip intensity and
are compared further.

The profiles from June 35show a surf zone bar system with relatively |drges
that vary significantly in depth alongshore ovettbsmall- (~50m) and large-scales
(beach-wide; Figure 4.22). Average rip intensigeeds 0.8 at every location and

reaches a maximum of 2 at First Street. The m®filom the July 28survey suggest a
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Figure4.22 Shown are plots of the difference between the bptldand trough depth
along a patrticular profile (upper), and the crasstisnal (two-dimensional) trough
volume along a particular profile (lower). Dashie@s indicate the average values over
the northern or southern three locations. The ddtam surveys completed at KDH on
June 25 (left) and July 28 (right) of 2009.

different large-scale alongshore bar system, athtlee southern locations have relatively
large bars and the three northern locations hawad! ®@rs (Figure 4.22). None of the
bars demonstrate much small-scale alongshore v#giab depth. The three southern
locations have bar-trough differences similar ® ltbcations with the largest bars on June
25" (~0.5 m), but have bar depth differences betweefil@ pairs of only 0.01 m, 0.08 m
and 0 m. For comparison, the four largest bartioga on June 25had bar depth
differences between profile pairs ranging from 188 0.64 m. Rip intensity averaged
over all six locations on July $8s 0.2, much lower than the average of 1.2 dutfieg

first survey period. This suggests that relativahge bar systems with significant small-

scale alongshore variability in depth produce greap intensity than instances when

large bars have uniform small-scale alongshorehdefiitis important to consider that the
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wave direction for the July 3&ime period is about 30 degrees further south fsbore-
normal than for the June 2%ime period. When refracted the direction differemeduces
to about 20 degrees. Since shore oblique wavdence leads to lower rip intensity, the
expectation is that both wave direction and diffiees in the bathymetry contribute to the

variations in rip intensity.

4.5 Discussion
4.5.1 Rip intensity and the wave field

The cross-correlation analysis (Table 4.2) andutalon of rip intensity averages
(Figures 4.7 and 4.8) demonstrate that signifisamte height is the primary factor
influencing rip intensity, while mean wave directiand directional spread provide some
contribution. One way to interpret the resultthest the wave height determines a
baseline intensity level, which is then modulategehding on the direction and spread.
Very low wave height days will never have intenips regardless of the direction or
spread. Conversely, very high wave height daysmaist likely have rips present, with
the intensity of the rips influenced by directiardsspread.

The relation of significant wave height to averaigantensity is of importance as
a beach safety concern. There is a sharp incheaserage rip intensity at the 0.8 m
significant wave height bin and then a levelingadfwave height increases (Figure 4.7).
This trend signifies a minimum wave height thredhatl which hazardous conditions are
likely (roughly 0.7 m). The implication of thisiiding is that moderate wave height
conditions may be especially hazardous for swimmatsvave heights just greater than

0.7 m, observed rip intensity on average can bdyasa high as when the wave height is

127



almost 2 m. However, when the wave heights areemate the potential for a dangerous
surf zone may not be as obvious, thus posing aeagreafety risk.

The physical explanation for this apparent waveglethreshold is less clear. It
is possible that rip currents are generally weakvave heights under ~0.7 m, as
alongshore gradients in radiation stress may nédrige enough to drive significant rip
circulation. It may also be that waves under thisshold are too small to break over the
surf zone bar in most cases and instead breaklgigtthe shore. This could have the
effect of greatly minimizing any alongshore vawats in set-up and thus reducing or
eliminating rip current flow. It is also possilitet rip currents still occur under this
threshold, but are so small that lifeguards dootserve them. Finally, there is the
possibility that lifeguards underestimated rip gy for wave heights larger than the
threshold value (Hs of 1-2 m), thereby artificiatiyating an apparent threshold when in
reality rip intensity increase with wave heighimsich more linear.

The shoaled and refracted wave height and direetiades to the same
relationship with rip intensity. Rip intensityiggher with larger waves and when wave
incidence is close to shore-normal. However, ib&ibdutions of the shoaled and
refracted wave heights exhibit a greater spreadl tiva observed data. Wave fields
consisting of longer and larger waves experiengeater increase in height than smaller
and shorter waves (Figure 4.6). The distributioinefracted wave direction are more
constrained than the observed data, as wavesgpaiach from a large angle of
incidence experience greater refraction when tnagétom 12m to 3m depth. These

differences signify the importance of considerihg location in which the wave
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measurements are collected (i.e. a wave inciden8@ degrees at either 12m depth or
3m depth cannot be interpreted in the same manner).

The refraction and shoaling calculations applieg: ipeovide a simple mechanism
to improve the portability of the results of thtsdy. This is especially significant when
considering rip current forecasting, as a predecthodel will need to utilize standardized
inputs. However, the simple methods used in tiidysmay be compromised by
complex bathymetry. In KDH in particular, the r@tn portion of the beach has highly
variable bathymetry nearshore, which may altemthee height and direction
considerably (Figure 4.2). Further, the transfdromaof the directional spread from 12
m to 3 m depth is beyond a simple Snell’s law dakien and thus is not included here.
These limitations suggest the need for furtheryamalusing nearshore modeled wave
data.

Single swell wave conditions are slightly more fialie for rip current activity
than wind sea. This is most evident for signiftcaave heights from 0.6 mto 1.2 m
(Figure 4.11). The explanation for this result niayn the different directional
distributions of wind sea and single swell compdseWind sea originates from a wider
range of directions, potentially limiting the inase in intensity caused by the increase in
wave height (Figure 4.10). The relationship betwaeerage rip intensity and the
directional spread is similar for both wind sea anell, however the intensity observed
at a spread of 25 degrees is greater for swell(Eig.11). Large wind sea conditions
can often occur with greater spread than with sirtyillarge swell conditions, this results
in relatively fewer occurrences of large wind sed gsery narrow spread (i.e. optimum

rip intensity conditions). The average rip intéysiependence on mean direction is
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comparable for both wind sea and swell, suggestiagdespite which component is
present the influence of direction is similar (Fig4.11).

Contrary to bulk and swell data, the rip intensityyws some dependence on peak
period for wind sea conditions (Figure 4.11). Ayfdeveloped wind sea will have larger
wavelengths and longer periods, whereas there ssicilo dependence with swell or bulk
measurements. For the instances of wind sea beesttidy period, significant wave
height demonstrates a linear correlation with geedkod, whereas no such correlation
exists during instances of swell. Given that nignsity shows no dependence with peak
period for swell or bulk measurements, it is expddhat wind sea period does not
directly impact rip intensity, but rather is repgatative of a dependence on wave height.
That rip current intensity is not influenced by waweriod is counter to previous research
that suggests that period influences rip curretiviaec (Lascody, 1998; Engle et al.,
2002). ltis possible that in some wind sea doteth@nvironments, the dependence of
peak period on wave height leads to a correlateiwéen peak period and rescues. A
correlation between peak period and rescues may iexihis case because both peak
period and rescues are dependent on wave heighharecause the peak period has a
physical impact on rip intensity.

Previous research utilizing rip rescues found ¢lvagle swell conditions were
highly favorable for hazardous rip currents, wiggsentially no relationship was seen
with wind sea (Chapter 3). Those findings are seha challenged here. Although
swell conditions demonstrate higher rip intensitind sea dominated wave fields
influence rip current intensity in a similar manndre mildly contradictory results of

Chapter 3 may be explained by the different obsemvanethods. Chapter 3 suggests
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that a lack of beach attendance and/or batherdadadg high wind sea days may be the
primary reason for the poor correlation seen betwgerescues and wind sea
components. A more accurate depiction of the arfae of wind sea on rip currents may
be presented here, since bather load does not irtifgap intensity estimates.

Wave fields that are dominated by two swells withgque and opposing
incidence may increase the likelihood of hazardqusurrent activity (Chapter 3). Bi-
directional wave fields have generated rip curremtsumerical model and lab studies
(Fowler and Dalrymple, 1990; Johnson and Pattiara®006). This increase in rip
activity may be caused by wave components withlizighlique incidence leading to
constructive and destructive interference nearsaodecorresponding alongshore-
variable set-up gradients (Fowler and Dalrympl€©Q)9 Despite a small number of
observations (22 days), the results suggest thtdnoes with relatively large wave
heights and large mean direction differences cad te increased rip current activity

(Figure 4.12).

4.5.2 Rip intensity and surf zone bathymetry

KDH appears to favor a summertime mode in whichkestantial surf zone bar
develops in the south compared to a small barpdyam at all, in the north. This mode
favors a greater likelihood of hazardous rip cuisen the southern portion of the beach.
This dichotomy is found using rip rescues as a yfok hazardous rip occurrence
(Chapter 3). From 2001 to 2008 there were newiigetas many rip current rescues
made in the southern half of KDH compared to thehn(B39 to 177). In 2008 alone

there were twice as many rescues in the southithiéén@ north (48 to 24). This difference
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is attributed at least in part to the presencesafrbzone bar in the south while the north
generally had no bar present (Chapter 3).

The reason for this alongshore mode of surf zonel&aelopment is less clear.
The modification of the surf zone depends on wanexgy and the likelihood of
morphological re-organization (estimated®)y Low (2 values seem to favor larger surf
zone bars in southern KDH and small or no bareémiorth, while some instances of
high morphological changeX10) appear to generate more large-scale alongshore
uniform bar systems. Howeve® values do not explain all of the variation between
northern and southern KDH. It is likely that theyious surf zone morphology and
sediment supply, as well as the wave conditions theewinter and early spring months
influence bar formation in northern KDH.

The difference between northern and southern KDM atgo relate to the
nearshore bathymetry. The oblique bar featuréisemorth of KDH fall within the
margins of a paleo-river channel and overlie graugtrops that have shown a minimal
response to large wave events (Browder and McN2@06; Schupp et al., 2006). The
oblique bars may transform the incoming wave ensug that it is less likely to
generate or maintain a surf zone bar system, espeduring low energy conditions.
The southern region of KDH has demonstrated sleont-and long-term accretion, while
northern KDH has exhibited short term and long-terosion (Schupp et al., 2006). The
erosion rate in the northern region suggests eéthew sediment supply or a divergence
of sediment away from the area. This too wouldibirbar creation in the area. Early in
the summer of 2009, significant bar formation iglent along all of KDH following a

relatively large re-organization event. This resgwsuggests that although the shore
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oblique bar morphology does not favor bar formateotarge wave event, or series of
wave events, may lead to bar formation in northddid. Consistent low wave energy
(weeks to months) may result in a shift to the fadoalongshore mode where a more
substantial bar exists in the south of KDH.

An additional consideration is sediment size, widah have a significant impact
on . The median sediment size of 0.18 mm was based asur@ments at nearby
Duck, NC (van Enckevort et al., 2004). Howevedisent size varies both cross-shore
and alongshore in and around the KDH region. Staebél. (2007) found more
alongshore variability in sediment size in the herh, oblique bar region of KDH
compared to southern KDH. Within the northern sagietween MHW and 2 m depth
there are sediment sizes ranging from coarse (m@bto fine (~ .12 mm). The
calculation of@2requires a median grain size, which is not avagdlableach alongshore
location. However, if northern KDH has a largerdia@ grain size than southern KDH it
could have a different modal morphology for the sambient wave field. For example,
if the median grain size is estimated at 0.28 nsted of 0.18 mm, the modal range of
QO decreases from 3-4 to 2-3. When the grain sitage,2 exceeds the threshold value
of 6 only 11% of the time compared to 32% of timeetifor the smaller grain size. A
larger grain size indicates a more reflective amdphologically stable modal state. If a
large bar were not present, it would likely tak&gnificantly larger wave event to create
one. Thus, a larger grain size in northern KDH roaytribute to the lack of large bar
formation when compared to southern KDH, howeveroae detailed sediment analysis

will have to be performed to form a definitive carsion.
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The alongshore variability of the surf zone bar $igsificant implications for
beach safety and rip current forecasting. Thesdifices between northern and southern
KDH are site specific, however evidence for a cstesit morphological response to
varying wave energy could enhance the applicahilitthis study. The tendency for a
region to develop a substantial bar system undeelzergy conditions may lead to an
increase in rip current activity. Conversely, arformation is less likely in another
region, rip current activity would be lower everbdth regions experience the same wave
conditions. A general understanding of the morpbicll response of a particular surf
zone region may enable an estimation of the likelthof the existence of a rip-favorable
surf zone bar. For example, a binary proxy coddiged to indicate a higher likelihood
of rip favorable bar features within 3 days follogia moderate to large {H1 m) wave
event (or lower likelihood if not following the enf. This proxy could be included in a
rip current forecast system to improve overall prgoh of rip current likelihood.

A more substantial surf zone bar that varies ow@llsalongshore scales (~ 50 m)
appears to increase rip current intensity. Aloogslvariations in bar features can lead to
variations in wave height necessary for an alongspoadient in the radiation stress
(Brander, 1999; Brander and Short, 2000; Halled.e2002; MacMahan et al., 2005). It
has also been shown that steeper cross-shore@rgshbre bathymetry gradients (i.e. a
steep, tall bar with a narrow, deep rip channeah)result in stronger rip currents
(Brander, 1999). The bar-trough depth differenue profile pair bar depth difference
are relative indicators of the bathymetry gradiemsofile pairs with large values for

both measurements should demonstrate increasederisity or occurrence.
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Data limitations preclude a more definitive relasbip between surf zone
bathymetry and rip intensity. There were only éhperiods of simultaneous beach
profile surveys and rip observations and the wanexgy was generally low around
survey dates. The lack of intense rip currentsecto survey dates complicates the surf
zone bathymetry — rip intensity comparison. Tha@ag of 12 to 14 profile lines
presents a limited view of the surf zone bathymetrgr 7.5 km and there may have been
considerable variation in the bathymetry just beltite survey locations. These
limitations prompt the need for more robust surmgyfior future comparisons with large-
scale spatial variations in rip intensity.

Lastly, the use of lifeguard observations to intka@ current occurrence and
intensity is an important consideration when intetipg the results of this study. There
is some error to be expected in the lifeguard oladems, as they are qualitative
measurements. However, the lifeguards are trasbedrvers, which provides
reassurance in the validity of their estimatese Tifleguard observations also correspond
well to instances of rip current rescues, providadgitional validation. Averaging of all
alongshore observations of rip intensity (up tadtl), will also reduce the influence of
possible over- or underestimation in a single ggaedtimate. The importance of the
guards observations cannot be understated. Ussaife data alone has proven useful,
however the limitation of bather load is a sigrafit one. A dynamically consistent
relationship between wave height and rip occurr@aceot be determined with rescue
data alone as there are few bathers and corresmggndew rescues when wave heights
are large. Using lifeguard observations overcothissimitation. Further, similar

lifeguard observations are relatively simple tof@en in other locations with lifeguard
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presence. The methods utilized in this study cpuivide a mechanism for obtaining a

reliable measure of rip current occurrence ancsitg at many other coastal locations.

4.6 Conclusions

Variations in rip intensity over large temporal esptial scales are influenced by
both the wave field and the surf zone bathymeBgach-wide variations in rip intensity
on a daily basis are dependent on significant vireight, wave direction and directional
spread. The highest levels of rip intensity odoularge waves arriving from near shore-
normal with a narrow directional spread. The baugh depth difference and the profile
pair bar depth difference influence rip intensiottbtemporally and spatially. The
highest values of rip intensity occur when largd gane bars exhibit significant
differences in bar depth (~ 0.5 m) over 50 m albiogs.

Analysis of both the bulk and component spectiistics suggest that
significant wave height is the primary influencergnintensity, while mean direction
and directional spread provide secondary contimgti Peak period is insignificant to
rip current intensity, except in the case of wied.s The results here show peak period is
only correlated to rip current intensity when itied to wave height (i.e. wind sea), and
that wave period itself does not significantly irapap intensity.

The significant wave height threshold value of @.1s of particular importance.
Average rip intensity increases dramatically atrf.@and observed intensity levels at just
above the threshold are nearly as high as wheifisgmt wave height is close to 2 m.
This threshold suggests a physical control onuipent occurrence or intensity at KDH.

For example, wave heights under this threshold nmayreak over the surf zone bar,
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reducing variations in set-up alongshore and rexyor eliminating rip current
occurrence. The threshold is also of importandeetich safety, as it suggests that rip
currents in moderate (apparently safe) surf caomusticould be strong enough to
influence swimmers. It is difficult to identifyrailar thresholds in either wave direction
or directional spread. This may be in part dudiffoculties in isolating the contributions
of each variable due to interdependence.

The shoaled and refracted wave height and diregigtroutside the surf zone (3
m depth) demonstrate similar relationships tomtensity as the measured values (12 m
depth). However, the shape of the rip intensisgributions are different for the shoaled
and refracted values. Most notably the range afewdirections is considerably more
constrained at 3 m depth, suggesting the importahogeasurement depth when
considering the portability of this study. The plsmSnell’s law calculations used here
may provide a mechanism to increase portabilityessential consideration if results of
this study are utilized in a rip current forecastdal.

The northern and southern portions of KDH develiffgreent surf zone bar
features over the course of the summer. North&Hl kends toward small or no surf
zone bars later in the summer, while southern K@kl larger bars. Low energy
conditions (lowf2) may contribute to the development of this modates as wave
energy is generally low over the summer and a cetaphorphological reset2>10)
rarely occurs. The explanation for this north-bauibdal state may lie in the variable
nearshore bathymetry features at KDH as well dsréifices in sediment size and supply.

Rip currents are most intense when there are laagewith alongshore variable

height. In a comparison of two survey dates watigé bars in the southern portion of
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KDH, the survey of bars with significantly variald®ngshore depth over 50 m (~ .5 m)
exhibited higher levels of rip intensity. This gegts that large surf zone bars may not
generate intense rip currents if there is not it alongshore variability, a result that is
consistent with rip current dynamics. Differenaethe mean wave direction during the
survey periods confounds interpretation and adatiobservations are needed before a
more definite relationship can be determined.

Despite some limitations, this study provides atistg point to the analysis of
large-scale rip current variability, a subject raathat has lacked significant research
attention. The importance of this type of largals@nalysis is two-fold: (1) It provides
a basis for the understanding of rip current o@noe, intensity and variation over large
areas, from days to years; and (2) it enables itiefinrof quantifiable large-scale
relationships between rip intensity and the waegklfor surf zone bathymetry. Both
present the opportunity for improved rip currerggction. In this sense, the analysis

presented here may benefit both the scientific camty and beach-going public.
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CHAPTER S

A PROBABILISTIC RIP CURRENT FORECAST MODEL

5.1 Introduction
Rip currents are the number one public safetyatgke beach. In 2010 there
were 50 recorded rip current drownings and oved@Dyescues on U.S. beaches

(www.usla.ord. The National Weather Service (NWS) Weather EaseOffices

(WFOs) issue categorical rip current forecasts (lm@dium or high risk) for many
populated coastal regions in the U.S. The preseatast model used by a number of
NWS WFOs utilizes a rip risk index based on rigctessand drowning research (Lushine,
1991; Lascody, 1998; Engle et al., 2002) with ghecsic structure of the model decided
by each individual WFO. The forecast model usetheyWFO in Morehead City, NC ,
for example, has been iteratively improved overgast decade and provides relatively
good guidance to swimmers and life saving personHelwever, the accuracy of the
model used at Morehead City and at other WFO’snddred by a lack of observations
assessing the impact of physical factors on hazardp current occurrence over large
spatial (< 1km) and temporal (days to years) scaRecent observational studies have
enabled such an assessment (Dusek et al., 201dlsm@hapter 3; Chapter 4). The index
method and categorical output of the NWS WFO modksis has inherent functional
limitations, for example, the need for the foredadte manually calculated. A

statistically based probabilistic forecast model



has been created to address the need for moret mrmigunctional hazardous rip current
prediction.

The probabilistic model is developed from rip irgegy observations using a
logistic regression formulation. Logistic regressis a common methodology for
relating a binary response variable (in this chsazardous rip currents are present or
not) to one or more independent predictor variaffEsmer and Lemeshow, 1989).
Predictor inputs into the model include significaratve height, mean wave direction,
tidal elevation and if the forecast is in a 72-hpast-event window. The output of a
logistic regression model is the probability ofaspive response (from 0O to 1) given the
predictor inputs. This probabilistic output makagistic regression a good model for
weather related forecasts (Mason and Mimmack, 2002t al., 2007; Leroy and
Wheeler; 2008), and lends itself to hazardousuipent prediction.

The probabilistic model presented is an initiapstecreating a new rip current
forecast framework. The use of bulk wave measunésrend tidal elevation as
predictors allows for portability and relative eademplementation. Portability and
functionality can be enhanced by using the outpprhfwave and tide models, which
could be easily input into the probabilistic modkbwing for a multi-day forecast with
relatively fine alongshore resolution (~ 1-5 knfhe adaptable framework of the
probabilistic model enables the modification odurston of predictors. This flexibility
allows for the addition of more detailed wave fieltbrmation (i.e. spectral components)
and surf zone bathymetry measurements as additiat@albecomes available. Further,
this type of probabilistic model bridges an evehtamsition towards a nearshore

circulation model approach, which is already bgngsued (Voulgaris et al., 2011).
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This paper first presents the observations uséaeistudy, the present Morehead
City NWS WFO index model (referred to as NWS modik methodology used to
create a logistic regression rip current forecastieh and statistics used for comparing
the models to the observations and to each otketi¢s 2). The physical and statistical
basis for the inclusion of each predictor in thgistic regression rip current forecast
model is addressed in section 3. The resultstaddsessment of model performance
are provided through comparison to the performaficbe NWS model in section 4. In
section 5 we present a discussion of the modebpeence with a focus on the reasons
for improvement over the present NWS model, aloith timitations of the probabilistic

model. Lastly, a summary and some conclusionp@@sented in section 6.

5.2 Methods
5.2.1 Study location

Observations were collected on the Outer BanksasfiNCarolina. Rip current
intensity observations and lifeguard rescue data wellected at Kill Devil Hills (KDH),
a relatively straight 7.5 km stretch of beach faaes the east northeast (@3degrees
true). The region is wave dominated (mean anrigalf&cant wave height or kof 0.9
m; McNinch, 2004), with the summer months typicaharacterized by low energy swell
(Hs= 0.4 — 0.6 m) and punctuated by storm events>(Hn) on average every 8.5 days
(Chapter 3). The surf zone and nearshore regitdDéf is often either single or double-
barred; one surf zone bar at 1-2 m depth, and aneuiside the surf zone at 4-5 m depth
(www.frf.usace.army.mil/survey/frfsurvey.html). dds are semi-diurnal (mean range of

~ 1m; Birkemeier et al, 1985).
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5.2.2 Observational data

Observations utilized for this study are from thseerces. The observations
utilized for the creation of the probabilistic mbdesre collected in a 2008-2009 field
program at KDH (Chapter 4). The observationszgdifor this field program include
directional wave data from Acoustic Doppler Currentfilers (ADCPSs), tidal elevation
measurements, surf zone bathymetry profiles, deguard rescues and observations of
rip current intensity. The hindcast of the proliabc model relies on records of
lifeguard rescues made at KDH from 2001-2007 a$ agelvave data from a Waverider
Buoy at nearby Duck, NC (Chapter 3). Lastly, thedbast of the NWS rip current
forecast model is generated from similar obsernatiossed by the NWS over the recent

past (the NDBC buoy and tidal elevations descriteldw).

Rip current observations

KDH Ocean Rescue lifeguards recorded daily obsemnsf rip intensity at 19
different alongshore chair locations throughoutghemmers of 2008 and 2009. The
observations were recorded in the late afternogh day to estimate the average
conditions occurring throughout the day. The ngensity levels are described as follows

(Chapter 4):

e 0 - No rip currents present
e 1 -Some low intensity rip currents present, maypaeardous to some swimmers
e 2 - Medium to strong rip currents present, wilelk be hazardous to swimmers

e 3 - Very strong rip currents present, hazardouslitioms
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The record of lifeguard rescues at KDH from 2002@69 provides an additional
measure of rip current occurrence. A total of feslcues classified as rip related from
these nine summers have been cataloged hourly {€@H2)p Assuming that a rescue
indicates the presence of a hazardous rip cuttt@atrecord provides the time that
hazardous rip currents occur at KDH. Hazardowefsed as a rip current of sufficient
strength to cause a swimmer distress (or at lel@stehof 1 rip intensity). For hours
when no rip current rescues are made, the rescoedrprovides no information
regarding the occurrence of hazardous rip currefisstip current rescues are tied to
bather-load (i.e. people need to be in the watea i@scue to occur), a lack of rescues
may either indicate a lack of rip current occureenc simply that there were not bathers

in the water (e.g. due to cold water, bad wealhege surf, etc.).

Directional wave data

Wave data were collected by two Teledyne RDI 60@ KRB CPs in northern and
southern KDH, deployed at 12 m depth. Both ADC&taed bi-hourly over the
summers of 2008 and 2009. The binary ADCP data weycessed into two-dimensional
directional wave spectra and the corresponding Walke statistics (significant wave
height, peak period, vector mean wave directiondirettional spread; Kuik et al., 1988)
were calculated using the open-source wave todlfeW/P (Doppler Profiler Waves
Processing Toolbox; Chapter 2). Spectra were éaphocessed into wave components
(i.e. wind sea and swell) using the MATLA&Btoolbox XWaves

(www.WaveForceTechnologies.coidanson and Phillps, 2001). For model creation,
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bulk wave statistics were temporally averaged ¢aifty samples from 10 am to 5 pm) to
model daily rip current intensity (following Chap#), or were interpolated to hourly
estimates to model hourly rip current rescues.

For the hindcast using the probabilistic model @Q007), wave observations are
from a directional Waverider buoy maintained by ti& Army Corps of Engineers Field
Research Facility (FRF). The buoy is located 15NMW of the study site at 17 m
depth and sampled hourly. Spectral coefficiendsscamputed onboard the buoy using
the Fourier coefficient method (Longuet-Higginsakt 1963) and are then converted to
calculate two-dimensional (2d) directional wavecieand bulk spectral statistics.
Waverider buoy wave statistics (e.g. significantvevaeight and mean direction)
demonstrate a favorable comparison to ADCP wavestts when both are shoaled and
refracted to 3 m depth.

For the hindcasts using the NWS rip current foregaxlel (described in detail
below), bulk wave statistics are from observaticoléected by National Data Buoy
Center buoy 44014, located 64 nautical miles elagtrginia Beach, VA. The bulk wave
statistics from this buoy are often used by the NWf@&n computing their rip current
forecast for this region, and are used to replitae forecasts as closely as possible. An
additional hindcast of the probabilistic model vaéso performed with buoy data to

assess the influence of the type of wave data arehperformance.

Tidal and bathymetry data

Tidal data comes from two sources. For the prdiséibimodel creation and

hindcasts, the observed water elevation from thie PRr is used, ~15 km NNW of
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KDH. For the NWS model hindcast, the tidal elematat Atlantic Beach Pier, NC is
used, the same location historically used by thedWdead City NWS WFO for rip
forecasts at KDH. From 2001-2003 the observed dldwations are used (observed data
at this location was only available for this pejioghile for 2004-2009 the predicted
tidal elevations are used.

The bathymetry data includes bar measurements sdrtiplee times at KDH in
2009. Profiles were collected using an RTK GP3esysand each profile transects
seaward of the dune-line, in an approximately simorenal direction, to the seaward
edge of the surf zone (about 2 m depth). Each kadgte includes two profiles (50 m
apart) from six different alongshore locations.rigas geometric profile features were
identified in each profile. The most significapatures relating to rip intensity are the
bar-trough depth difference (the elevation diffeefrom the bottom of the trough to the
peak of the bar) and alongshore bar depth differédiference in the depth of the bar

peak between profile pairs; Chapter 4).

5.2.3 NWS model

The NWS rip current forecast model is a rip pradectndex based on research
completed on the east coast of Florida in 1991 flney, 1998 (Lascody) and 2002
(Engle et al.). The exact model used at each M=dther Forecast Office (WFO) can be
different although most follow the same framewoiflhe model presented here (referred
to as NWS model) follows the model used at the WaraEorecast Office in Morehead
City, NC, which is used for rip forecasts at KDHlamost of the Outer Banks. This

model adds risk values calculated for four catexgofwind, wave field, tide, and “other”)
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to assess the total risk of hazardous rip currevtigsh is rated as low, medium or high.
The model uses a binary assessment of the winevand influence. The wind index
value is 0 if winds are offshore ( > 90 degreesifianshore shore-normal), and if winds
are onshore (< 90 degrees from shore-normal) thexinalue is based on the wind speed
(values of 0-5, Table 1). The wave field indexuesis O if the wave direction is offshore
in deepwater, and is based on significant wavehteigd peak period if directed onshore
(values of 0-8.5, Table 2). The tide index valaeges from 0 to 1 depending on the tidal
height (high tide, HT, in height above Mean LowemLWater) for a particular day (O if
HT <451t 0.5if4.5 HT <5; 1if 5 ft <HT), where high tide is used asraxy for

the daily tidal range. The “other” index categ@ysed to manually adjust the forecast
(from 0 to 1 points) if there is reason for theeiaister to believe rips might be more
likely (e.g. if the day before was hazardous,féduards report numerous rescues on the
current day, etc.). These index point values dded together and hazardous rip risk is
graded as low (total < 4), medium (4cetal <5.5) or high (5.5 < total; Table 3).

The Newport, NC WFO (responsible for the Outer Barias reported a rip
current forecast on a daily basis until 2009, wtiesy began reporting a forecast up to
three times daily (4am, 11am, 4pm). The hindaastis study will be calculated either
bi-hourly (2008 and 2009) or hourly (2001-2007 itmplify the comparison with the
probabilistic forecast model. All inputs will balculated based on the bi-hourly or
hourly observations except for the tide value, Wwheckept constant on daily basis.

There is no record of the “other” value, nor ipdatsible to calculate the “other” value for

the hindcast and it is therefore set to O forialetperiods. To allow for comparison of
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Table 5.1 The wind speed
calculation table for the
NWS rip forecast model.
Speed (kt) Value
<9 0
10 1
11 1
12 1.5
13 1.5
14 1.5
15 2
16 2.5
17 2.5
18 3
19 3
20 4
21 4
22 4
23 4
24 5
25 5
Table 5.2 The wave field calculation matrix for the NWS fgrecast model. Value
= 0 for all periods less than 8.
Period (sec)
Hs(ft) | 8 9 (10|11 | 12| 13|14 | 15|16 | 17 | 18 | 19 | 20
1 0 1 1 1| 15 15 15% 15 2 2 2 2.5
2 0 2 2 2| 25 25 2% 2b 3 3 3 3.5
3 0 3 | 35| 35 4 4 4 4 45 45 4|5 5 b
4 4 | 45| 45| 45 5 5 5 5 565 55 55 6 6
5 5 | 55| 55/ 55 6 6 6 6 6 6 1 1 ’
6 6 6 | 65| 6.5 6.5 7 7 7 7 1 & 3
>7 7 7 | 75 75 75 8 8 8 8 8§ 85 5 85
Table 5.3 Example output of NWS rip forecast model on 8/26/2
Wind Wave Field Tide Total
HT above
Direction Direction MLLW
Speed (kt) (from SN) Hs (ft) Period (s) (from SN) (ft) 9
Observation 15.4 43 5.7 10 18 4.6 (High)
Risk Value 2 6.5 0.5
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the forecast to the probabilistic model, the categalow, medium, high) are
transformed to two different probabilistic scalegher (0, 0.5, 1) or (0.25,0.5,0.75). The
index values are also normalized to a probabilstade (by the top 1% index value, or

index = 10) to test model performance withoutdagegorical transformation.

5.2.4 Logistic regression model

A logistic regression finds the best fit model tiglg a dependent binary response
variable to one or more independent predictor W& In this case, the predictors will
be the physical observations (e.g) &hd the binary response variable will be the dsiar
rip current observations (0 if no rip, 1 if ripJlhe logistic regression model has been
utilized often for forecasting since it has a ptabstic output between 0 and 1 (Mason
and Mimmack, 2002; Lo et al., 2007; Leroy and Whe&008). The logistic regression

model is as follows:

g9
7Z'(X) = m ) (51)

wherez(x) is the predicted likelihood of hazardous rip eatroccurrence given the
predictor vectox and

9(X) = By + BX + PoXo + X (5.2)
also called the logit, fam predictors (Hosmer and Lemeshow, 1989). The itapoe of
the logit representation is apparent, as it alllaws linear formulation of predictors
and their coefficients. A maximum likelihood methis used to estimate the values for
the coefficients, where the coefficient vect@= (% ... fm). Once the coefficients are

estimated, p-values (denotegvyalues going forward) are calculated using a cfuiase
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distribution to determine the significance of eacidictor variable. Once the logistic
regression model is determined, the likelihoodaddrdous rip currents given a setrof
predictors can be estimated. An example utilizmean direction shows the fit of the
logistic regression to the binary lifeguard obs&ores (Figure 5.1). In this case, the
binary lifeguard observations (0 or 1 — rip presamo rip present) are shown for a given
wave direction along with the logistic regressiood®led likelihood generated from the
observations. The binned averaged observatiotisefimodel closely, suggesting that the

logistic regression is appropriate for these data.
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Figure 5.1 An example logistic regression plot of mean waweation (from shore-
normal). Shown are the lifeguard observationscfblg O = no rip, 1 = rip), the logistic
regression model of those observations (blue Ene)the 5 degree binned averaged
observations (red circles).
5.2.5 Model validation

Two methods of model validation are employed: testf model adequacy when
building the model, and assessing model performageaest independent data via a
hindcast. When building the model, a goodnesstaé$t can provide an estimate of

model fit against the observations used to crdegertodel. One summary goodness-of-

fit measure is the Pearson chi-square statistic,

149



é])l—|

-]
apeal ©

where the modeled values iz = z(x, 8), 0 are the observed values dnd the index o

modeledebserved pairs (Hosmer et al., 1997). lence of lack-ofit occurs wher »?
relatively large.Using the appropriate degrees of freedom will yeek-value that
denotes whether the model adequately fits the vasens, where a-value> 0.05
indicates sufficient fit (denotec,-value going forward). This goodnessfitf-
measurement is used to determine the adequacyg éfitmultivariate model = (not to
be confused withgvalues to assess coefficient significan

One method used fossessing model performance against independenisda
comparison of hindcast estimates to rip currerdues from 20C-2007. Only time:
when rip current rescues are made can be useotfigparison, since rescues o
provide an indication of rip cumt occurrence. Model performance is determine
comparing the predicted hazardous rip currentilikeld, = , to the observed hazardc
rip current occurrence (= 1 for every time periogscue occurs)

The Brier Score is used to assess forecastrmance against observations. ~

Brier Score is essentially a measure of the r-squared error where
BS==2 (7, -0)", (5.4)
N

and = are the model estimateo are the observations (in this caseoat 1) withi being
the index of the n observati-model pairs (Wilks, 2006). The BS will be betw&eand

1 with O being perfect agreement. The Brier Skdbre is a measure of forec
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improvement over a reference forecast, and carsée 1 relate the performance of the
probabilistic rip forecast model to the NWS mod€&he Brier Skill Score is defined as

BSS=1- BS

, (5.5)

ef
where BS is the Brier Score for the probabilisted®l and Bgs is the score for the

reference or NWS model (Wilks, 2006).

5.3 Model Creation
5.3.1 Physical justification of predictors

The initial choice of predictors to include in togistic regression model is based
on evidence that they physically influence rip eutractivity. Previous research has
suggested that the wave field, tide and surf zatleyimetry all influence rip current

occurrence and intensity.

Wave Field

The aspects of the wave field that have been shiowrfluence rip current
intensity are wave height, wave direction and dioeal spread. Rip intensity increases
with wave height (Brander, 1999; Brander and SI800; MacMahan et al., 2005;
Chapter 3; Chapter 4), as larger waves increasapsahd the radiation stress gradients
alongshore that drive rip current circulation. Rifensity tends to be greatest when
wave direction is close to shore-normal (Engld.e802; MacMahan et al., 2005,
Chapter 3; Chapter 4) as more oblique incidenadteem increased inertia of the
alongshore flow and drives stronger alongshoresctisrwhich can suppress cross-shore

rip current flow (Svendsen et al., 2000; Kumarlet2z011). Numerical models and
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observations have also suggested that narrowettidin@l spread may increase rip
current activity (Johnson and Pattiaratchi, 200@aiter 3; Chapter 4). Some work has
suggested that rip intensity increases with wave@€Engle et al., 2002; Lascody,

1998; Scott et al., 2009), however that relatiomstas not been seen at KDH (Chapter 3;
Chapter 4). Analyses relating wave height andopletio rip activity at KDH have also
been performed (e.g. wave steepness), howevenidficgt relationship was not
observed.

Significant wave height and mean wave directionrafacted and shoaled from
the observation depth to just outside the surf Z8ma depth) for inclusion in the model.
A simple wave energy conservation and Snell’s lapra@ach is used for the calculation
(Chapter 4; Dean and Dalrymple, 2002). This waaedformation is applied to estimate
the wave parameters that directly influence ripentrcirculation (i.e. the wave field at
the point of wave breaking). Additionally, thisisformation provides a standardized
depth of wave field observation, which is espegiatiportant to the portability of the
model.

Crossing wave trains are an additional hydrodynangchanism for rip current
generation (Dalrymple, 1978; Kennedy, 2005). Cmtsive and destructive interference
alongshore creates the alongshore radiation gjraggents necessary for rip current
circulation. Crossing wave trains have been shimagenerate rip currents in numerical
model (Johnson and Pattiaratchi, 2006) and labhet(&owler and Dalrymple, 1990). A
bi-directional wave field with two crossing swelias been shown to increase rip current
occurrence as the angle between swells increasep(€ 3). As such, an additional

model input to consider when two swells are pregetite direction difference between
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two swells. As with the bulk wave parameters thelkdirection is refracted to 3 m

depth.

Tide

In numerous studies the tidal elevation has beewsto influence rip current
intensity (Brander, 1999, MacMahan et al., 2005a6ér 3). Rip currents tend to be
more intense at low tide when there is increasedking over the surf zone bar, while at
higher tides there can be little or no breakingnsgicantly reducing rip current intensity.
Voulgaris et al. (2011) utilized a numerical mottefind that rip velocity could be up to
40% greater at low tide than at high tide. Additily, at low tide the water level may be
low enough over the surf zone bar that return flathin the surf zone is directed
towards rip channels, strengthening rip intensitfe reference tidal datum used is Mean
Sea Level (MSL), as a tidal level above or belowlM&uld be expected to decrease or

increase rip intensity respectively.

Bathymetry

The presence of a surf zone bar and alongshoratizans in bar height can create
alongshore gradients in breaking wave height nacgdsr rip current circulation
(Brander, 1999; Brander and Short, 2000; Halled.e2002; MacMahan et al., 2008).
Thus, it is desirable to have information regardimg surf zone bathymetry to create the
most accurate rip current predictive model. Howgetheere does not exist, at present, a
measurement technique to adequately monitor sad bathymetry over km scales on a

daily basis. The three surf zone profile survegdgymed in the summer of 2009 allow
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for the inclusion of some bar information in thgiktic regression model. The bar-
trough depth difference and the alongshore bamhddifference represent the bar
magnitude and alongshore bar variability respelgtiv€hese measurements correlate
with rip current intensity in previous research dmas were chosen for inclusion in a
logistic regression model (Chapter 4).

In many instances, (including for most rip curreménsity observations in this
study), information about the surf zone bathymetmyot available. An alternative is to
incorporate a proxy for surf zone bathymetry measients. In sandy, intermediate
beaches (neither fully dissipative or reflectivajge wave events can often lead to rip
current favorable surf zone bathymetry shortlydaiing the event (Calvete et al., 2005;
Garnier et al., 2008; Lippmann and Holman, 1998 KDH, rip current activity and
intensity was seen to be relatively high in theaggdfollowing wave events for whichsH
>1 m (Chapter 3; Chapter 4). Thus, a binomiatljgter variable was created as a proxy
for bathymetric observations to indicate if the evation time period was within 72

hours of the peak of an event (1) or not (0).

5.3.2 Statistical justification of predictors

Given the predictors deemed physically influertimatip current occurrence, a
statistical assessment of their influence must ddenprior to inclusion in the forecast
model. The first test to assess their statistmogbrtance is to model the response to each
predictor variableyy, individually. Using the observations of dailp intensity (O = no

rip, 1 = rip) as the response variable, an assegsoithe model,z, , is made where the

logit is g(xg) andxq is either significant wave height {KHlvector mean wave directiof)(
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directional spreadsg), peak period (Jj, 72-hour post event window {f mean direction
difference between two swellag), bar-trough depth difference;lor alongshore bar
depth difference . Wave steepness (S; ratio oftd wavelength) was also assessed
for potential statistical significance.

The tide is a physically important predictor tolude as well. However, the
influence of tidal elevation on rip occurrence @ well resolved with the daily rip
intensity observations due to the change in titkalagion throughout the day (Chapter 4).
To assess the statistical importance of the tidertlia rip current rescues (0 = no rescue,
1=rescue) from the same time period (2008-2009)seed as the response variable of the

model z, . For the logig(x,), % is the hourly tidal elevation relative to MSk)(

When modeled individually (i.ex = one predictor) all predictors have significant
ps-values (< 0.05; Table 4), which suggests that @aetictor should be tested for
inclusion in a full, multivariate model (i.&.= [Hs, 6, etc.]). For Hand®o it was
determined that a transformation (Ins(ldnd §|) yielded an optimum logistic regression
fit. This is signified by lower pvalues as well as an improved assessment of
(necessarily linear) fit (Figure 5.2). For theuiig shown the observations (0 or 1) are bin
averaged to obtain the observed likelihood andstoamed to the logit scale. While the
improvement to the fit of His minor, the improved fit d is notable. As the logit is
linear in X, a logistic regression is optimized wtike logit function is monotonically
increasing or decreasing. Since we expect rimgitg to decrease as the mean direction

increases in either direction from shore-norrggH) is monotonic, whilg(é) is not.
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Three types of multivariate models will be consater A model utilizing bulk

wave parameters, a model for instances of two swetid a model utilizing bulk wave

parameters with surf zone bathymetry variables.

Table 5.4 List of all logistic regression coefficients forgalictor variables modeled
individually (x=one predictor).
Variable B pg-value | Standard Error | Data Points Response
He 4.65 | 8.2x10° 0.22
In(Hs) 4.05 | 3.2x10'® 0.18
) -0.062 | 1.6x10° 0.004
6| -0.11 | 3.3X10° 0.006 2313
o -0.11 | 1.1x107 0.006
T, -0.043| 0.021 0.019 Rip Intensity
Ep 1.55 | 7.2x1¢? 0.11
S 134.3| 5.7x16° 7.18
Ao 0.016 | 0.033 0.007 327
by 2.56 0.033 1.21 108
ba 436 | 3.2x1d 1.21
n -1.53 | 9.0x10 0.27 1229 Rip Rescues
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Figure5.2 Plots of the modeled and observed data in logig(x)) space. Shown are
the significant wave height (upper left), natumarithm of the significant wave height
(upper right), mean direction (bottom left) and@hbte value of the mean direction
(bottom right). Rip occurrence observations (Q)are bin averaged and transformed to
the logit scale.

Hydrodynamic parameter model

When modeled individually, each bulk wave parametgiis statistically
significant (p-value < 0.05; Table 4), suggesting its inclusiothie full model.
However, when five bulk wave based variables azerjporated in the model togeth&g (
= [In(Hs), P, ce, Tp, Ep]) the directional spready, becomes statistically insignificant
(pg-value = 0.23) and is removed from the model. fg&ak period approaches
insignificance (g-value = 0.05). A borderlingspralue may often support including a
predictor in the model, however there is little picgl evidence supporting the inclusion
of peak period and thus it is removed from the m@@kapter 3; Chapter 4). Wave
steepness was also considered for inclusion, havasee spread and period were

removed it was clearly statistically insignificgpg-value = 0.93). The remaining
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predictors Xq = [In(Hs), 0|, E)]) are statistically significant, however it is imgpant to
validate that each predictor is well represented hygistic regression.

Observations are plotted against the model outputdch individual predictor
(x=In(Hs), x=6]), with the exception of the post-event variaBlg,since it is binomial
(Figure 5.3). Observations (0 or 1) are bin aveddag obtain the observed likelihood of
rip occurrence for a given bin. The model fits tbservations fairly closely, affirming

that inclusion of these predictors in the logiséigression is appropriate.
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Figure 5.3 Plots comparing the average observed hazardogsimient likelihood to the
probabilistic model for each individual predictd@dbserved and modeled values are from
lifeguard rip intensity observations and rescuasht in 2008 and 2009. Shown are
significant wave height (top), mean directionahfrshore-normal (middle) and tide
(bottom). Observations (0 or 1) are bin averageabtain the observed likelihood of rip
occurrence. The 95% confidence limits (blue dasf@dhe model are shown.
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Further, the physical interpretation of the modetgy most notably with significant wave
height, follow what has been seen previously. Mieelel with significant wave height
shows a dramatic increase in likelihood betweem®dnd 1 m and then a leveling off
with larger wave heights (Figure 5.3 A). This ie@sely the relationship determined
when analyzing the observations (Chapter 4), ans pinovides confidence in the model.
This aspect of the model also suggests the impmetahmoderate wave heights (~ 0.7
m) to hazardous rip occurrence. Lastly, the Peatbesquare statistic for the mode},

= [In(Hs), |, B)), suggests a sufficient, but perhaps weak, fiMgue = 0.05, where >
0.05 is sufficient fit).

The tide is a physically important predictor of cgrrent occurrence ang=n is
statistically significant when using hourly rip ceiges as the response variable (Table 5.4).
It is therefore desirable to include the tide ia thodel. An alternative model is
considered where the predictors are houlys [In(Hs), ], K, n], and the response is
hourly rip rescue occurrence. When this modealsudated, the tidal coefficient is
statistically significant. When the hourly rip cee model is then calculated without the
tidal coefficient (i.exn = [In(Hy), B, E)J) the remaining three coefficients are statistical
equivalent at one standard error to the hourly rhafta the tidal coefficient (Table 5.5).
This comparison demonstrates that although thédakfficient is statistically
significant, its inclusion in the model does na@rsficantly alter the remaining three
coefficients.

The deviance, or a measure of model error, cartilised to determine if the
hourly rip rescue model including the tide miningzaodel error compare to the hourly

model without the tide. The deviance is definedHsmer and Lemeshow, 1989):
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Table 5.5 The hydrodynamic parameter logistic
regression model with the daily rip intensity resge or
hourly rip rescue response with and without tide

Daily Rip Intensity

Variable B pg-value | Std E | Std Coeff.

Intercept | 1.05| 1.6xI¥ | 0.13

In(Hs) 351 | 4.8x16° | 0.2 2.43
0] -0.027| 2.6x16 | 0.007 -0.42
E, 0.42 0.003 0.14 0.29
n Not Included

Hourly Rip Rescues

Variable B pg-value | Std E | Std Coeff.

Intercept | -1.19| 1.5x1d | 0.20

In(Hy) 0.36 0.21 0.29 0.22
[&] -0.074| 3.6x10 | 0.015 -1.59
E, 0.63 0.003 0.21 0.45
n Not Included

Hourly Rip Rescueswith Tide

Variable B pg-value | Std E | Std Coeff.

Intercept | -0.72| 9.8x1b | 0.22

In(Hy) 0.42 0.16 0.30 0.25
0| -0.078| 8.0x10 | 0.016 -1.66
E, 0.53 0.016 | 0.22 0.38
n -1.70 | 2.9x10 | 0.29 -1.17
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In this case the hourly rip rescue model withoettibe results in D = 762.7 and the
hourly model with the tide improves to D = 709.ditkerence of 53. When a chi-square
distribution is utilized with one degree of freed@fosmer and Lemeshow, 1989), this
difference in deviance results in a p-value = 3¥1This suggests with a high degree of
confidence that including the tide better capttinesobservations. Further, the
coefficients for bothg| and E of the daily rip intensity model are similar teeth
coefficients of the hourly rip rescue response whthtide (Table 5.5). The coefficieng E
is statistically equivalent for both responsese Wave height (kJ coefficient is
significantly different and was found to have a iplogjistic regression fit with the rip
rescues responsesfpalue = 0.16). The difference in the wave hemgefficient is due
to a lack of rescues at large significant wave Isig When wave heights are large,
people tend not to be in the water due to poor kezair the large surf, reducing the
bather load and the number of rescues. Rip cuofesgrvations have no such
dependence on bather load, and rip observatiorggestgigh rip occurrence at large
wave heights. These differences lead to signiflgathfferent coefficients when
performing a logistic regression between wave heagh either rip rescues or rip
observations. There is not expected to be angic reduction in rescues from bather
load due to tidal elevatiom, and inclusion of the tidal coefficient should not
significantly influence the remaining three coa#fitts. Thus, it is reasonable to use the
hourly tidal coefficient calculated with the ripsie response in the daily rip intensity
response model. This results in a mixed resporskehwherex = [In(Hs), P|, B, n)).
Lastly, it is desirable to interpret the coeffidef the full model,X = [In(Hs),

6], B, n]; Table 5.5), to determine their relative conttiba to the output and to assure
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that their influence follows what is dynamicallypected. The fractional change in
likelihood of hazardous rip current occurrence bardetermined b

w =¢e¥ (5.7)
wherefn is the coefficient anc is the unit of change. Ugirthis formulation, a 1
degree increase in mean direction frshore-normal would result igr= 0.76. In othe

words, hazardous rip current likeliho i , reduces to 0.76 with a 10 degree increa
in mean direction. This follows the expectatioatthp currents tend to be weaker w
more oblique wave direction. If the forecast ishivi 3 days of the peak of an evey =
1.52 and thus a hazardous rip current is 1mes more likely, which follows tr
physical expectation. An increase in the tide ldyr results iryy = 0.84, or that th

likelihood of a hazardous rip current is reducenhf = to 0.84% in this instance. Thi
again follows the physical expectationt rip likelihood decreases with increasing ti
height. The wave height is slightly more diffictdtinterpret since the coefficient is 1
the natural logarithm of the wave height. In ttése a significant wave height chai
from 0.5 m to 0.6 m wodlresult in hazardous rip currents being 1.9 timese likely,
which is inline with what is physically expecte

The interpretation of the coefficients suggest #hgificant wave height has tl
most influence over the model. Computing the staticed logistic regressio

coefficient supports this interpretation. The gtdized coefficient is defined

ﬂstd = ﬂmg(xm)\/%i (58)
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whereo(Xy) is the standard deviation of the predictor valuitbe, 2009). The
magnitudes of the standardized coefficients shatwith the daily rip intensity as tr
response, the significant wave height is cleantyrttost influential variable followed
wave direction and postvent (Table5.5). With hourly rip rescues as the response,
height has a smaller standard coeent than direction. This suggests that in
combined hydrodynamic parameter mox = [In(Hs), B, E, n]), the order o
importance is significant wave height, mean digacttidal elevation and pc-event.
The significantly larger standard coefent of significant wave height indicates t
wave height is the primary driver of hazardousogpurrence and the remaini

varialdes are of secondary influenc

Two-swell model

An additional model was considered for instancesmitfivo swells were preser
There were 22 days when two swells were preseng fotal of 327 predictc— response
pairs. The coefficient for the mean direction eiéfince Ay, is significant when moded
individually (x;= Ag; Table5.4). Thatp is positive indicates that the likelihood of
current occurrences , increases as the direction between two swellgeases, whic
follows previous researciChapter ). WhenAy is substituted foif| in the bulk wave
parameter based model (ixa.= [In(Hs), Ao, Ep], the coefficient forrg remains
significant, suggesting that this adjusted modey} bwa reasonable alternative for wi
two swells are present. However, logistic regression does not fite dat very well
(Figure 5.4 bottory) and relies on relatively few observations. Rerfan assessment

goodness-ofit shows that the model wilAq substituted is only a slightly better fit, -

163



value = 0.36) than the model with (p,-value = 0.32) To incorporate the two-swell
alternative model there would need to be branchigig to assess if each wave field
consisted of one-swell or two-swells and then apipdyappropriate model. Thus, the
inclusion of the two-swell case would add signifitg to the complexity of the model

while only slightly improving fit, and is not comkgred further.

1

® Observed -
— Model
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0 0.2 04 0.6 0.8
Alongshore Bar-Depth Difference (m)

Likelihood
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Two-Swell Direction Difference (deqg)

Figure 5.4 Plots comparing the average observed hazardogsmipnt likelihood to the
probabilistic model for each individual predictd@dbserved and modeled values are from
lifeguard rip intensity observations at KDH in 208&d 2009. Shown are the alongshore
bar-depth difference (top) and the mean directiffierénce between two swells

(bottom). Observations (0 or 1) are bin averageabtain the observed likelihood of rip
occurrence. The 95% confidence limits (blue dagf@dhe model are shown.

Bulk wave parameter model with bathymetry

Another alternative model includes the surf zornayraetry information. The
bathymetry predictors are bar-trough depth diffeeefly) and alongshore bar depth
difference (), which are assumed valid at a profile locationtfwee days prior to and

after the survey dates unless a large wave evear®¢Chapter 4). There are a total of
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19 valid days over three survey dates, and on @atehprofiles were collected at six
different alongshore locations. When paired wii# ¢orresponding lifeguard rip
intensity observations as the binomial responsiavia; there are a total of 108
bathymetry — observation pairs of data. When é&athymetry input is used individually
(xa = kror by) in a logistic regression model, the coefficieiotsboth variables are
significant (p-value < 0.05; Table 4). The bathymetry inputs ttem be substituted for
the event variable £ which serves as a bathymetry proxy in the bulikvevparameter
model. When combined with the bulk wave parametetise full model X4 = [In(Hs),

6], b, b)) only the alongshore bar-depth differencg,Has a significant coefficient. This
result suggests that alongshore bar-depth vatyabilipacts rip current occurrence.
However, the logistic regression does not fit theavved data very well (Figure 5.4 top),
reducing the overall confidence in the model. Aiddally, the small sample size
provides a very limited number of wave height aimdaion combinations (only 19 daily
observations) with bathymetry data. The limitednber of observations, particularly of
wave direction, results in a moda} & [In(Hs), 0], k), where thef| coefficient is
insignificant (p-value 0.61), adding to a lack of model confidenééthough bathymetry
is physically important to rip current occurrenaad its inclusion in a model is
somewhat supported statistically, the limited nunddebservations available prevent

bathymetry from being considered further.
Chosen model
Given the above statistical analysis, the hydrodyngarameter model with the

rip intensity response, and the inclusion of tde toefficient is chosen as the optimum
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model & = [In(Hy), B], B, n]). Although KDH has demonstrated variable ripurcence
alongshore in the past (Chapter 3), as presentigtaacted, this model cannot account
for these differences due to a lack of a bathymiepyt. Thus, the model forecast is

applied to all of KDH. The logit of the model withe appropriate coefficients can be

written as (see Table 5.5 fog-palues and standard errors):

g(x) = 1.05+ 3.51H, — 0.0276| + 0.42E, - 1.705. (5.9)

Model output can be shown in three dimensions (&hgWs, 0] andn, with E, = 1;
Figure 5.5). In this case, the influence of eaghable can be visualized. The primary
importance of significant wave height is especialiparent, as whensd ~0.5 m rip

currents are not likely, regardless of wave digecor tidal height.
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Figure 5.5 A three-dimensional plot showing the output of pinebabilistic rip current
forecast model. The influence of significant waegght, mean direction (absolute value
from shore-normal) and tidal height on rip currigelihood (colorbar) is shown. In this
case the post-event variable is held at 1. Caoeffis used for this plot are shown in Eq.
5.9.
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5.4 Results
5.4.1 Model hindcasts compared to rip intensities

A bi-hourly hindcast using both the probabilistredld\NWS models was performed
for the summers of 2008 and 2009. The hindcasts@npared to the daily beach-wide
average rip intensity where the magnitude is retif®,1,2, or 3). Two different
hindcasts are completed to assess performancefirgtieindcast is utilized to compare
the probabilistic model and the NWS model with ipeledent data. The 161 days of
observations were split into two randomly samplextigs of data (of 83 and 78 days).
The bulk wave based coefficients of the probalnlistodel were then re-computed
utilizing only one of the groups (83 days). Tldetcoefficient in eq. 5.9 was used since
it was generated utilizing only rip rescue datde Togit of the probabilistic model using
only this portion of the data is as follows:

g(x) = 0.99+ 3.71H, - 0.0256| + 0.46E, — 1.707. (5.10)

The coefficients generated from the 83 day sammal@kwithin one standard error of the
coefficients generated from the entire 161 dayise femaining 78 days are then used for
the first hindcast and comparison to the NWS model this same period.

To assess performance, scatter plots are madedrethve daily average hindcast
values (when guards are on the beach, 10am — Smhtjha daily average rip intensity
(Figure 5.6). In this instance, the index valuethe NWS model hindcast are shown.
The probabilistic model demonstrates a fairly sgrbnear relationship with rip intensity
(R*=0.70). There are no days of significant undedasting (high rip intensity
observations and low likelihood forecast), andtreddy few days of significant

overforecasting. The output index of the NWS maligblays more scatter and a weaker
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linear fit (R’ = 0.54), especially at low model indices. In theases, the NWS model
underforecasts and outputs a “low” forecast wheoréon of these days have moderate
to high rip intensity. The NWS model output ofdghtl is quite reliable, as there are only
2 days of significant overforecasting. This conmg@ar suggests that although both
models perform reasonably well, the probabilistmdel outperforms the NWS model,

especially in some cases of moderate rip curreahgity.
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Figure 5.6 Scatter plots of the daily average observed tignisity and the daily average
hindcast of the probabilistic model (top) and NW&d&l (bottom) from a random
sampling of 78 days in 2008 and 2009 at KDH. Thé3Nmodel hindcasted values are
shown as index values with color coded forecastlgevThe best fit linear regression line
is shown (solid black).

168



A second bi-hourly hindcast is then createdafbd61 days from 2008 and 2009,
now utilizing the coefficients from the entire datet. The NWS model is represented
with probabilities (0, 0.5, 1) replacing its categal risk values. The time series of the
bi-hourly hindcasts further suggests that bothpttedabilistic and NWS models compare
favorably to the rip intensity observations (Figbté). The probabilistic model appears
to always accurately predict days of very highimgensity, while displaying very few
instances of significant overforecasting (high liikeod forecast and low observed rip
intensity). The NWS model generally seems to ifientstances of high rip intensity,
however since the model is categorical the foreafish jumps back-and-forth between
levels. The NWS model also displays few instarutas/erforecasting. Most
importantly, as seen with the scatter plot, itnsne to underforecasts and misses some
moderate rip intensity days entirely.

This comparison suggests that although both mgueferm reasonably well, the
probabilistic model outperforms the NWS model, esgdly in cases of moderate rip
current intensity. To more completely assess perdoce a comparison to rip rescue

observations independent of the probabilistic modehtion dataset will be used.
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Figure 5.7 The daily average observed rip intensity and tlodalilistic and NWS model
hindcasts (bi-hourly) for the summers of 2008 (tapdl 2009 (bottom) at KDH.
5.4.2 Hindcast with rip rescue comparison

Over the seven summers of rip rescue observat®@x1(2007) there are 294
hours when at least one rip rescue was made. @dhbse occurrences is a “positive”
hazardous rip current occurrence<1). The probabilistic model has a much higher
mean value for these instances (0.66) compardetdl¥WS model utilizing the [0, 0.5,
1] scaling (0.19), the [0.25, 0.5, 0.75] scalin@B) or the normalized index scaling
(0.24) suggesting superior performance. Partisfdramatic difference can be explained
by the higher hindcast mean over all summers #®@iptiobabilistic model (0.40)
compared to the NWS model (0.12, 0.31 or 0.16 dspdy). However, the
probabilistic model also displays a larger avenagesase during rip occurrences relative
to the underlying mean (0.26) compared to the NVW8eh(0.07, 0.04 or 0.08

respectively).
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Further evidence that the probabilistic model aataly predicts hazardous rip
current events and outperforms the current NWS Inedgven by the Brier Score for
instances when rescues were made. The probabrhstilel has a BS = 0.15 (0 is perfect
prediction), which suggests the model fairly actelyapredicts hazardous rip occurrence.
The NWS model has a BS = 0.75, 0.45 or 0.64 fof@he.5, 1], [0.25,0.5, 0.75] and
normalized index scaling respectively, which sigrsfcomparatively poor performance.
Using the Brier Skill Score to compare the modetults in a BSS = 0.80, 0.67 or 0.77
depending on the scaling, or that the probabilistociel demonstrates a minimum of a
67% improvement in prediction of hazardous rip ecence compared to the NWS
model.

A subset of 75 hours when more than one rescue hoar occurred can offer
additional insight into performance. The times whaultiple rescues occur in one hour
provide greater confidence that there were cldaaardous rip current conditions. For
these cases the probabilistic model BS = 0.13 lamdNWS model BS = 0.70, 0.43 or
0.63 depending on scaling. This results in a B®382, 0.70 or 0.79, similar to the BSS
for all instances of rescues, which further suggtsit the probabilistic model is a
significant improvement over the NWS model.

The improved performance of the probabilistic madaly be due in part to
functional improvements in the model, as well asaose of superior input data. One of
the chief differences in input data used for bothdels is the source of wave data. The
NWS model utilizes deepwater wave field observatiohile the probabilistic model
utilizes local wave field observations that morewaately depict the wave field as it

exists at KDH. A hindcast of the probabilistic nebdsing the same deepwater NDBC
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buoy wave inputs as in the NWS model (shoaled aefrdated to 3m depth) results in
slightly decreased performance. The probabilisiiciel has a mean of 0.50 over the 294
hours of hazardous rip presence, an increase 0fvih2n compared to a mean of the
entire data record (0.30). For the same 294 hiberprobabilistic model has a BS = 0.31
and for the 75 hours when multiple rescues oc&® & 0.30. Depending on the NWS
index scaling used ([0,0.5,1], [0.25,0.5,0.75] ormalized index), the BSS for the 294
hours with at least one rescue is 0.59, 0.31 &.0The BSS represents that the
probabilistic model has a minimum of a 31% improeatover the NWS model using

the same deepwater wave observations.

Instances of very high rip current activity, wheamg rescues are made over the
course of a few days, are of particular importaodeeach safety and thus are critical to
accurately forecast. Two examples of such evertsraver 4 days (100 hours) on
August 1 to 5 of 2001 when there are 36 rescue\agdst 17 to 21 of 2005 when there
are 22 rescues (Figure 5.8). In both cases tHeapristic model predicts the occurrence
of hazardous rip current conditions with a fairlgthdegree of accuracy. The
probabilistic forecast varies significantly ovee ttourse of the day depending on the
tidal elevation, which had a relatively large ramg¢hese time periods, and predicts
greater hazardous rip occurrence during low tide.

The NWS model demonstrates some degree of accuréloy 2001 case,
however it performs comparatively poorly in the 3@@ase. The 2001 case begins with
fairly large (H > 1 m) and long period (F 11 s) waves close to shorenormal. Winds
are onshore and moderate ( ~ 6 m/s). These consliiead to high rip intensity forecasts

for both the NWS model and the probabilistic modgbth models are reasonably
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accurate in predicting the large number of resame&ugust 2 and 3. However, in the
later half of the 2001 case, wave height becoma® maderate (k+~ 0.7 m) and wind
direction is offshore. The lower wave heights affdhore winds cause the NWS model
to underforecast rip intensity on August 4, whae$cues occur. However, the
probabilistic model indicates moderate intensitg thuthe moderate wave height and the
low tidal elevation during the daytime.

The 2005 case is characterized by moderate wagéatsewith relatively short
periods (6-10 seconds) as well as low winds. TWS\model tends to predict low rip
intensity during low winds and also when the wageqa is short (< 8 seconds), and thus
underforecasts rip intensity in this instance. phababilistic model does not include
wave period or wind speed and accurately fore¢hstikelihood of hazardous rip
occurrence (Figure 5.8). It should be noted thatNWS WFOs manually account for
rescues occurring on previous days (or even eanligre day) when providing their rip
forecast to the public. Thus, in both of thes¢ainses the NWS would probably issue a
high rip risk in the hours or days following thetial large number of rip rescues even if
the model prediction suggested otherwise. Howdkher manual adjustment factor was
not recorded for these time periods and cannotsted with this model hindcast.

Averaging predicted values over entire summers shatvboth models generally
forecast consistent likelihood of rip occurren@gardless of variations in the number of
rescues from summer to summer (Table 5.6). Tmetisurprising since the total
number of rescues can depend on a number of fasclsas weather, water
temperatures and beach attendance. The exceptibis is 2003, when only 6 rip

rescues were recorded over the entire summer. Widssan unusually low number of
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rescues for KDH, and both models capture this Widir relatively low mean forecast

levels for 2003.
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Figure 5.8 Two 100-hour case examples of the observed hoiprigurrent rescues and
the probabilistic and NWS model hindcasts at KDéfrfrAugust 2001 (top) and August
2005 (bottom).

Table 5.6 Total rescues and model averages for each suntrd@th

Y ear 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | Total
Rescues 100 | 31 6 74| 123 66 34 434
Prob. Model 041| 044, 0.31] 045 041 0.37 0.42 0.40
NWS (0,0.5,1) 0.13| 0.13] 0.05 0.14 0.183 0.14 0.14 0.1p
NWS (0.25,0.5,0.75) | 0.31| 0.31| 0.28 0.32 0.32 0.32 0.82 0.31
NWS (NormIndex) | 0.17| 0.17, 0.07] 0.17 0.20 0.19 0.19 0.16
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5.5 Discussion
5.5.1 Performance of probabilistic model and NW3l@ho

The probabilistic model forecasts the likelihoochakzardous rip current
occurrence with a Brier Score of 0.15 when compévetle occurrence of rip current
rescues at KDH. Comparing the BS with that ofNWgS model indicates the
probabilistic model improves the forecast by ast&x%. Reasons for the forecast
improvement are due to differences in both the tfpmodel and the variables included.

One reason for model improvement is changing fraratagorical index based
model (NWS model) to a probabilistic logistic regg®n model. The categorical model
can introduce inaccuracies when the forecast sedio the categorical cut-offs (low-
medium or medium-high). In these instances evaight change in wave field, wind or
tidal measurements can cause a different leves totecast, when in reality the slight
difference would affect no real change in hazardqusurrent likelihood (Figure 5.8).
The probabilistic model has no such limitation heseait is continuous. Additionally, the
index approach is not statistically based and these is no method to assess if the
indexed contributions of each variable are accurgich variable included in the
probabilistic model has both a physical and staiksignificance to rip current
occurrence and thus its inclusion can be justified.

Both models include the wave field as a predictdowever they do so in
different manners and this appears to influenceahaccuracy. Both models include
wave height and direction, however the NWS modesweepwater observations while
the probabilistic model uses local wave observatghoaled and refracted to 3 m depth.

When the deepwater observations are used in th@pitstic model, performance
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decreases compared to using local wave inputs (BSEcompared to BS = 0.15).
However, even with deep water wave inputs the goitisaic model outperforms the
NWS model, indicating that the input source isthetonly reason for improvement.

The NWS model uses only a binary representatiowéore direction (with a cut-
off at 90 degrees from shore-normal), whereas tilimecs a continuous predictor in the
probabilistic model. This allows the probabilistiodel to account for moderate
direction differences which may significantly impaip occurrence, especially in
moderate wave height conditions. The NWS modéudes wave period in its index as
previous work utilizing rip rescues has suggestbp significantly influences rip
activity (Lascody, 1998; Engle et al., 2002). Hoewe research completed at KDH has
suggested that wave period does not influencentgmsity or occurrence (Chapter 3;
Chapter 4). It is possible that in some wind seaidated environments, the dependence
of peak period on wave height leads to a correldietween peak period and rescues,
however period is excluded from the probabilistied@l since it has demonstrated little
influence on rip occurrence at KDH. The inclusadrwave period negatively impacts
the success of the NWS model when the period <@wsks, as the wave field index is
then O regardless of wave height and direction. ifgtance, in the case of the extreme
rescue event beginning on August 17, 2005 (Figu8egeak period < 8 for a majority of
the 100 hours shown. This results in the NWS mpdadicting low rip risk, when in
reality hazardous rip occurrence is quite high.

The tidal influence on each model is especiallyaappt when comparing model
forecasts. The probabilistic model includes therlyatidal elevation as a continuous

predictor, while the NWS model only includes a gat&al tidal range for a given day.
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The effect of this difference is most notable ogsd&hen there are large tidal ranges
(Figure 5.8). In these instances there will ofterrelatively high levels of hazardous rip
current occurrence when the tidal elevation is émd low levels of rip occurrence when
the tidal elevation is high. The probabilistic nebdaptures this variability well; on days
of large tidal ranges the forecast can vary by nioae 0.50 (Figure 5.8). The NWS
model forecasts only a slight increase in rip ltkebd for the whole day, thereby missing
the major contribution of the tidal elevation op activity.

Wind speed and direction are included as prediatotise NWS model, but not in
the probabilistic model. Outside of forcing thewsdield, the wind has no direct
physical influence on rip current occurrence. Elfigne, the inclusion of wind may limit
the accuracy of the NWS model. This is particyladident when there are light winds,
but favorable wave field and tidal conditions fgr occurrence. In some of these
instances the NWS model forecasts low to mediunikghhood, when in fact numerous
rescues occur.

The rip current forecast model used by the Morel&@adWFO is a specific
version of the rip current index model developed.bghine (1991), later enhanced by
Lascody (1998) and Engle et al. (2002). Some @friprovements proposed by Engle et
al. are not currently included in the Morehead @itlFO model tested here, most notably
the removal of wind speed and direction as factétgther, the index method used for
the variables included in this model enable a patarnization not possible with the
Morehead City WFO model. When the index valuegparameterized (using a log or
linear fit) the total rip index for the Engle et alodel can be written as (Pers. Comm. —

G. Voulgaris):
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| =2.98+0.16l0g,(T,) +0.54H, —0.22¢] - 1.97. (5.11)

Significant wave height, mean direction and tidaelation are parameters common to
both the Engle et al. and the probabilistic mo#&ej. 5.9). While the variable signs are
the same for both models, the relative magnitudesch variable vary significantly.
Most notably, the significant wave height appearbd much more important in the
probabilistic model and the peak period is notudeld in the probabilistic model. These
differences may indicate an improvement in the pbilistic model compared to the
Engle et al. model, or may be primarily due to atons in wave and morphological
conditions between locations. Testing of the pbilistic model at additional locations
may provide further insight.

Development of the probabilistic model relies oa tbbust observational data set
available at KDH. The probabilistic model is ceshtind calibrated utilizing only local
observations, while the NWS model is primarily lthea previous work performed on
the Florida coast, as until now there have not Isedficient observations on the North
Carolina coast for adequate calibration. It iscawvable that a similar index based
model calibrated more specifically to the North @iaia coast could result in improved
performance. However, the statistical basis, fonelity and flexibility of a logistic
regression probabilistic model are preferred tindex based approach even if

performance is similar otherwise.
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5.5.2 Limitations of the probabilistic model

The probabilistic model is an initial attempt teate a simple hazardous rip
current forecast that relies on observations (Weele and tide) available throughout
most coastal regions. The model, as presentlyteaned, does not account for more
complex aspects of rip current occurrence; namatiyzone bathymetry and components
of the directional wave spectra. Previous reselashshown that the surf zone
bathymetry, and more specifically the surf zone bignificantly influences rip current
occurrence and intensity (Brander, 1999; Branddr&imort, 2000; Haller et al., 2002;
MacMabhan et al., 2008). The inclusion of bathymetparticularly important at KDH,
as the northern and southern regions of KDH oftarelvarying surf zone bar features
which are believed to contribute to disparate ofivety between the regions (Chapter 4).
The probabilistic model output for 2001-2007 wagasated into north and south KDH to
determine if performance was influenced by alongshacation. However, there were
no significant differences between northern andlsaua KDH. Including information
about the surf zone bar (bar-trough depth diffeeeanrad alongshore bar depth difference)
in the logistic regression model suggests thafdrtures may be important to predicting
rip occurrence. Additionally, the relatively weg&odness-of-fit of the bulk wave
forecast model (pvalue = 0.05) suggests that there is room for aw@ment. Inclusion
of bar features could improve model fit, howevkere are insufficient bar feature data in
the present dataset to create a reliable modeflitiddal observations are needed to
better assess how bar features may be included.

The bulk wave statistics used in the probabilistadel provide a general

indication of the wave field. However, bulk stétis will not capture multiple wave field
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components (e.g. two opposing swells) that mayarfte rip occurrence (Chapter 3).
The mean direction difference between two swelgasistically significant when
included in the logistic regression model, butltdwstic regression fit is not optimal
(Figure 5.4 bottom), and there are an insufficremmnber of data points (only 22 days) to
use these results with much confidence. The biobsdrved values appear to peak
between a 30 and 40 degree mean direction differ@figure 5.4 bottom). A peak in the
rip likelihood suggests that there may be an optnan resonance direction difference
between two swells when a maximum rip likelihoodeiached. As the logit in a logistic
regression assumes a linear fit, preconditionintpisodata would be required to achieve
the optimum fit (Hosmer and Lemeshow, 1989). Add#l observations are required to
assess this possibility.

The consideration of wave components could bezetilin a more sophisticated
model that employs different predictors dependingvbat wave components are present.
For example, wave fields consisting of one swe&lklsand wind sea, or two swells
might rely on different coefficients for predictars different predictors entirely. In the
case of two swells, as rip current creation isdveld to be predominantly
hydrodynamically driven, the influence of the szwhe bathymetry may be only
marginal. A model relying on wave field componertsild be more robust and
adaptable and provide increased accuracy. Howagditional combined observations
of rip intensity, wave components and surf zonéyraetry are needed to support model
development.

The comparison presented here indicates the piraiebmodel is an

improvement over the current NWS index model; haaveturther validation is
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desirable. The only independent data availabtegbthe accuracy of the probabilistic
model on an hourly basis is rip rescue occurrefdeese observations provide only a
limited number of data points to test model perfance, and provide no indication of rip
occurrence when rescues are not made. A more eterggsessment could be
accomplished by using similar rip intensity obséores to those made at KDH in 2008
and 2009. Sadly, such a dataset was collectedlit B0t lost due to a lightning strike at
the end of the summer.

It is expected that the model will perform reasdpatell at locations with
similar wave field, morphological and tidal chaexcttics. The mean wave height at
KDH is 0.9 m (McNinch, 2004) and the summer morplyglcan be characterized as
intermediate (not fully reflective nor dissipativegsed on it$2 value (the non-
dimensional fall velocity used to determine modsddh states) between 3 and 4 (Wright
and Short, 1984; Chapter 4). The tide is cons@tlerierotidal with a mean range is
about 1 m (Birkemeier et al., 1985). Thus, iikelly the model could be used at other
morphologically intermediate beaches with similde$ and roughly 1m mean wave
height. It is possible that the model could bepaeid to locations outside these ranges,
however the portability to such locations shouldhm®oughly assessed. Similarly, since
the model has only been tested in the summer matghgerformance in other seasons
remains an outstanding issue. In warmer clima@snming might be common in the
late fall or winter months, which may have differerave field and morphological
characteristics. In these instances further asssgsof the model’s portability would be

beneficial.
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5.6 Summary and Conclusions

This paper presents a probabilistic rip currenédast model that predicts
hazardous rip current occurrence with a Brier Scb@&15, which results in a 67%
improvement over the current NWS model. The maotiézes a logistic regression
formulation with predictor variables of significamive height, mean direction, tidal
elevation and 72-hour post event period. To cateuthe coefficients for each predictor
variable, the logistic regression is performed g$iazardous rip current occurrence (i.e.
intensity observations or rescues) observed afdduiard chairs at Kill Devil Hills, NC.
The coefficients suggest that wave height is timany driver of hazardous rip current
occurrence, with the other three variables of séapninfluence.

When assessed using an independent data setaofrrgmt rescues from 2001-
2007 the probabilistic model significantly outperfe the NWS model. When at least
one rescue was made, the Brier Score for the piigdimomodel is 0.15 (where O is
perfect correlation) compared to a minimum scor@.45 for the NWS model. The Brier
Skill Score shows that the probabilistic model &7& improvement over the NWS
model when predicting hazardous rip current occioge Additionally, the probabilistic
model demonstrates a high level of accuracy whaityaimg instances that are
particularly hazardous to swimmers (i.e. when tlegeea large number of rescues). The
probabilistic model has the added benefit of calitnd) a true probabilistic forecast
compared to the categorical forecast currently @mgnted.

It is expected that the probabilistic model caubed to effectively forecast
hazardous rip current occurrence at Kill Devil Blgind other locations with similar

morphological, wave and tidal features. Furtheeasment would be beneficial,
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particularly in locations different from KDH. Oré the benefits of the logistic
regression formulation is that if the model is fdua be inaccurate at another location,
the model coefficients could be adjusted to impneedormance. It is envisioned that
the model could be incorporated into the NWS fosesgistem with relative ease. Of
particular importance is that wave model outputentty used by some NWS WFOs
could provide the necessary wave field inputs tergrobabilistic model. This would
enable a multi-day rip current forecast with refaly fine (1-5 km) resolution
alongshore. Such a forecast could be integratediie NWS graphical forecast system
and displayed visually similar to other marine fsts. An accurate, high resolution,
and graphical rip current forecast could be utiiby ocean rescue personnel and the
beach-going public to perhaps reduce the high nuwit@ current related rescues and

drownings.
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CHAPTER 6

CONCLUSIONSAND FUTURE RESEARCH

The influence of the wave field, tide and surf zbaghymetry on beach-wide rip
current occurrence and intensity over daily to lyet@mporal scales was determined
through field work completed at Kill Devil Hills, Gl It was found that hazardous rip
currents are more likely and more intense withdaignificant wave heights, shore-
normal wave direction, low tide and an alongsh@eable bar system. Specific
relationships between these physical factors gndutirent intensity were established.
For example, observed rip intensity was found twease dramatically at a significant
wave height of about 0.7 m and then level-off ghler wave heights. The determination
of relationships like this is pivotal to understanglarge scale variability of rip currents,
and has provided a basis for a probabilistic ripent forecast model. The probabilistic
forecast model presented in Chapter 5 predictsrtaaa rip current occurrence with
reasonable accuracy (Brier Score = 0.15, whergo@rigct prediction), which represents
at least a 67% improvement over the present NW& &sit index used at the Morehead
City, NC WFO.

The research presented in this dissertation halscemipns for both rip current
science and public safety. One of the significanentific results is the observed

increase in hazardous rip current occurrence whemvave field consists of two swells



from opposing incidence. Although rip currentsifirorossing wave trains have been
seen in lab and numerical model studies (FowlerRaldymple, 1990; Johnson and
Pattiaratchi, 2006), this is believed to be thstfinstance in which it has been suggested
from observations. This rip current forcing ispafrticular interest as it may be purely
hydrodynamic and not depend on the surf zone bathrym The results presented here
not only suggest that this type of rip formatioras with some frequency, but that rips
of this nature can be of significant velocity (eghuo cause swimmers distress).

Another significant scientific result is the alohgse variability seen in rip
current activity at KDH, and that this variabilibgcurs due to both the wave field and the
underlying morphology of the region. Generallyitb@rn KDH displayed greater rip
current activity than northern KDH. This appear$eé in part due to southern KDH
favoring more significant surf zone bar developmdadrther, the differences in bar
development between northern and southern KDH appdse most significant during
extended periods of low energy conditions (I&y common in the summer. This result
suggests that nearby (~ kilometer scale) coastatiins can have significantly different
rip current characteristics, and that future rigegrch should take this into consideration.
Large scale analysis is important to assess theurignt dynamics of a particular region.
Future research should utilize observations (imsént based or visual) to consider
potential large scale alongshore variability inagzurrence.

In regards to public safety, the creation of th&bpbilistic rip current forecast
model is clearly of primary importance. The prabstic model presented predicts
hazardous rip current occurrence with a reasoriabé of accuracy (Brier Score = 0.15)

and is an improvement over the present NWS foreunastkl in both accuracy (67%

185



improvement) and in functionality (a continuoushmbilistic model compared to a
categorical index model). Beyond an improvemermdrformance and functionality, a
formalism is presented for probabilistic model depenent. The probabilistic model can
be tested and adapted to other locations withivelaase if similar rip current
observations are collected. The coefficients liergredictors can be modified or
additional predictors can be added to improve perémce. Additionally, the model can
incorporate wave model output for wave field préalis, and thus bridge a potential
transition to a fully numerical model approach.

The importance of the lifeguard observations toctieation of the rip current
forecast model cannot be understated. The obsemgagstimate the level of rip current
intensity when rip current rescues do not occuris IS most notable during instances of
moderate to large wave heights, when relatively fiescues may occur due to a lack of
people in the water. Without the lifeguard obsgores an accurate relationship between
significant wave height and rip current occurreaceld not be determined. The use of
the lifeguard observations introduces some unceiggias it is a qualitative estimate of
rip intensity. However, the lifeguards are traimdxservers and the use of 19 different
observations over the entirety of KDH helps to gate this drawback. Further, this
method of lifeguard observation of rip intensityuttbbe easily reproduced in any
locations lifeguards are present. These obsensatiould be incorporated in the
probabilistic rip current forecast model to caltleréhe model for other coastal locations,
greatly enhancing the portability and accuracyhefrodel.

Despite the results and applications presented theme remain a number of

research questions to address:
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How do bi-modal wave fields influence rip intenBity

When two swells are present, rip activity has bg®wn to increase when the
mean direction difference between the two swellange (Chapter 2). Additionally, a
logistic regression model incorporating the meaadtion difference as a predictor
variable suggests this same relationship (ChapteHdwever, there are an insufficient
number of data points to provide enough confideéadeclude this predictor in the rip
current forecast model. Additional rip intensityservations with corresponding
nearshore wave field observations and surf zoreylbedtry measurements are needed to
determine a more specific relationship between di@h spectra and rip current

occurrence and intensity.

Why does Southern KDH favor increased bar formatmmpared to Northern KDH, and
how does surf zone re-organization occur after éangave events at each location?
Southern KDH has shown a greater likelihood for ereubstantial surf zone bar
presence than Northern KDH. Further, low energyddgons appear to favor this modal
state. The most notable difference between Nartaed Southern KDH is the presence
of shore oblique bars (from 2 — 10 m depth) inrtbgh and the bathymetry is
characterized by shore-parallel isobaths in théhsodorthern KDH also experiences
short-term and long-term erosion while Southern K&dgeriences short- and long-term
accretion (Schupp et al., 2006). It is expected both of these factors, nearshore
bathymetry and accretion rate, influence differenoebar formation and re-organization

between regions. It is possible that the shorgobélbars transform wave energy in a
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manner less favorable for bar development or thatlaof sediment in Northern KDH
reduces overall sand bar creation and size. A rigalenodel analysis of the wave
transformation in each of these regions may hefmgwer these questions.
Additionally, instrumentation in the surf zone amehrshore regions may help detect

alongshore variations in the wave field transfororaand sediment transport.

How does the probabilistic model perform at otrerdtions?

The rip current probabilistic model was shown tet@ast hazardous rip current
occurrence fairly well at KDH (BS=0.15; Chapter H)is expected that the model will
perform well at locations with similar morpholodicaave field and tidal characteristics
as KDH. However, it is unclear how the model warform at locations with slightly
different or significantly different coastal chatagstics. Extension of the model to other
beaches in North Carolina would be a simple meaassess model performance at
locations characteristically similar to KDH. There locations along the East Coast of
the U.S. or the Gulf of Mexico that have slightiffetent morphological, tidal and wave
field characteristics. The model could be asseas#tree different locations, each of
which may have only one characteristic that isificantly different than KDH. This
may enable us to determine if the model fails fpagicular instance (e.g. for a location
with similar tidal and wave characteristics butféedent morphology). Lastly, it is
desirable to determine if the model could be wdiat locations that have much different
characteristics than KDH. The Pacific Coast ofth®. would be significantly different
from KDH (larger wave heights, longer periods, m@#ective beach states with more

variable sediment characteristics, etc.) and tgstould determine if the model is

188



portable to these types of locations with some ifrzadion to the predictor variable

coefficients.

What improvements can be made to the probabihstidel and how can it be
incorporated into the National Weather Service taig system?

Although the performance of the probabilistic modefiorecasting hazardous rip
occurrence is encouraging, the Pearson chi-sgestedlculated during creation of the
forecast model suggests additional variables may t@ be included (p-value = 0.05;
where p-value ®.05 is sufficient fit). Additionally, the alteative models utilizing the
swell direction difference or surf zone bar chaggstics suggest these predictor
variables may be important to rip current predittids previously addressed, additional
data collection is essential for determinationhaf influence of bi-modal wave fields on
rip current occurrence and intensity. If more @ity can be established with the bi-
modal logistic regression coefficients, a brancHogjc forecast system could employ
different forecast models depending on the numbswell components. Further,
although surf zone bar features are importanttactivity, the difficulty in obtaining
detailed measurements of these features compligaileeng surf zone bar characteristics
in a forecast model. An alternative to direct lyaiktry measurements may be the
incorporation of camera systems (e.g. Argus; Holetaa., 2006 and Turner et al.,
2007). Photo analysis can identify the presen@safrf zone bar and some of the
alongshore variability present in the bar systéihese observations could potentially be

utilized in a logistic regression model as an eatiom of surf zone bar characteristics.
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It is envisioned that a nearshore wave model, S/¢AN (Simulating WAves
Nearshore), could provide the necessary wave ifigldts to the probabilistic forecast
model. Some NWS WFQ'’s are currently using SWANwawe field forecasts every 6
hours on a 5 km grid. The SWAN forecasts coulthpet into the probabilistic model
with relative ease and would enable a graphicatuipent forecast with similar spatial
and temporal resolution. This graphical forecasid@ then be incorporated within the
NWS Graphical Forecast Editor (GFE) and be presiemtethe NWS website along with
other marine forecasts.

It is hoped that this dissertation can be a stgpimint to answering these
guestions, and that future research will contirruienprove our scientific understanding
of rip currents over large spatial and temporalescaAs evident with the creation of the
probabilistic model, advancements in rip curresesech can be immediately utilized to
improve rip current forecasting and potentiallyueel the number of future rip current

rescues and drownings.
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APPENDIX A

DESCRIPTION OF DPWP PROCESSING SCHEME

Below is a description of the DPWP toolbox and &iddal modifications made to
DIWASP. A code repository has been established at:
trac.nccoos.org/dataproc/wiki/DPWP/docs.

The DPWP toolbox processes raw data from the ADICAWAC Doppler
current profilers into directional wave spectréheTnitial step of processing takes the
raw binary data and converts it into ASCII filesngsPython. There are multiple ASCII
files output for either the ADCP or AWAC. For tA®CP the output includes hourly
ASCII files of the pressure record, the range tdese of each of four beams, the along
beam radial velocity of each of four beams at fed#int vertical bin locations, as well as
a file including date-time and system informatidn.addition, if the raw data includes
interleaved currents data, a binary file of justrents data is created which can then be
processed using TRDI's software or third party ADEifrents processing software.

For the AWAC the output includes hourly ASCII filebthe pressure record, the
range to surface of the vertical AST (Acoustic Soef Tracking) beam, the along beam
radial velocity of each of three beams at one @&irthin location, and a file including
date-time and system information. For the AWAQufrents data is also recorded
within the raw data, there are three ASCI| filesated that include a currents header file,

currents tilt measurements, and a currents data Blue to differences in the way the
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ADCP and AWAC format their binary data, the AWAQ@nts data cannot be easily re-
packaged into a binary data file readable by N¢stséftware and thus are left as ASCII
files. These can be analyzed within MATLAB® or atlgata analysis software.

After the ASCII files are generated the second efephe processing is completed
within MATLAB®. A MATLAB® routine, Specmultiplot,(Figure 2.1) is called that
takes either the ADCP or AWAC ASCII files and orgas the data into a data structure
suitable for use with the wave spectral toolboXMBISP, an open-source waves spectral
toolbox written in MATLAB® (Johnson, 2002). Pritw running DIWASP,
Specmultiplot removes error values or bad datatpdiom the ASCII records by
identifying data points internally marked bad bg tkDCP or AWAC and data values
outside of 4 standard deviations of the mean catedlover one data record.

The DIWASP toolbox allows the user to input a vigrief data types including
pressure, surface elevation, vertical acceleratea,surface slope, and horizontal and
vertical velocities. In addition the user has nuwas options in terms of how the
directional wave spectra are generated. Thesaedaa@djusting the directional and
frequency resolution, choosing among a varietypetfal estimation methods and
choosing the number of iterations to perform ferative methods. Once the data
structure is populated and the desired user oponselected, DIWASP outputs a
directional wave spectral matrix, a graphical reprgation and information about the
spectrum (significant wave height with confidencteivals, peak period, direction of
peak period and dominant direction). For a coneptietscription of the DIWASP toolbox

see Johnson (2002).
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Following the creation of the spectra by DIWASR MATLAB® routine
creates time series plots of the significant wasigliit, peak period, direction of peak
period and dominant direction. It then saves tipdsts, the individual directional spectra
plots as well as a data structure including thetspend all wave statistical data to the
desired directory, thereby completing the processoheme.

Changes to the original DIWASP code in additiosupporting radial velocity
inputs include that the outdated MATLAB® spectmahdtion ‘csd’ has been replaced in
the code with the updated ‘cpsd’ and a slight cledmas been made to the inputs of the
cpsd function. The size of the window used is mbasen based on the data length
instead of the MATLAB® default of 8 windows. Thpsevents excessive zero padding
that may negatively impact the results. The otieelected in the cpsd function
determine the degrees of freedom and allows the @g¥dence intervals to be
calculated for the frequency spectra (Chapter Rdlditionally, the 1.1 version of
DIWASP generated the frequency spectrum from the-spectrum of the first data input
only. For thep-u-v-wand range data this same method is used in tregegbdersion of
the code. However, since the along beam radiakitgldata is noisy compared to the
typical pressure or range record, just using theelmn can result in a noisy frequency
spectrum. Thus, the algorithm has been chang#usevhen using radial velocities to
generate the spectra, the frequency spectra wdldeted using an average of the
frequency spectra generated by all radial inpugtead of just the one listed first. In
addition to improving the overall quality of th@fjuency spectra, an added benefit of
using multiple radial velocities is the increaséha number of degrees of freedom and

therefore, shrink confidence limits on the speatrd significant wave height estimates.
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