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## Abstract <br> Paul C. Merrell: Model Synthesis. (Under the direction of Dinesh Manocha.)

Three-dimensional models are extensively used in nearly all types of computer graphics applications. The demand for 3D models is large and growing. However, despite extensive work in modeling for over four decades, model generation remains a labor-intensive and difficult process even with the best available tools.

We present a new procedural modeling technique called model synthesis that is designed to generate many classes of objects. Model synthesis is inspired by developments in texture synthesis. Model synthesis is designed to automatically generate a large model that resembles a small example model provided by the user. Every small part of the generated model is identical to a small part of the example model. By altering the example model, a wide variety of objects can be produced.

We present several different model synthesis algorithms and analyze their strengths and weaknesses. Discrete model synthesis generates models built out of small building blocks or model pieces. Continuous model synthesis generates models on set of parallel planes. We also show how to incorporate several additional user-defined constraints to control the largescale structure of the model, to control how the objects are distributed, and to generate symmetric models. The generality of the approach will be demonstrated by showing many models produced using each approach including cities, landscapes, spaceships, and castles. The models contain hundreds of thousands of model pieces and are generated in only a few minutes.
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# List of Symbols 

$$
\begin{aligned}
E & \text { Input Example Model } \\
M & \text { Generated Output Model } \\
n_{x} \times n_{y} \times n_{z} & \text { The length, width, and height of } M \\
n_{x}^{\prime} \times n_{y}^{\prime} \times n_{z}^{\prime} & \text { The length, width, and height of } E \\
K & \text { The set of Possible Labels } \\
k & \text { The number of elements in } K \\
\hat{\imath}, \hat{\jmath}, \hat{k} & \text { Unit vectors in the } x, y, \text { and } z \text { directions } \\
T_{x}, T_{y}, T_{z} & \text { The Transition Matrices } \\
D_{E}\left(n_{x}, n_{y}, n_{z}\right) & \text { The number of solutions for a given size } \\
C_{M_{t}}^{\star} & \text { The ideal catalog of possible labels } \\
C_{M_{t}} & \text { The imperfect catalog of possible labels } \\
\exists & \text { There exists } \\
\forall & \text { For all } \\
\Rightarrow & \text { implies that } \\
u & \text { List of positions to update } \\
\cap, \cup \wedge, \vee, \neg & \text { intersect, union, and, or, not }
\end{aligned}
$$

$m_{x} \times m_{y} \times m_{z} \quad$ The size of the block to modify
$R_{i}$ The $i$-th possible region in $M$
$\oplus$ Minkowski Sum
$V_{i}$ The extent of object $i$
vf The vertex figure
$m$ The number of distinct normals
$n$ The number of planes for each normal
$h_{1}, h_{2}, \ldots h_{m}$ The set of half-spaces or half-planes
$s_{1}, s_{2}, \ldots s_{m} \quad$ The plane spacings
$\mathbf{n}_{1}, \mathbf{n}_{2}, \ldots \mathbf{n}_{m}$ The face normals
$h_{i}^{C} \quad$ The complement of $h_{i}$
$P_{i}$ The set of points $\mathbf{x}$, where $E(\mathbf{x})=i$

## Chapter 1

## Introduction

Three-dimensional geometric models are used to represent the shape and design of objects in nearly every type of computer graphics application including virtual environments, CAD/CAM, computer gaming, animated movies, and medical simulations. These applications require complex 3D models to be realistic and compelling. The demand for detailed 3D models is large and expanding. However, satisfying the demand for models is difficult. Realistic models often contain very complex and widely varying shapes and styles. Modeling can be tremendously time-consuming. For example, the urban models created for the movie Superman Returns took 15 man years to complete [40].

Modeling is a creative and artistic process. The objects being modeled may not be based upon real objects, but purely on an artist's imagination. Modeling involves many artistic and high-level design decisions. Decisions about the style and purpose of each object must be made to produce compelling models. Even though creative decisions are an integral part of modeling, in practice, users spend more effort on routine and tedious tasks.

Despite extensive work in geometric modeling for over four decades, it remains a labor-intensive and difficult process even with the best available tools. Current modeling tools are notoriously complex. Learning how to use them requires significant training
and even when the tools are mastered creating complex models is still difficult. With state of the art 3D CAD and modeling tools such as Autodesk's 3D Studio Max and Maya, the user can create simple geometric primitives and modify them using various transformations and geometric operations. Modeling complex environments such as cities or a landscapes requires creating and manipulating a huge number of primitives and can take many hours or days [40].

Fortunately, there are many reasons to believe that the modeling process can be greatly simplified and automated. Modeling involves many routine and repetitive tasks. Many of the objects in games, movies, and virtual environments contain repetitive and self-similar structures. Self-similarity is common in man-made objects and natural objects [38] (Figure 1.1). Self-similarity is often used to simplify and automate the modeling process. Automation is the goal of procedural modeling techniques. In procedural modeling, automatic procedures are used to generate models.


Figure 1.1: Objects with repetitive or self-similar structures tend to be procedurally modeled more easily. Self-similarity is a common feature of both man-made and natural objects.

This thesis explores a new procedural modeling technique that is designed to apply broadly to many classes of objects. It is inspired by recent developments in the texture synthesis literature [15, 74]. Textures are loosely defined as images containing some type of repeated pattern. The goal of texture synthesis is to create a large texture
that resembles an example texture. For example, from the small example in Figure 1.2(a) a texture synthesis algorithm would generate the large texture in Figure 1.2(b). Texture synthesis is based upon the user specifying what the algorithm should generate by providing an example. Texture synthesis is one of many techniques which use this example-based principle. Example-based techniques are also used for generating high resolution images from low resolution images [18], for filtering images so they resemble a particular painting or drawing [24], for skinning [56], and for generating curves [25]. By using an example, the user can often specify what kind of results should be produced more easily and more intuitively. Example-based techniques often apply more generally to a wider variety of models than other methods [74]. For example, texture synthesis methods which use examples can generate a wider variety of textures than other methods such as Perlin noise [47]. Even though example-based techniques have been applied to many areas of graphics, their use in modeling has been limited [19].

(a) Example Input Texture

(b) Output Texture

Figure 1.2: Texture synthesis algorithms take a small input example texture (a) and produce a new texture (b) that resembles it.

In an example-based modeling technique, the user would provide a small example model (Figure 1.3(a)) and then the algorithm would generate a larger model that resembles it (Figure 1.3(b)). This type of algorithm is called a model synthesis algorithm
because it is similar to texture synthesis. Designing this type of algorithm for 3D models is the central goal of this thesis.


Figure 1.3: Model Synthesis Input and Output

### 1.1 Thesis Statement

We introduce an procedural modeling algorithm that allows a 3D modeler to generate a variety of complex and rich environments relatively quickly and easily by using example. Our model synthesis algorithm can efficiently generate large models containing flat polyhedral shapes common in architecture.

### 1.2 Thesis Goals

The thesis has four main goals:

- To develop algorithms that generate 3D models resembling an input model.
- To analyze the strengths and limitations of such algorithms including their time and memory requirements.
- To demonstrate of the generality of these algorithms by modeling many diverse complex objects and environments.
- To impose several additional user-defined constraints on the generated model.

This thesis focuses on one central problem of generating a new 3D model that resembles a given input model. Models may resemble one another for a variety of reasons, so the notion of resemblance needs to be defined more precisely. A similar issue is encountered in the texture synthesis literature: many texture synthesis algorithms are based on the principle that two textures resemble one another if the patches of texture they contain are similar. More precisely, two textures resemble one another if every small patch in one texture is similar or identical to a small patch in the other. The same principle could be applied to 3D models. Models resemble one another if every small part of one model is identical to some part of the other.

We consider two different model synthesis approaches: discrete model synthesis and continuous model synthesis. In discrete model synthesis, the user divides an input model into discrete building blocks called model pieces shown in Figure 1.4(a). The model pieces are also called labels, since every point in a 3D array is labeled according to which model piece occupies it. Discrete model synthesis is simpler than continuous model synthesis and is discussed first.

The goal of model synthesis is to generate a new model in which each pair of adjacent labels exactly matches a pair of adjacent labels in the input model. This is called the adjacency constraint. The effect of the constraint is illustrated in Figure 1.4. Figure 1.4(b) satisfies the constraint, but Figure 1.4(c) violates it. The adjacency constraint ensures that all of the model pieces fit together seamlessly and that the new model


Figure 1.4: In discrete model synthesis, the user divides the model into model pieces (a). The goal is to generate a new model whose pieces fit seamlessly (b). If the pieces do not fit together, the model (c) does not resemble the input.
resembles the input. By always satisfying this constraint, model synthesis improves upon texture synthesis. Current texture synthesis algorithms do not always satisfy the constraint. They may generate textures containing parts that do not fit together properly and conflict with each other. These conflicts occur because existing texture synthesis algorithms check only the local neighborhood around a pixel when it is added. The model synthesis algorithm searches for possible conflicts globally, so it can find and avoid conflicts between the labels more effectively. This global search is particularly valuable for model synthesis, but it is also useful for texture synthesis. The search is performed using a catalog of possible labels that could be added. An example of this catalog is shown in Figure 1.5. Each label corresponds to a model piece. Labels are removed from the catalog, if they conflicts with the current model. Each removal may cause other adjacent labels to be removed. The removals may propagate through the array. So a possible conflict in one of the locations may cause labels to be removed in a distant location. When labels are added into the model, they are selected from the catalog to avoid possible conflicts.


Figure 1.5: For the example model $E$ (a) and the incomplete model $M(\mathrm{~b})$, a catalog of possible assignments is computed (c).

However, this global search may not be able to detect every conflict. In fact, detecting all conflicts when generating a large model can be extremely difficult. To show this, we present an NP-completeness proof in Theorem 3.3.5. An undetected conflict can cause the catalog to become empty. This is a serious problem since then there would no labels to choose from and the adjacency constraint would be violated. If the catalog becomes empty, the algorithm in its initial form fails. To handle failures, we introduce a second algorithm. The second algorithm is based upon the observation that the initial algorithm succeeds much more frequently when generating small models. The second algorithm creates large models in small parts. If a failure occurs when creating one of the small parts, the algorithm backtracks slightly and continues.

In summary, model synthesis improves upon texture synthesis in two key ways. First, it uses a global search to find and avoid conflicts and second, it creates the model in parts. With these improvements, it can generate models where all of the model pieces fit together seamlessly.

The discrete and the continuous model synthesis problems are both solved by using a global search and by modifying in parts. The key difference between them is that discrete model synthesis represents the models as an array of labels as shown in Figures 1.4(b) and 1.5. Discrete model synthesis assumes that the user provides an example model
that has been decomposed into discrete model pieces that fit on a grid. The algorithm works well if it is given a good example model. But providing the example model can be difficult since many models do not fit naturally onto a grid. If the model does not fit well on a grid, then model synthesis cannot generate interesting new variations similar to the input. The algorithm generates only exact copies of the input. This problem is caused by using discrete model pieces. An algorithm that does not use discrete model pieces could overcome this problem. Rather than trying to assign labels to every discrete point on a grid, a better goal would be to assign labels to every point in 3D space i.e. continuous model synthesis. The goal is still to assign labels that satisfy an adjacency constraint, but the points are now in the continuous domain. Discrete and continuous model synthesis share many of the same concepts. Both methods use a catalog of possible labels, but the catalog is much more difficult to compute in the continuous case. The continuous domain includes an infinite number of points, so the catalog may contain an infinite number of possible assignments and the catalog is recorded geometrically rather than in an array. We propose several different ways of computing this catalog, but some of them are too difficult to implement. One way to greatly simplify the continuous problem is to assume that the faces of the output lie on a set of planes parallel to the input. This assumption imposes an additional constraint on the output which can limit the range of possible results in some cases.

An overview of the continuous model synthesis algorithm is shown in Figure 4.10. Starting with the input example shape shown in Figure 1.6(a), we create sets of lines parallel to the edges of the input as shown in Figure 1.6(c). These lines divide the plane into an arrangement of faces, edges, and vertices. Each face, edge, and vertex is associated with a set of acceptable neighborhoods or labels that satisfy the adjacency constraint. The set of possible labels could be computed by dividing the input model along parallel lines as shown in Figure 1.6(b). The remaining steps of the algorithm are the same as discrete model synthesis. A catalog of possible labels is maintained
to search globally for potential conflicts and the model can be modified in parts. The algorithm generates an output model satisfying the adjacency constraint such as Figure 1.6(d).


Figure 1.6: Continuous Model Synthesis Overview. Lines parallel to the input shape (a), divide the plane into faces, edges, and vertices (c). The output shape (d) is formed within the parallel lines. The set of acceptable vertex and edges labels in the output (d) can be found by dividing the input along parallel lines (b).

Overall, model synthesis offers many benefits. Most other procedural modeling techniques are targeted to a specific type of object, but model synthesis can generate a wide variety of objects and environments including cities, landscapes, plants, fractal structures, castles, cathedrals, spaceships, roller coasters, oil platforms, building interiors and more. A few examples are shown in Figure 1.7. In each case, the only user input is a simple example model.

The primary goal of both discrete and continuous model synthesis is to satisfy the adjacency constraint, but many additional user-defined constraints should be used to create more realistic models. The user might have a floor plan or a general idea of what the model should look like on a macroscopic scale. The user might want to create models


Figure 1.7: Examples of the wide variety of shapes that our model synthesis algorithm can generate including machinery, landscapes, spaceships, castles, fractals, and oil platforms.
that are symmetric. These constraints and many others can be imposed on the models with our framework.

### 1.3 Chapter Overview

The rest of the thesis is organized as follows. Chapter 2 surveys related work in procedural modeling and texture synthesis. Section 2.3 discusses differences between textures and 3D models that explain why texture synthesis techniques generate 3D models less effectively.

Chapter 3 discusses discrete model synthesis. The problem is formally described in Section 3.1. It is shown that the number of possible solutions may grow exponentially with the output size. An algorithm for finding solutions is described in Section 3.3 and its time complexity is analyzed. Unfortunately, this algorithm fails to complete properly in some cases. The catalog may become empty and the algorithm cannot continue. Section 3.3.5 shows with an NP-completeness proof that in some cases these failures are unavoidable for any polynomial-time algorithm unless $P=N P$. Section 3.3.6 describes an improved algorithm that lowers the frequency of failures and properly handles them
if they occur.
Chapter 4 discusses continuous model synthesis. Section 4.1 explains why continuous model synthesis is needed by discussing the limitations of discrete model synthesis. Several different approaches are introduced. Sections 4.3 and 4.4 describe two different approaches that could be used, but these approaches have several serious implementation issues. For example, one approach has not been implemented because it requires exact and robust 3D Boolean operations and 3D Minkowski sum computations. Section 4.5 describes a more practical approach that is much simpler to implement because it assumes that the models are generated on sets of parallel planes. This parallel plane assumption introduces some limitations which are also discussed. Also, other constraints beyond the adjacency constraint are described for controlling the output more effectively.

Model synthesis is compared with texture synthesis in Section 5.1 and with other procedural modeling techniques in Section 5.2. Model synthesis is also compared with formal grammar and a close relationship between them is established.

Chapter 6 summarizes the main points of the thesis and discusses exciting possibilities for future research.

## Chapter 2

## Related Work and Background

This chapter discusses work related to model synthesis in the fields of procedural modeling and texture synthesis. Section 2.3 discusses differences between texture synthesis and model synthesis and how texture synthesis might be extended to 3D modeling and why a new algorithm is needed for model synthesis.

### 2.1 Procedural Modeling

Many procedural modeling techniques have been developed over the last few decades. These techniques as a group have a great amount of variety in the approach they take. Most techniques are targeted at modeling a specific type of object or environment. Early techniques based on fractal geometry achieved some success modeling natural landscapes [17]. A connection between landscapes and fractal geometry was observed in the 70s [38]. Mandelbrot observed that a record of Brownian motion over time resembles an outline of jagged mountain peaks. Models of landscapes can be further improved by considering how landscapes erode over time [42].

There also is a long history of modeling plants procedurally. Many plant modeling techniques use a formal grammar call an L-system. L-systems were proposed by Lindenmayer as a general framework for describing plant growth and plant models $[35,52]$. An L-system is a parallel rewriting system. L-systems can be extended made to consider
how plants interact with their environment as they grow [39]. Many techniques also use information supplied by the user to influence the shape of the plant models such as positional information [53], sketches of plants [6], or photographs [54, 61].

Many techniques are designed targeted specifically for modeling urban models procedurally [69, 65]. Like many plant modeling techniques, some urban modeling techniques use L-systems. L-systems have been used to generate road networks from elevation and population density data and to generate buildings on parcels of land between the roads [44]. Other grammars have been introduced specifically for modeling architecture. The architect, Stiny [1971] introduced shape grammars as a tool for analyzing and designing architecture. Shape grammars remained largely a conceptual tool [59, 16] until Wonka and others introduced a related group of grammars called split grammars [75]. Split grammars operate by splitting shapes into smaller components and can generate highly detailed models of architecture. Split grammars were further developed by Müller et al. [40] who include shape operations for mass modeling and for aligning many parts of a building's design together. Their method can generate both the large-scale layout of a city as well as many geometric details within each building to produce a highly complex and realistic city. Tools have also been developed to edit these grammars visually using a GUI [36] and for deriving grammars automatically from images of facades [41]. A method developed by Aliaga et al. [1] constructs grammars from photographs with the user guiding the creation and subdivision of an initial 3D model.


Figure 2.1: Procedurally Generated Buildings created using Müller et al. [40]

Another group of techniques focuses more heavily on the 2D layouts of cities than on the 3D shapes of the buildings. Chen et al. [5] allow users to edit a city's street layout interactively using tensor fields. Aliaga et al. [2] generate street layouts using an example-based method. This is particularly relevant as their method combines elements of texture synthesis and procedural modeling. The streets are generated like other procedural modeling techniques and then an image of the city seen from above is generated like a texture using texture synthesis. A related area of research is urban simulation. Much of the research into urban simulation is conducted outside of computer graphics where the purpose is not to model and render cities, but to understand how various factors influence a cities development and growth over time [63, 67]. However, this area of research is certainly relevant to computer graphics and several authors have incorporated aspects of urban simulation into their methods to produce more realistic models of cities [70, 33]. Their methods simulate part of a city's economy and generate street layouts and zone the land area for different economic activities.

There are also other techniques designed to model much smaller structures than cities. Legakis et al. [34] propose a method for automatically embellishing 3D surfaces with various cellular textures including bricks, stones and tiles. Cutler et al. [11] developed a method for modeling layered, solid models with an internal structure. Their method can modify models by simulating various physical processes such as erosion and fractures. Another method has been developed to model truss structures by optimizing the locations and strengths of beams and joints that support bridges, tower platforms, and other objects [58]. Pottmann et al. [49, 50] have developed algorithms based on discrete differential geometry that determine how to arrange beams and glass panels so they form in the shape of a given freeform surface and satisfy various geometric and physical constraints.

Another way to model objects is to combine together parts of existing models interactively [19]. In this method, the user can search through a large database of 3D models
to find a desired part, then cut the part out from the model, and stitch various parts together to create a new object.

### 2.2 Texture Synthesis

Although model synthesis is designed for procedural modeling, the algorithm itself has more in common with texture synthesis. The field of texture synthesis has seen many exciting new developments over the past decade. This section surveys these developments and explain their relationship to model synthesis. A more detailed survey is given in [74].

### 2.2.1 Markov Random Fields

Textures are often described as Markov Random Fields [15, Zhu et al., 48, 43, 74]. Markov Random Fields have a set of random variables $X_{i}$. In this case, each random variable represents the color of a pixel. Each pixel $i$ has a set of neighbors surrounding it called $N_{i}$. It is often assumed that only the neighbors of pixel $i$ determines its value. This assumption is called the Markov locality property. Stated more formally, the color of pixel $i$ is conditionally independent of the pixel colors outside $N_{i}$, given the pixel colors inside $N_{i}$. This means the probability of $X_{i}$ having the color $x_{i}$ has the following property $\forall x_{1}, x_{2}, \ldots$

$$
\begin{equation*}
P\left[X_{i}=x_{i} \mid \forall j \neq i, X_{j}=x_{j}\right]=P\left[X_{i}=x_{i} \mid \forall j \in N_{i}, j \neq i, X_{j}=x_{j}\right] \tag{2.1}
\end{equation*}
$$

Many texture synthesis algorithm use this assumption [74].

### 2.2.2 Texture Synthesis Algorithms

Over the past decade, the field of texture synthesis has seen a proliferation of new algorithms and new ideas. Many of these algorithms were influenced by a seminal paper written by Efros and Leung [1999]. Their algorithm is remarkably simple and produces good results. Their algorithm generates textures by adding pixels individually. To determine which pixel should be added at a given point, a small neighborhood around the point is compared against every neighborhood in the example texture. The purpose of the comparisons is to find which neighborhood matches the neighborhood around the insertion point the closest. The quality of each match is evaluated using a sum of squared differences. Figure 2.2 shows a set of close matches for a given neighborhood. A neighborhood is a close match if it matches to within a certain percentage of the closest match. From among every close neighborhood, one is randomly selected and its central pixel is added into the new texture. Every pixel of the texture is added this way. Efros and Leung's method [1999] is one of the simplest texture synthesis algorithms. It generally produces good results, but it does have some failure cases. The algorithm is slow because computing an exhaustive nearest neighborhood search is expensive.


Figure 2.2: Illustration of Efros and Leung's Algorithm [1999]. To determine which pixel to insert at a given point, the neighborhood around the point is compared against other neighborhoods in the example texture. The pixel to insert is randomly selected from among the closely matching neighborhoods.

In Efros and Leung's method, the textures are typically generated by starting from
the center and adding pixels going out in concentric rings. However, by adding pixels in a different order, the speed of the algorithm can be improved as shown by Wei and Levoy [2000]. They developed a similar algorithm that adds the pixels in scan line order. Using this order, the method can be accelerated using tree-structured vector quantization.

There are several other ways to accelerate texture synthesis. Several acceleration techniques are based on the observation that groups of neighboring pixels in the input are likely to be grouped together in the output. This is known as coherence. Coherence is used in several methods to improve the performance [62,3]. Coherence can be used to compute approximate nearest-neighborhood matches very quickly to be used in interactive editing tools [3]. Another acceleration strategy is instead of adding pixels individually, they can be added in large groups or patches. Patches of texture rarely fit together seamlessly, but an optimal cut can be made between the patches so they fit together without any noticeable seams as shown in Figure 2.3. The cuts can be made either by using dynamic programming [14] or by using graph cuts [29]. Another approach to texture synthesis is to optimize a global energy function using an expectation maximization algorithm [30].

(a) Patches Overlap

(b) Patches are Stitched Together

Figure 2.3: In patch-based texture synthesis, different patches are copied and overlapped slightly. An optimal cut is computed between the two patches.

Textures are primarily used for texture mapping 3D models. Ordinarily, textures are synthesized onto a flat texture map which is then applied to a curved surface, but this is not the most direct approach. Instead, the textures could be synthesized directly
onto the curved surfaces. This can be accomplished with an orientation field covering the surface $[64,72]$. The orientation field specifies the direction of the texture and plays the same role as the rows and columns of an array of pixels.

Several methods have extended texture synthesis into three dimensions. Some methods use a third temporal dimension to textures so that they move and change over time [71, 29]. This is especially useful for creating moving images of fire, smoke, and running water. These dynamic textures could also be described using linear dynamical systems [12].

Another reason to extend texture synthesis into three dimensions is to create solid textures $[45,46]$. Solid textures are an alternative to 2D texture maps. They describe many natural materials such as wood and stone more accurately than 2D texture maps and they avoid the task of parameterizing the object's surface which can be difficult. Until recently, solid textures were created only with user specified procedure, but now texture synthesis can be used [23, 28]. Solid texture synthesis starts like ordinary texture synthesis from an input of a 2D texture, but the goal is to produce a 3D solid texture which certain properties. It should be possible to slice the solid texture open to reveal a pattern on the slice that resembles the input texture. Such a solid texture could be generated by optimizing a global energy function [28] like some 2D texture synthesis algorithms [30].

Texture synthesis has also been used to generate what are called geometric textures [4, Zhou et al.] which are a combination of texture mapping and modeling. They are used like texture maps to apply patterns to objects, but these patterns actually change the shape of the object itself. This is useful for creating objects with bumps or dimples (Figure 2.4(a)) or objects that are made out of chain mail (Figure 2.4(b)). Texture synthesis has also been used to generate hair in different styles [68] and to create 3D models of terrain using real elevation data as the example [76]. Texture synthesis has also been combined with certain elements of procedural modeling to create 2D arrangements
of objects [26].
Lagae, Dumont, and Dutré [2005] developed a method called geometry synthesis which resembles model synthesis in some ways. Their method also extends texture synthesis into three dimensions for procedural modeling. Their algorithm takes an input model and computes a 3D array of signed distance values. This array is used as the example and a new array is generated using a standard texture synthesis technique. However, texture synthesis methods have difficulty with many inputs common to modeling including very basic shapes as discussed in Section 2.3. The geometry synthesis method is applied to models that have regular patterns as shown in Figures 2.4(c) and 2.4(d).

Some texture synthesis techniques use tiles to accelerate the algorithm. Tiles are particularly relevant to model synthesis since model pieces are essentially 3D tiles. Most of these methods use Wang tiles. Wang tiles were studied initially by mathematicians interested in aperiodic tiling [10], but they have also been applied to texture mapping and texture synthesis [Stam, 8, 31]. The 3D counterpart of a Wang tile is a Wang cube. Wang cubes have been used to model asteroid fields [57] and render volume data [37]. However, we show that it is often difficult to apply Wang tiles and Wang cubes to modeling later in Section 5.1.1.

A few other advancements in texture synthesis should be mentioned. A multiscale algorithm has been used to generate extremely high resolution textures [21]. The texture synthesis process can be inverted to find a small representative example texture from a large texture [73]. Texture synthesis can also be used to complete a missing part of an image $[9,13,60,22]$. This is especially useful for removing objects from images without leaving holes. A few of the image-completion techniques change choosing the order in which the pixels are added to improve the results $[9,60]$.

A related technique called context-based surface completion [55] completes models that contain regions with missing surface information or holes. Surface completion fills


Figure 2.4: Result from Geometric Textures (a) [4], Mesh Quilting (b) [Zhou et al.] and Geometry Synthesis (c \& d) [32]. Each method extends texture synthesis in some way to generate models. The models have patterns that resemble textures. Geometry synthesis generates models from examples. The examples are shown in the insets (c \& d).
in any missing regions with surfaces that resemble the rest of the model. In this case, the rest of the model effectively acts as the example.

### 2.3 Differences between Textures and Models

Texture synthesis and model synthesis have similar goals. However, textures and models differ in several important ways that affect how they are generated. An obvious difference is that textures have two spatial dimensions while models have three, but most texture synthesis algorithms can easily be extended to operate in three dimensions. In fact,
texture synthesis algorithms have frequently been used to create three-dimensional solid textures [28] or textures with a temporal dimension [71, 12, 29].

Textures are typically represented as arrays of pixels which store red, green, and blue color values. Models are typically represented using geometric shapes such as polygonal meshes or NURBS. Texture synthesis methods could be directly used for modeling if the models were represented in an array. The elements of the array would be small building blocks called model pieces. Each model piece would contain textured geometric shapes within a cubic volume of space as shown in Figure 2.5. Model pieces are similar to texture patches or to tiles that some texture synthesis methods use [7]. The model pieces are created by the user. The user could break an existing model down into model pieces or could start by creating the model pieces and then build the model up with them. Most model pieces should be in the model multiple times. Otherwise, the model is not self-similar and the algorithm may not create interesting new variations off the original model. However, it can sometimes be difficult to create the model so that the model pieces repeat. These difficulties are described in Section 4.1. To overcome them, we introduce continuous model synthesis which does not use model pieces in Chapter 4.


Figure 2.5: Model constructed out of model pieces.

Each model piece corresponds to a label. Labels are assigned to every point in a 3D array. The labels are numbered $0,1, \ldots, k-1$ where $k$ is the total number of model pieces. The label 0 is typically reserved for the empty space model piece.

Model synthesis differs from texture synthesis because model pieces differ from pixel colors in several ways. First, colors can easily be blended together. Mixing red and yellow, produces orange. But model pieces are not so easily blended. The top of a pyramid cannot easily be blended with the bottom of a sphere. Averaging the labels 1 and 3 does not produce the label 2. Another difference is that colors can easily be positioned in a color space where similar colors are grouped together in the space. But model pieces are different. The label 1 is not necessarily closer to label 2 than to label 15 . Model synthesis is in some sense stricter than texture synthesis. In texture synthesis, if a color is close to the right value that often is good enough, but in model synthesis, that is not good enough. For example, suppose some model pieces contain flat squares. The model pieces fit together perfectly, if both squares are at exactly the same height, but if one square is slightly higher then there is a noticeable hole in between them. Minor changes to the model pieces can produce large errors.

There are other important differences between textures and models that go beyond differences in the number of dimensions they use or between pixels and model pieces. We demonstrate these other differences by running texture synthesis algorithms on 2D shapes commonly found in models. Let us consider as an input two of the simplest shapes: a triangle and a rectangle (Figure 2.6).


Figure 2.6: Typical Shapes used in Modeling

These shapes are common in geometric models. They could represent the floor plan of a triangular or a rectangular building. The shapes can be rasterized and their image
can be used as an input into a texture synthesis algorithm, but surprisingly, texture synthesis algorithms have difficulty even with these simple shapes. Although the shapes in Figure 2.6 are typically used in modeling, they differ from typical textures used in texture mapping or texture synthesis. A few representative examples of textures used in texture synthesis are shown in Figure 2.7 for comparison. Each texture was generated using a texture synthesis method by Kwatra et al. [2005].


Figure 2.7: A few representative textures typically used in texture synthesis.

One difference between a typical textures and a typical shape used in modeling is they have different types of boundaries. 3D models typically represent objects with a few sharp well-defined boundaries between their interior and exterior. (One possible exception might be a puff of smoke.) On the other hand, a texture has soft or hard boundaries where its image intensity changes. The change could be soft and gradual or a hard edge. Textures typically have many edges rather than a few prominent ones. For example, Figure 2.6 only has seven edges, while Figure 2.7(d) has many more.

In order to better understand why texture synthesis algorithms have trouble with the shapes in Figure 2.6, let us examine the synthesis process of a typical texture synthesis algorithm. Let us examine Efros and Leung's method [1999]. Suppose that about halfway through the algorithm, it has produced a half-finished result as shown in Figure 2.8(b). The bottom half is finished, but the upper half has not been determined. The next step of the algorithm is to determine the pixel color at pixel $\mathbf{c}$. This is accomplished
by finding pixels with neighborhoods similar to pixels in the input in Figure 2.8(a). Let us examine two of the alternatives: pixel $\mathbf{a}$ or pixel $\mathbf{b}$.


Figure 2.8: Some texture synthesis methods have difficulty with input (a). After half of the texture has been created (b), a decision is being considered at pixel c. If pixel $\mathbf{b}$ from the input is used, the texture can not be completely properly (c). If pixel $\mathbf{a}$ is used, it can be completed (d). The bottom halves of the neighborhoods around pixels $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ are the same (e).

Each alternative looks equally suitable if we examine only the neighborhood surrounding pixel $\mathbf{c}$. In fact, the neighborhoods around pixels $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ have identical bottom halves (Figure 2.8(e)). Since Figure 2.8(b) is unfinished, we have no information about what is above or directly to the right of pixel c. Locally, both choices appear to be equally good, but in practice, they are not. If pixel $\mathbf{b}$ is chosen, the algorithm will eventually fail. Once pixel b is chosen, the texture cannot be completed by using neighborhoods from the input (Figure 2.8(a)). There is only one way to complete the rectangle which is shown in Figure 2.8(c), but the rectangle is bound to intersect the triangle's edge at pixel d. Edges should not intersect, because the input in Figure 2.8(a) does not contain any intersecting edges. If pixel a is chosen, the texture can be completed successfully as shown in Figure 2.8(d). But there is no way of knowing that a is a better choice than $\mathbf{b}$ by only looking at local neighborhoods.

The choice of inserting the value at $\mathbf{b}$ into pixel $\mathbf{c}$ is unacceptable because of the triangle's edge at pixel d. The value at pixel $\mathbf{d}$ influences the value at pixel $\mathbf{c}$, even though these pixels are far from one another. In fact, even if Figure 2.8(b) were scaled up a hundred times, pixels $\mathbf{c}$ and $\mathbf{d}$ would still influence one another across an even larger
distance. This example demonstrates a problem common to many texture synthesis algorithms which only examine local neighborhoods when making their decisions. At first glance, the fact that pixel $\mathbf{d}$ influences pixel $\mathbf{c}$ while it is outside the local neighborhood of $\mathbf{c}$ might appear to violate the locality assumption in Equation 2.1. But Equation 2.1 assumes the entire neighborhood $N_{\mathbf{c}}$ surround pixel $\mathbf{c}$ is known, but in Figure 2.8(b), the values of the pixels directly above pixel $\mathbf{c}$ are unknown. So the locality assumption is not violated.

Figure 2.8 illustrates a single error that a texture synthesis algorithm could make, but there are many more chances to make errors when synthesizing a large texture or model as shown in Figure 2.9. Results from a different input shape are shown in Figure 2.10 in which numerous shapes fail to close.


Figure 2.9: Texture synthesis methods have difficulty with the triangle and rectangle input (a). Results from a texture synthesis method is shown (b).

Other texture synthesis techniques operate on patches of texture instead of individual pixels. Similar problems occur when using patch-based methods. Patch-based methods copy patches of texture together with some overlap and then cut and stitch the overlapping parts together. An optimal cut is computed using dynamic programming [14] or graph cuts [29]. These techniques work fine on typical textures shown in Figure


Figure 2.10: Texture synthesis methods have difficulty with a cross-shaped input (a). Results from two different texture synthesis methods are shown (b,c).
2.3, but work poorly for an input like Figure 2.6. Two patches are copied from Figure 2.6 and placed into Figure 2.11 which shows the two patches cannot be stitched together. Most patches copied from Figure 2.6 would have the same problem.

(a) Patches are Stitched Together

(b) Overlapping Patches

Figure 2.11: In patch-based texture synthesis, different patches are copied and overlapped slightly. A optimal cut is supposed to be made, but none of the cuts are good.

Patch-based methods work on typical textures, because the textures can be stitched together without great difficulty. This means that a pixel's value has little influence on the values of pixel in distant locations, since there is always a way to stitch the patches together so the distant pixel values fit together. So the same assumption lies beneath patch-based methods and pixel-based methods like Efros and Leung's algorithm. These
methods assume that each pixel value only has a local influence. This assumption is valid for many textures, but not valid for many shapes used into modeling as shown in 2.9(b), 2.10(b), and 2.11. So texture synthesis algorithms can not easily be extended to work on 3D models, not because they are three-dimensional, but because models are structured differently from textures.

Model synthesis is focused on a slightly different problem from texture synthesis. Both methods attempt to generate an output that resembles an input, but the goal of model synthesis is concentrated more on the local structure. At first, this may seem counter-intuitive. While the goal of model synthesis is more local than texture synthesis, the algorithm itself introduces a global search for conflicts. However, this seeming contradiction is explained by Figure 2.8 which demonstrates that it is necessary to look outside the local neighborhood even to satisfy a local constraint. Model synthesis is focused on ensuring that each model piece fit together seamlessly with its immediate neighbors.

## Chapter 3

## Discrete Model Synthesis

In this chapter, we first given a formal definition of the model synthesis problem in Section 3.1. Then we analyze the problem and discuss how many solutions exist in Section 3.2. In Section 3.3, we introduce an algorithm for solving the problem. In Section 3.4, we show results from the algorithm and in Section 3.5, we discuss related problems that can be solved with the algorithm.

### 3.1 Problem Definition

Model Definition Discrete models are represented as three-dimensional arrays of labels where each label corresponds to a model piece. The algorithm uses two discrete models: the input example model $E$ and the output model $M$. Each model has a finite length, width, and height. Let $n_{x} \times n_{y} \times n_{z}$ be the size of the output $M$ and $n_{x}^{\prime} \times n_{y}^{\prime} \times n_{z}^{\prime}$ be the size of the input $E$. Every point within the bounds of the model maps to a particular label. Each label is represented by an integer. Let $K$ be the set of possible labels in the input and output models and $k$ be the number of labels in $K, k=|K|$. The set $K$ typically consists of every integer from 0 to $k-1$. The input and output models are mappings between a point within their bounds to a label $E, M: \mathbb{Z}^{3} \rightarrow K$. The models are functions that return which set of objects are located at each point.

Let $\hat{\imath}, \hat{\jmath}$, and $\hat{k}$ be unit vectors in the $x, y$ and $z$ directions respectively.

Consistency Definition The model $M$ is consistent with $E$, if for all points $\mathbf{x} \in \mathbb{Z}^{3}$ within $M$ and for all axis-aligned unit vectors $\hat{\mathbf{d}} \in\{\hat{\imath}, \hat{\jmath}, \hat{k}\}$, there exists a point $\mathbf{x}^{\prime} \in \mathbb{Z}^{3}$ within $E$ such that

$$
\begin{align*}
M(\mathbf{x}) & =E\left(\mathbf{x}^{\prime}\right) \\
M(\mathbf{x}+\hat{\mathbf{d}}) & =E\left(\mathbf{x}^{\prime}+\hat{\mathbf{d}}\right) . \tag{3.1}
\end{align*}
$$

The primary goal of model synthesis is to generate a model $M$ is consistent with $E$. For a given input $E$, this set of equations 3.1 acts as a constraint on $M$ and is called the adjacency constraint.

The adjacency constraint can be expressed in a slightly different form that is often more convenient. This expression uses three binary $k \times k$ matrices $T_{x}, T_{y}$, and $T_{z}$ which are called transition matrices. Let $b$ and $c$ be two labels, $0 \leq b, c<k$. The transition matrices $T_{x}, T_{y}$, and $T_{z}$ are defined as

$$
\begin{align*}
& T_{x}[b, c]= \begin{cases}1, & \exists \mathbf{x}^{\prime} \mid E\left(\mathbf{x}^{\prime}\right)=b \text { and } E\left(\mathbf{x}^{\prime}+\hat{\imath}\right)=c \\
0, & \text { otherwise }\end{cases} \\
& T_{y}[b, c]= \begin{cases}1, & \exists \mathbf{x}^{\prime} \mid E\left(\mathbf{x}^{\prime}\right)=b \text { and } E\left(\mathbf{x}^{\prime}+\hat{\jmath}\right)=c \\
0, & \text { otherwise }\end{cases}  \tag{3.2}\\
& T_{z}[b, c]= \begin{cases}1, & \exists \mathbf{x}^{\prime} \mid E\left(\mathbf{x}^{\prime}\right)=b \text { and } E\left(\mathbf{x}^{\prime}+\hat{k}\right)=c \\
0, & \text { otherwise }\end{cases}
\end{align*}
$$

The adjacency constraint is equivalent to the statement that for all points $\mathbf{x} \in \mathbb{Z}^{3}$ within $M$

$$
\begin{gather*}
T_{x}[M(\mathbf{x}), M(\mathbf{x}+\hat{\imath})]=1 \\
\wedge T_{y}[M(\mathbf{x}), M(\mathbf{x}+\hat{\jmath})]=1  \tag{3.3}\\
\wedge T_{z}[M(\mathbf{x}), M(\mathbf{x}+\hat{k})]=1 .
\end{gather*}
$$

These equations assume that the models are three-dimensional, but nearly the same set of equations could be applied to two-dimensional models. With 2D models, the $z$ coordinate can be ignored and we can set $n_{z}=1$. A few examples of 2 D models are illustrations in Figure 3.1. 2D models are easier to illustrate and visualize on paper, so 2D models are often used to illustrate properties of full 3D model synthesis. Fortunately, many of the properties of model synthesis are identical for two, three, and higher-dimensions. However, one-dimensional model synthesis is often the exceptional case. One-dimensional model synthesis does not share many of the properties of higherdimensional version as discussed in Sections 3.3.5 and 5.2.


Figure 3.1: Examples of two-dimensional models

### 3.2 Bounds on the Number of Consistent Solutions

Definition For a given input model $E$, let $D_{E}\left(n_{x}, n_{y}, n_{z}\right)$ be the total number of models $M$ consistent with $E$ of size $n_{x} \times n_{y} \times n_{z}$.

This section discusses how $D_{E}\left(n_{x}, n_{y}, n_{z}\right)$ varies with $n_{x}, n_{y}$, and $n_{z}$. Many examples are given in 2D. In these cases, we assume that $n_{z}=1$.

The function $D_{E}\left(n_{x}, n_{y}, n_{z}\right)$ could be zero. If the input model $E_{3}$ in Figure 3.1(d) is used, $D_{E_{3}}(5,5,1)=0$. No consistent models larger than $E_{3}$ exist because none of the labels in $E_{3}$ repeat. The input model $E_{3}$ is not self-similar at all. This demonstrates why self-similarity is so important to model synthesis. Without self-similar input models, no consistent solution except the original model exists. The model $E_{3}$ is an unusual model because it does not contain any empty space. Models typically contain large regions of empty space. Empty space labels are adjacent to themselves in all directions. If the label 0 represents empty space, then $T_{x}(0,0)=T_{y}(0,0)=T_{z}(0,0)=1$. If $E$ contains a labels that is adjacent to itself in all directions, then $D_{E}\left(n_{x}, n_{y}, n_{z}\right)>0$ since a model that contains only this label is consistent.

Sometimes $D_{E}\left(n_{x}, n_{y}, n_{z}\right)$ is a constant nonzero value that does not depend on $n_{x}, n_{y}$, and $n_{z}$. For example, the empty space model $E_{0}$ in Figure 3.1 (a), is consistent with only one $n_{x} \times n_{y}$ model which only contains empty space, so $D_{E_{0}}\left(n_{x}, n_{y}, 1\right)=1$ for all $n_{x}$ and $n_{y}$. The checkboard model $E_{1}$ in Figure 3.1(b), is consistent only with two models, i.e. $D_{E_{1}}\left(n_{x}, n_{y}, 1\right)=2$.

For many input models, $D_{E}\left(n_{x}, n_{y}, n_{z}\right)$ increases exponentially with $n_{x}, n_{y}$, and $n_{z}$. Suppose that $E$ contains some empty space that is labeled zero. A set of points $H$ is enclosed by empty space if every point adjacent to $H$, but not inside $H$ is labeled zero. There are sets of points enclosed by empty space in Figures 3.1(c) and 3.2.

Theorem 3.2.1. If the input model $E$ contains a set of points $H$ that is enclosed by empty space and $H$ has a length, width, and height of $h_{x} \times h_{y} \times h_{z}$, then $D_{E}\left(n_{x}, n_{y}, n_{z}\right)=$


Figure 3.2: A set of points $H$ is enclosed by empty space. Every point adjacent to $H$ is labeled zero and the zero label is adjacent to itself in all directions $T_{x}(0,0)=T_{y}(0,0)=1$.
$\Omega\left(2^{\frac{n_{x} n_{y} n_{z}}{h_{x} h_{y} h_{z}}}\right)$.
Proof. A completely empty model that contains only empty space is consistent. If the model is empty except for a copy of the set $H$ copied, it is also consistent. $H$ could be copied into an otherwise empty model many times. As long as the copies do not overlap or touch, the generated model is consistent. A pair of copies needs only one row or one column of empty space separating them. An $n_{x} \times n_{y} \times n_{z}$ model $M$ can contain $\left\lfloor\frac{n_{x}}{h_{x}+1}\right\rfloor\left\lfloor\frac{n_{y}}{h_{y}+1}\right\rfloor\left\lfloor\frac{n_{z}}{h_{z}+1}\right\rfloor$ copies of $H$. If some of these copies were excluded from $M$ as shown in Figure 3.3, $M$ would still be consistent. In fact, $M$ is consistent whether or not each copy is included $M$. Therefore, simply by including or excluding particular copies, $2^{\left\lfloor\frac{n_{x}}{h_{x}+1}\right\rfloor\left\lfloor\frac{n_{y}}{h_{y}+1}\right\rfloor\left\lfloor\frac{n_{z}}{h_{z}+1}\right\rfloor}$ different models consistent with $E$ can be constructed. $D_{E}\left(n_{x}, n_{y}, n_{z}\right)=\Omega\left(2^{\frac{n_{x} n_{y} n_{z}}{h_{x} h_{y} h_{z}}}\right)$.

Remark: For the purposes of this proof, a set of points was copied and pasted in different ways to create different consistent models. But it would be a mistake to conclude that this is the only way that the output models can vary. The output models can combine different parts of the input model $E$ in much more complicated and interesting ways. Also, there probably exists a tighter lower bound on $D_{E}\left(n_{x}, n_{y}, n_{z}\right)$ than Theorem


Figure 3.3: A model that satisfies the adjacency constraint can be created by copying and pasting a set of points $H$ enclosed by empty space. Each copy can be included or excluded independently. This model is large enough to contain 8 copies, so at least $2^{8}=256$ model consistent with Figure 3.2 exist.

### 3.2.1.

Theorem 3.2.2. $D_{E}\left(n_{x}, n_{y}, n_{z}\right) \leq k^{n_{x} n_{y} n_{z}}$.

Proof. Each point has $k$ possible labels and there are $n_{x} n_{y} n_{z}$ points.

### 3.3 The Discrete Model Synthesis Algorithm

### 3.3.1 Overview

The goal of model synthesis is to generate a model $M$ that is consistent with $E$. In our algorithm, $M$ is generated by assigning a label to each point individually. An assignment is a pairing $(\mathbf{x}, b)$ of a point $\mathbf{x}$ and a label $b$. The generated model $M$ changes over time as these assignments are added. Let $M_{t}$ be the model $M$ at a given time step $t$. At each time step, a single assignment is added to $M$. For example, if the label $b$ was assigned to the point $\mathbf{x}^{\prime}$ at time $t$, then $M$ would change from $M_{t}\left(\mathbf{x}^{\prime}\right)=-1$ to $M_{t+1}\left(\mathbf{x}^{\prime}\right)=b$.

Initially, every point in $M$ is unlabeled. If $\mathbf{x}$ is an unlabeled point, then $M(\mathbf{x})=-1$. So initially, $M_{0}(\mathbf{x})=-1$ for every point $\mathbf{x}$. Labels are assigned until every point is labeled. When every point is labeled $M$ is complete. A complete model is consistent with $E$, if it satisfies the adjacency constraint in Equation 3.3. An incomplete model is consistent, if it can be completed so that it satisfies the adjacency constraint. More formally, an incomplete model $M$ is consistent if there exists a consistent and complete model $M^{\prime}$ such that for every point $\mathbf{x}, M(\mathbf{x}) \neq-1 \Rightarrow M(\mathbf{x})=M^{\prime}(\mathbf{x})$.

Every time a label is assigned, there is a risk that the assignment may cause $M_{t}$ to become inconsistent. This risk could be eliminated if we could construct a catalog of possible assignments to add to $M$. The catalog $C_{M}^{\star}$ is a catalog that stores exactly which labels can be assigned to $M$ without causing $M$ to become inconsistent. We define $C^{\star}$ as
$C_{M_{t}}^{\star}(\mathbf{x}, b)= \begin{cases}0, & M_{t}(\mathbf{x}) \text { is unassigned and if } M_{t+1}(\mathbf{x}) \text { is set to } b, M_{t+1} \text { is inconsistent } \\ 1, & M_{t}(\mathbf{x}) \text { is unassigned and if } M_{t+1}(\mathbf{x}) \text { is set to } b, M_{t+1} \text { is consistent } \\ 0, & M_{t}(\mathbf{x}) \text { is assigned and } M_{t+1}(\mathbf{x}) \neq b \text { or } M_{t} \text { is inconsistent } \\ 1, & M_{t}(\mathbf{x}) \text { is assigned and } M_{t+1}(\mathbf{x})=b \text { and } M_{t} \text { is consistent }\end{cases}$

The assignment $(\mathbf{x}, b)$ is in the catalog if $C_{M_{t}}^{\star}(\mathbf{x}, b)=1$. If we assign only labels that are in the catalog $C_{M_{t}}^{\star}$, then $M_{t}$ will remain consistent until it has been completed. Each time a label is assigned the catalog may need to be updated. So the overall strategy of our algorithm is to pick a point, assign the point a label from the catalog, then update the catalog, and repeat until $M$ is complete. The algorithm is described in more detail in Algorithm 3.1.

Algorithm 3.1 begins by counting the number of distinct labels $k$ in the input $E$ in the function FindK and by computing the transition matrices according to Equation 3.3 in the function FindTransitionMatrices. The catalog initially contains every possible assignment ( $\mathbf{x}, b$ ), so lines $3-5$ set every value in the catalog to 1 . The main loop (lines 6-18) goes through every point in $M$, selects a label $b$ from the catalog (line 9), assigns $b$ to the output $M$ (line 13), and then updates the catalog (line 14).

Unfortunately, for some inputs $E$ computing $C^{\star}$ is NP-hard. This is shown in Section 3.3.5. Therefore, it is not always possible to compute $C^{\star}$ in polynomial time unless $P=N P$. So we introduce in Section 3.3.2 an alternative catalog called $C$. The catalog $C$ can be computed more easily than $C^{\star}$ (Section 3.3.3), but the catalog $C$ is imperfect. It may or may not be equal to the ideal catalog $C^{\star}$. Several cases where they are equal are discussed in Section 3.3.7 and several cases where they are not are discussed in Section 3.3.4. If $C$ is not equal to the ideal catalog $C^{\star}$, there is a chance that $M_{t}$ may become inconsistent. If $M_{t}$ is inconsistent, eventually $C$ will be become empty, $C_{M_{t}}(\mathrm{x}, b)=0$ for all assignments ( $\mathbf{x}, b$ ), and the failure case will be returned (line 11). In order to handle the possible failure cases, we introduce several changes to the algorithm in Section 3.3.6.

### 3.3.2 The Catalog $C$

The catalog $C$ is an imperfect approximation to the ideal catalog $C^{\star}$. Computing $C^{\star}$ is NP-hard (Section 3.3.5), so $C$ is introduced as an alternative that is easier to compute. The problem of finding consistent models is an example of a contraint satisfication

```
Algorithm 3.1 Discrete Model Synthesis Algorithm
Input: An Example Model, \(E\), and an output size \(n_{x} \times n_{y} \times n_{z}\)
Output: A synthesized model \(M\) satisfying the adjacency constraint
    \(k \leftarrow \operatorname{FindK}(\mathrm{E}) / /\) Count the number of labels
    \(T \leftarrow\) FindTransitionMatrices(E) // Compute the Transition Matrices
    for all points \(\mathbf{p}\) and labels \(b\) do // Include all assignments in the catalog
        \(C[\mathbf{p}, b] \leftarrow 1\)
    end for
    for \(p_{x}=1\) to \(n_{x}\) do // Loop through every point
        for \(p_{y}=1\) to \(n_{y}\) do
        for \(p_{z}=1\) to \(n_{z}\) do
            if \(C[\mathbf{p}, b]=0\) for all \(b\) then \(/ /\) Check if the catalog is empty
                return failure
            else
                Select any value of \(b\) for which \(C[\mathbf{p}, b]=1\) at random
                    \(M[\mathbf{p}] \leftarrow b\)
                    \(C \leftarrow\) UpdateC \((C, \mathbf{p}, b, T, k) / /\) UpdateC is described in Algorithm 3.2
            end if
        end for
        end for
    end for
    return M
```

problem. The model synthesis problem is similar to many well-known problems such as Boolean satisfiability and Sudoku. These problems are often solved by assigning values to some of the variables, quickly testing if is possible to complete the solution, and then backtracking if necessary. Model synthesis is solved similarly by assigning values to some points in $M$ and then quickly testing if it is possible to complete $M$ by checking if the catalog $C_{M}$ is empty. Some limited backtracking may be necessary as is discussed in Section 3.3.6.

Each point has neighbors in the positive and negative $x, y$, and $z$ directions, $\pm \hat{\imath}, \pm \hat{\jmath}$, and $\pm \hat{k}$ which makes six neighbors in total. The adjacency constraint applies to all six neighbors. Given a set of possible labels at any point $\mathbf{x}$, our goal is to determine which labels could be assigned to its neighbor $\mathbf{x}+\mathbf{d}$ where $\mathbf{d} \in\{ \pm \hat{\imath}, \pm \hat{\jmath}, \pm \hat{k}\}$. Suppose that $b$ and $c$ are labels, $\mathbf{x}$ is the labeled $b$, and $\mathbf{x}+\mathbf{d}$ is labeled $c$. To determine if $b$ and $c$
satisfy the adjacency constraint, one of the transition matrices is used. The constraint is satisfied if $T[b, c]=1$ where $T$ is the appropriate transition matrix based on the direction $\mathbf{d}$. If $\mathbf{d}=\hat{\imath}$, then $T=T_{x}$. If $\mathbf{d}=-\hat{\imath}$, then $T=T_{x}^{T}$ since when the matrix is transposed the roles of $b$ and $c$ are switched. If $\mathbf{d}$ is equal to $\hat{\jmath},-\hat{\jmath}, \hat{k}$, or $-\hat{k}$, then $T$ is equal to $T_{y}, T_{y}^{T}, T_{z}$, or $T_{z}^{T}$ respectively.

The catalog $C$ contains a list of acceptable labels at each point. The label $c$ is only acceptable at $\mathbf{x}+\mathbf{d}$, if there exists a label $b$ that is acceptable at point $\mathbf{x}$ meaning $C_{M_{t}}(\mathbf{x}, b)=1$ and that can be adjacent to $c$ meaning $T[b, c]=1$.

$$
\begin{equation*}
C_{M_{t}}(\mathbf{x}+\mathbf{d}, c)=1 \Rightarrow \exists b \mid C_{M_{t}}(\mathbf{x}, b)=1 \text { and } T[b, c]=1 \tag{3.5}
\end{equation*}
$$

This equation is used to update $C$. Its contrapositive is given as:

$$
\begin{equation*}
\nexists b \mid C_{M_{t}}(\mathbf{x}, b)=1 \text { and } T[b, c]=1 \Rightarrow C_{M_{t}}(\mathbf{x}+\mathbf{d}, c)=0 . \tag{3.6}
\end{equation*}
$$

Additionally, we know that only one label may occupy a given point:

$$
\begin{equation*}
M_{t}(\mathbf{x})=b \text { and } c \neq b \Rightarrow C_{M_{t}}(\mathbf{x}, c)=0 \tag{3.7}
\end{equation*}
$$

Statement 3.6 is a direct consequence of the adjacency constraint and Statement 3.7 expresses an occupancy constraint. The catalog $C_{M_{t}}(\mathbf{x}, b)$ is defined as the binary function that maximizes $\sum_{\mathbf{x}} \sum_{b} C_{M_{t}}(\mathbf{x}, b)$ while satisfying Statements 3.6 and 3.7. Statements 3.6 and 3.7 are also true for the ideal catalog $C^{\star}$.

Algorithm 3.2 describes in detail how $C$ is computed. Figure 3.4 shows an example of this computation. Figure 3.4(a) shows the example model. Suppose the size of $M$ is $n_{x} \times n_{y}=4 \times 4$. Initially, $M_{0}$ is empty and $C_{M_{0}}$ contains all four possible labels in each of the $4 \times 4$ positions. Suppose that a 1 ' label is assigned to a point in $M$ as shown in Figure 3.4(b). That point is now reserved exclusively for the 1' label. No other labels may occupy that point according to Statement 3.7. So the other labels are
removed from the catalog as shown in Figure 3.4(c). Figures 3.4(c-f) show the catalog $C$ in various stages while as it is being computed. Labels are repeatedly removed from $C_{M_{t}}$ according to Statement 3.6. Each time a label is removed, the algorithm checks if other labels need to be removed. The point that is currently being checked is marked v'. The other points that need to be checked are marked u' in Figures 3.4(c-f). Eventually, every point is checked and every assignment that violates Statements 3.6 and 3.7 is removed. The result is shown in Figure 3.4(f). We prove that Statements 3.6 and 3.7 always hold in Theorem 3.3.1.


Figure 3.4: For the example model (a) and the incomplete model $M_{t}(\mathrm{~b})$, a catalog of possible assignments to make is calculated in several steps (c-f).

Theorem 3.3.1. Algorithm 3.2 updates the function $C_{M_{t}}(\mathbf{x}, b)$ so that Statements 3.6 and 3.7 are true when Algorithm 3.2 returns.

Proof. Statement 3.7 holds due to lines 2-6 of Algorithm 3.2. These lines are executed after every new assignment in line 13 of Algorithm 3.1 since immediately afterwards Algorithm 3.2 called. Lines 5-9 guarantee that Statement 3.7 holds.

We use induction on the time step of the algorithm to prove that Statement 3.6 holds. The inductive hypothesis is that at each step Statement 3.6 is true at point $\mathbf{x}$, if $\mathbf{x}$ is not in the stack $u$. The basis case is the first time the algorithm is executed. Initially, none of the points in the model are labeled and $C_{M_{t}}(\mathbf{x}, b)=1$ for all assignments $(\mathbf{x}, b)$, so the left side of the condition in Statement 3.6 is always false in the basis case. Assuming the inductive hypothesis is true before each line is executed, it can only become false if $C_{M_{t}}(\mathbf{x}, b)$ changes or if $\left.\mathbf{x}\right)$ is not in the stack $u . C_{M_{t}}(\mathbf{x}, b)$ changes only in line 7 of Algorithm 3.2 and in line 4 of Algorithm 3.3, but in both cases $u$ has already been pushed onto the stack $u$ immediately before $C_{M_{t}}(\mathrm{x}, b)$ changes. So the inductive hypothesis is true, since $\mathbf{x}$ is on the stack. The point $\mathbf{x}$ is only popped off the stack on line 17 of Algorithm 3.2. Lines 11-16 guarantee that Statement 3.6 holds. Each of the six lines 1116 imposes Statement 3.6 on the point and each of its six neighbors by calling Algorithm 3.3. Algorithm 3.3 directly uses Statement 3.6 in Line 2. Algorithm 3.2 does not return until the stack $u$ is empty. When Algorithm 3.2 returns, Statement 3.6 is satisfied at every point in $C_{M_{t}}$.

In Theorem 3.3.1, we showed that Algorithm 3.2 computes $C$ so that it satisfies Statements 3.6 and 3.7. Next, we prove that every label removed by Statements 3.6 and 3.7 should be removed because it does not belong in $C^{\star}$.

Theorem 3.3.2. For any assignment ( $\mathrm{x}, b$ )

$$
\begin{equation*}
C_{M_{t}}(\mathbf{x}, b)=0 \Rightarrow C_{M_{t}}^{\star}(\mathbf{x}, b)=0 \tag{3.8}
\end{equation*}
$$

Proof. We prove this by induction. The inductive hypothesis is that Statement 3.8 is true at every step of the algorithm. The basis case is the initial state of the algorithm. Initially, $C_{M_{t}}(\mathbf{x}, b)$ is set to 1 for all assignments, so Statement 3.8 is always true, since the left side of the conditional is always false. Assuming by induction that Statement

```
Algorithm 3.2 UpdateC \((C, \mathbf{p}, b, T, k)\)
Input: A 4D array of possible labels \(C\), a point \(\mathbf{p}=\left(p_{x}, p_{y}, p_{z}\right)\), a label \(b\), a set of
    transition matrices \(T=\left\{T_{x}, T_{y}, T_{z}\right\}\), and the number of distinct labels \(k\).
Output: The 4D array \(C\) is updated to reflect assigning label \(b\) to point \(\mathbf{p}\).
    push \((u, \mathbf{p}) / / u\) is a stack of points to update.
    for \(c=0\) to \(k-1\) do // Since label \(b\) is assigned to \(\mathbf{p}\), remove all other labels.
        if \(c \neq b\) then
            \(C[\mathbf{p}, c] \leftarrow 0\)
        end if
    end for
    while \(u\) is not empty do // Update the six closest neighbors
        \(\mathbf{v} \leftarrow \operatorname{pop}(u)\)
        \((C, u) \leftarrow \operatorname{UpdateNeighbor}\left(C, u, k, \mathbf{v}, \hat{\imath}, T_{x}\right)\)
        \((C, u) \leftarrow \operatorname{UpdateNeighbor}\left(C, u, k, \mathbf{v},-\hat{\imath}, T_{x}^{T}\right)\)
        \((C, u) \leftarrow \operatorname{UpdateNeighbor}\left(C, u, k, \mathbf{v}, \hat{\jmath}, T_{y}\right)\)
        \((C, u) \leftarrow \operatorname{UpdateNeighbor}\left(C, u, k, \mathbf{v},-\hat{\jmath}, T_{y}^{T}\right)\)
        \((C, u) \leftarrow \operatorname{UpdateNeighbor}\left(C, u, k, \mathbf{v}, \hat{k}, T_{z}\right)\)
        \((C, u) \leftarrow \operatorname{UpdateNeighbor}\left(C, u, k, \mathbf{v},-\hat{k}, T_{z}^{T}\right)\)
        \(u[\mathbf{v}]=0\)
    end while
    return C
```

3.8 is true, it could become false only when $C_{M_{t}}(\mathbf{v}+\mathbf{d}, c)$ is set to zero on line 4 of Algorithm 3.3. Line 4 is executed only if line 2 determines that adding the assignment $(\mathbf{v}+\mathbf{d}, c)$ would cause $M$ to become inconsistent. Line 2 determines this because in order to be consistent, $(\mathbf{v}+\mathbf{d}, c)$ must have an adjacent assignment $(\mathbf{v}, b)$ for which two criteria are met: (1) $T[b, c]=1$ and (2) $C_{M_{t}}(\mathbf{v}, b)=1$. Criterion (1) follows directly from the adjacency constraint. Criterion (2) follows from the inductive hypothesis, since $C_{M_{t}}(\mathbf{v}, b)=0 \Rightarrow C_{M_{t}}^{\star}(\mathbf{v}, b)=0$, the assignment $(\mathbf{v}+\mathbf{d}, c)$ cannot rely on the assignment $(\mathbf{v}, b)$ if using $(\mathbf{v}, b)$ would cause $M_{t}$ to become inconsistent.

### 3.3.3 Time and Space Complexity

Theorem 3.3.3. Algorithm 3.1 takes $\Theta\left(k^{2} n_{x} n_{y} n_{z}\right)$ time and $\Theta\left(k n_{x} n_{y} n_{z}\right)$ space.

Proof. There are $n_{x} n_{y} n_{z}$ points each with $k$ possible labels, so there are $k n_{x} n_{y} n_{z}$ possible

```
Algorithm 3.3 UpdateNeighbor ( \(C, u, k, \mathbf{v}, \mathbf{d}, T\) )
Input: A 4D array of possible labels \(C\), a stack \(u\) recording which points need updating,
    the number of distinct labels \(k\), two vectors \(\mathbf{v}\) and \(\mathbf{d}\), and a transition matrix \(T\).
Output: The array \(C\) and the stack \(u\) are updated properly at the point \(\mathbf{v}+\mathbf{d}\).
    for \(c=0\) to \(k-1\) do // Check if each label \(c\) belongs in the catalog at \(\mathbf{v}+\mathbf{d}\)
        if \(C[\mathbf{v}+\mathbf{d}, c]=1\) and \(\nexists b \mid C[\mathbf{v}, b]=1\) and \(T[b, c]=1\) then
            \(\operatorname{push}(u, \mathbf{v}+\mathbf{d})\)
            \(C[\mathbf{v}+\mathbf{d}, c] \leftarrow 0\)
        end if
    end for
    return \((C, u)\)
```

assignments. If the algorithm is successful, one assignment is left at each point. If it fails no assignments are left. So line 7 of Algorithm 3.2 and line 2 of Algorithm 3.3 are both executed at least $(k-1) n_{x} n_{y} n_{z}$ times. Each line is executed at most $k n_{x} n_{y} n_{z}$ times. Line 2 of Algorithm 3.3 checks $k$ different labels each time.

The only data structures that require substantial amounts of memory are the arrays $C$ and $u$. The array $C$ requires $k n_{x} n_{y} n_{z}$ bits and the array $u$ requires $n_{x} n_{y} n_{z}$ bits. The values of these quantities for all of the results are given in Table 3.2. The largest model require $80 \times 80 \times 10 \times 120=7.6$ million bits.

### 3.3.4 Failure Cases

Theorem 3.3.2 shows that $C_{M_{t}}(\mathrm{x}, b)=0 \Rightarrow C_{M_{t}}^{\star}(\mathrm{x}, b)=0$, but the converse may not be true. It is possible that $C_{M_{t}}^{\star}(\mathbf{x}, b)=0$ and $C_{M_{t}}(\mathbf{x}, b)=1 . C_{M_{t}}$ may contain an assignment $(\mathbf{x}, b)$ which does not belong in the ideal catalog, i.e. $C_{M_{t}}^{\star}$. This is demonstrated in the example shown in Figure 3.5. In the input model shown in Figure 3.5(a), every ' 2 ' label has a ' 6 ' label two spaces to its right. Because of the labels above them, every ' 2 ' label in $M$ must be connected to a ' 6 ' label two spaces to its right. What makes this case particularly interesting is that the ' 2 ' and the ' 6 ' label can be connected through two possible paths.

Figure 3.5(b) shows an incomplete model $M_{t}$ which includes a 2' label. Two spaces
to the right of the $2^{‘}$ 'label, only the 6 ' label is present in the ideal catalog $C_{M_{t}}^{\star}$ (Figure $3.5(\mathrm{c})$ ), but $C_{M_{t}}$ (Figure 3.5(c)) contains other labels there such as the $1^{\prime}$ label. The 1' label is included in $C_{M_{t}}$ because this label satisfies Statements 3.6 and 3.7. This is illustrated by Figures $3.5(\mathrm{~h})$ and $3.5(\mathrm{i})$ with show two paths of assignments satisfying Statement 3.6 connecting from the 2' label to the 1' label. Since the 1' label is in $C_{M_{t}}$, it could be selected at the next time step. If it is selected, the computations shown in Figures $3.5(\mathrm{e}-\mathrm{g})$ will occur. In Figure 3.5(e), the labels 3' and 7 ' are above the label 2', but in Figure 3.5(f) both of these labels are eliminated from two different directions which eliminates every possible label there. Once every possible label at a point have been eliminated, the model is clearly inconsistent and the catalog eventually becomes completely empty (Figure $3.5(\mathrm{~g})$ ). An empty catalog is recognized as a failure on line 10 of Algorithm 1.

If $M_{t}$ becomes inconsistent, then eventually the catalog $C_{M_{t}}$ will become empty. Sometimes the catalog does not become empty until several more labels are added. In the example shown in Figure 3.5, $C_{M_{t}}$ became empty when $M_{t}$ became inconsistent. If this always happened, then failures could be handled simply by backtracking one time step whenever they occurred. But $C_{M_{t}}$ does not always become empty when $M_{t}$ becomes inconsistent as is illustrated by Figure 3.6. In this case, there is no clear indication that $M_{t}$ has become inconsistent. When the algorithm eventually fails, it is hard to know where the error occurred or how far it is necessary to backtrack.

The example model in Figure 3.6(a) contains a pair of 2' labels connected by a path. In order to be consistent, $M$ must contain pairs of 2' labels connected by paths that are two spaces wide. The incomplete model $M_{t}$ in Figure 3.6(b) is inconsistent because it contains three 2' labels and there is no way to group these three labels into pairs. But $C_{M_{t}}$ is not empty as shown in Figure $3.6(\mathrm{c}) . C_{M}$ will become empty after some time steps, but when it does, it may not be obvious when the error occurred that caused the


Figure 3.5: Example showing that $C_{M_{t}}$ is imperfect. $C_{M_{t}} \neq C_{M_{t}}^{\star}$. For the example model $E$ (a), the incomplete model $M_{t}$ (b), has an ideal catalog $C_{M_{t}}^{\star}$ (c) and an imperfect catalog $C_{M_{t}}(\mathrm{~d})$. The 1' label in the bottom right corner should not be added to $M$. If it is added, the resulting computation of $C_{M_{t+1}}$ is shown (e-g). Eventually, $C_{M_{t+1}}$ becomes empty (g). The presence of the 2' label eliminates any possibility of a 1' label in the bottom right corner, but the 1' label is not removed from $C_{M_{t}}$ because there are paths satisfying Statement 3.6 between the 1' and the 2' label (h \& i).


Figure 3.6: Example showing that the algorithm may not fail immediately after $M_{t}$ becomes inconsistent. For the example model $E$ (a), the model $M_{t}$ is inconsistent (b). To be consistent, the 2' labels must come in pairs, but there are only three points with 2' labels. Since $M_{t}$ is inconsistent, eventually the catalog $C_{M}$ will become completely empty, but this does not happen immediately (c).
model to first become inconsistent ${ }^{1}$.

### 3.3.5 Computing $C^{\star}$ is NP-hard

Theorem 3.3.4. Deciding if an incomplete model $M_{t}$ is consistent is NP-complete.

Proof. This problem is in NP since a consistent model could be guessed and then verified

[^0]in polynomial time by checking the adjacency constraint at every point. To show that the problem is NP-hard, we reduce a known NP-complete problem the Planar 3-SAT problem to it. The Planar 3-SAT problem is to decide if it is possible to satisfy a Boolean formula written in conjunctive normal form that has three literals per clause and that can be drawn as a planar graph. An example is shown in Figure 3.7(a). The literals are connected by wires into three-input OR gates. One of the three inputs must have a true value for the Boolean formula to be satisfied.

In order to reduce the Planar 3-SAT problem to a model consistency problem, we construct a model like the one in Figure 3.7(c) which resembles the planar graph. Each literal and the wires coming out of each literal are enclosed by a group of labels. The model in Figure 3.7(c) has not been completed and the white points are unlabeled. To complete the model, the points inside the enclosure must be filled in with either TRUE or FALSE labels because of how the transition matrices $T$ are chosen. The TRUE labels are shown in green and the FALSE labels are red. The matrices are chosen such that the TRUE and FALSE labels cannot touch one another. Everything inside each enclosure must be completely TRUE or completely FALSE. The wires may have NOT gates attached to them and the wires meet at OR gates.

With an appropriate set of transition matrices, we can create NOT gates and OR gates. A NOT gate is created by placing a particular label on the wire. This label only has two possible labels to its right which are shown as blue squares with arrows. The label with the arrow facing down has a TRUE label beneath it and a FALSE label above it. The second label with the arrow facing up has a FALSE label beneath it and a TRUE label above it. In both cases, the value on the wire is negated and so this functions as a NOT gate. An OR gate is created by placing a particular label where the three wires meet. This label always has one of three possible labels beneath it which are shown in yellow with arrows. For each of these possible pieces, the TRUE label must be found in the direction the arrow points. The other two directions may have either TRUE or


Figure 3.7: (a) A Planar 3-SAT Problem $\left(x_{1} \vee x_{2} \vee x_{4}\right) \wedge\left(x_{2} \vee x_{3} \vee x_{4}\right) \wedge\left(\neg x_{1} \vee x_{2} \vee \neg x_{4}\right)$, (b) Possible configurations of a NOT and OR gate created from different labels, (c) An Equivalent model synthesis problem, (d) A model synthesis solution. Green = TRUE, Red $=$ FALSE

FALSE labels. The model can be completed consistently only if a TRUE label is found at one of the three incoming wires.

A solution to the Planar 3-SAT problem exists if and only if it is possible to complete this 2D model such that all the OR gates have at least one TRUE value and the values are negated at the NOT gates. The Planar 3-SAT problem is reduced to the model consistency problem in polynomial time.

Theorem 3.3.5. Computing $C^{\star}$ is $N P$-hard.

Proof. Computing $C_{M_{t}}^{\star}$ would immediately solve the $N P$-complete problem of deciding if $M_{t}$ is consistent. Since $M_{t}$ is consistent if and only if $C^{\star}$ is not empty.

Remark: We intentionally prove these theorems using 2D models to show that they apply not only to model synthesis, but also to texture synthesis. This result easily extends to three and higher dimensional models, but not to one-dimensional models.

For 1D models, $C^{\star}=C$, so it is not $N P$-hard to compute $C^{\star}$ since it can be computed using Algorithm 3.2.

### 3.3.6 Modifying in Parts

In Section 3.3.4 have shown that the catalog $C$ is imperfect and Theorem 3.3.5 shows that unless $P=N P$ the ideal catalog $C^{\star}$ can not be calculated in polynomial time. Because $C$ is imperfect, Algorithm 3.1 may fail. To handle failures, we introduce several changes to the algorithm in this section.

The difficulty of an $N P$-hard problem depends greatly on the size of the input. If the input is moderately large, an $N P$-hard problem may be intractable, but if the input size is tiny, these problems can easily be solved. In the case of model synthesis, the difficulty of the problem depends on the size of $M_{t}, n_{x} \times n_{y} \times n_{z}$. Deciding if $M_{t}$ is consistent or not is intractable only when $M_{t}$ is large. The size of $M_{t}$ greatly affect the probability of failure in Algorithm 3.1. Figure 3.8 shows the success rates of Algorithm 3.1 for several different input models as $n_{x}$ and $n_{y}$ are varied. The success rate can become quite small when $M_{t}$ is large.

The relationship between the model size and the success rate suggests a strategy for handling failures. Rather than trying to generate a large model entirely in a single pass as Algorithm 3.1 does, the model could be created in small sections or blocks. We propose an algorithm that first finds an initial solution and then modifies that solution in small blocks. This strategy depends upon first finding at least one large initial model that is consistent with $E$, but such a model usually is easy to find. If $E$ contains any empty space, then a model containing only empty space is an acceptable initial solution. Nearly all environments contain empty space. It is found in all of the example models we use. While an initial solution containing empty space is consistent, it is one of the least interesting consistent solutions. So the rest of the algorithm is designed to modify the current solution in small blocks.


Figure 3.8: The success rate of Algorithm 3.1 for different example models as the model size varies. $n_{z}$ is held constant at $n_{z}=10$, while the values of $n_{x}$ and $n_{y}$ are equal to the $x$-coordinate. The example models are shown in Section 3.4

Our algorithm is described in pseudocode in Algorithm 3.4 and Figure 3.9 shows an example of how the algorithm operates. First, an initial trivial solution is computed in lines 3-5 (Figure 3.9(a)). Then different parts of the solution are modified in overlapping blocks. Typically, block overlap by half their width. Let $m_{x} \times m_{y} \times m_{z}$ be the size of the block that is modified. Lines 6-8 cycle through every block. The start of the current block is determined by the value of $\mathbf{q}=\left(q_{x}, q_{y}, q_{z}\right)$. The function inBlock $(\mathbf{p}, \mathbf{q})$ returns true if a point $\mathbf{p}$ is inside the current block given by $\mathbf{q}$. Lines $9-29$ are almost exactly the same as lines 3-18 of Algorithm 3.1. The only difference is that this algorithm does not run Algorithm 3.1 on all of $M$, but on a block of $M$. Like Algorithm 3.1, every assignment is initially included in the catalog (lines 9-11). Within the modifying block, random assignments are selected from the catalog (line 21) and then the catalog is
updated (line 26). Outside of the block, the labels are not modified. The labels outside the block have already been determined. Only the labels inside the block change (Figure 3.9(b)). The labels inside the block must agree with the labels outside the block. So the labels outside the block are used to update the catalog $C$ in lines 12-17 (Figure 3.9(c)). Assignments are selected from the catalog just like Algorithm 3.1 (Figure 3.9(d)) and then the process is repeated on subsequent modifying blocks (Figure 3.9(e) and 3.9(f)).

The process of modifying a block is nearly identical to creating one from stratch. So according to Figure 3.8, if the block size $m_{x} \times m_{y} \times m_{z}$ is small, the method is likely to succeed, but it is still possible that during each iteration $M_{t}$ might become inconsistent and that a failure may occur (line 23). If a failure occurs, the model $M$ reverts back to its previous state before it was modified. So before modifying $M$, the values of $M$ are stored in another array $M_{0}$ (line 13). If a failure occurs, $M$ reverts back to $M_{0}$ on lines 31-33.

If the block size is equal to the model size $m_{x} \times m_{y} \times m_{z}=n_{x} \times n_{y} \times n_{z}$, then Algorithm 3.4 is equivalent to Algorithm 3.1.

(a) Initial Trivial Solution

(d) Select Labels from $C_{M}$

(b) Pick a Block to Modify

(e) Pick a New Block, Compute $C_{M}$

(c) Compute $C_{M}$

(f) Fill New Block

Figure 3.9: Example illustrating how parts of the model are modified. The example model is take from Figure 3.4(a). First, an initial trivial solution is found (a), then a block of this solution is modified. The labels in this block are removed (b), $C_{M}$ is computed (c), and the labels are assigned to each point individually until every point has a label (d). Then a new block to modify is selected (e) and the process repeats (f).

```
Algorithm 3.4 Final Discrete Model Synthesis Algorithm
Input: An Example Model, \(E\), and an output size \(n_{x} \times n_{y} \times n_{z}\)
Output: A synthesized model \(M\) satisfying the adjacency constraint
    \(k \leftarrow \operatorname{FindK}(\mathrm{E}) / /\) Count the number of labels
    \(T \leftarrow\) FindTransitionMatrices(E) // Compute the Transition Matrices
    for all points \(\mathbf{p}\) do // Create Initial Solution
    \(M[\mathbf{p}] \leftarrow 0\)
    end for
    for \(q_{x}=0\) to \(2 n_{x} / m_{x}\) do // Loop through each block. The blocks overlap by half
    their width.
    for \(q_{y}=0\) to \(2 n_{y} / m_{y}\) do
        for \(q_{z}=0\) to \(2 n_{z} / m_{z}\) do
            for all values of \(\mathbf{p}, b\) do
                    \(C[\mathbf{p}, b] \leftarrow 1\)
            end for
            for all points \(\mathbf{p}\) do // Put every assignment in the catalog
                \(M_{0}[\mathbf{p}]=M[\mathbf{p}] / /\) Save the current value of \(M\)
                    if not insideBlock \((\mathbf{p}, \mathbf{q})\) then // Add everything outside the current block.
                    \(C \leftarrow \operatorname{updateC}(C, \mathbf{p}, M[\mathbf{p}], T, k)\)
                    end if
            end for
            failed \(\leftarrow 0\)
            for all points \(\mathbf{p}\) while not failed do // Run Algorithm 3.1 within the block.
                if insideBlock \((\mathbf{p}, \mathbf{q})\) then
                        if \(C[\mathbf{p}, b]=0\) for all \(b\) then \(/ /\) Check if the catalog is empty
                    failed \(\leftarrow 1\)
                else
                            Select any value of \(b\) for which \(C[\mathbf{p}, b]=1\) at random
                    \(M[\mathbf{p}] \leftarrow b\)
                    \(C \leftarrow \operatorname{UpdateC}(C, \mathbf{p}, b, T, k)\)
                end if
                end if
            end for
            if failed then // If \(M\) becomes inconsistent, restore its previous value
                for all points \(\mathbf{p}\) do
                    \(M[\mathbf{p}] \leftarrow M_{0}[\mathbf{p}]\)
                end for
            end if
        end for
        end for
    end for
    return M
```

Algorithm $3.5 \operatorname{inBlock}\left(\mathbf{p}=\left(p_{x}, p_{y}, p_{z}\right), \mathbf{q}=\left(q_{x}, q_{y}, q_{z}\right)\right)$
Input: Two points $\mathbf{p}$ and $\mathbf{q}$
Output: True if $\mathbf{p}$ is inside the block with a corner at the point $\left(\frac{q_{x} m_{x}}{2}, \frac{q_{y} m_{y}}{2}, \frac{q_{z} m_{z}}{2}\right.$, $)$
1: return

$$
\begin{aligned}
q_{x} m_{x} / 2 & \leq p_{x}<q_{x} m_{x} / 2+m_{x} \text { and } \\
q_{y} m_{y} / 2 & \leq p_{y}<q_{y} m_{y} / 2+m_{y} \text { and } \\
q_{z} m_{z} / 2 & \leq p_{z}<q_{y} m_{z} / 2+m_{z}
\end{aligned}
$$

## Block Size Trade Offs

Algorithm 3.4 has the same time complexity as Algorithm 3.1 which was shown in Section 3.3.3 to be $\Theta\left(n_{x} n_{y} n_{z}\right)$. Algorithm 3.4 improves upon Algorithm 3.1. Given the same inputs, Algorithm 3.1 often repeatedly fails to produce a large model, but Algorithm 3.4 produces large models after a few trials using a small block size. As the block size $m_{x} \times m_{y} \times m_{z}$ decreases, the failure rate also decreases, but this low failure rate comes with a trade off. Algorithm 3.1 may rarely produce a consistent model, but there is always a tiny chance that a given model $M$ consistent with $E$ could be produced. Algorithm 3.4 might not be able to produce some consistent models. An example of this is illustrated in Figure 3.10. The example model $E$ in Figure 3.10(a) contains a single rectangle. Figures $3.10(\mathrm{~b})-3.10(\mathrm{f})$ show how to produce a long thin rectangle by modifying several different blocks of the model in turn, but the rectangle cannot get much larger than this. Algorithm 3.4 cannot generate the large square in Figure 3.10(h) unless the block size is large since Figure 3.10(g)'s rectangle cannot be widened. As $m_{x} \times m_{y} \times m_{z}$ decreases the number of models that could be produced using Algorithm 3.4 may also decreases. As $m_{x} \times m_{y} \times m_{z}$ increases, the failure rate may increase. In the most extreme case, where $m_{x}=m_{y}=m_{z}=1$, Algorithm 3.4 can not fail, but it also can not produce interesting models since it would only create models with empty space in them. In practice, a value of $m_{x}=m_{y}=m_{z}=10$, produces interesting models
with a reasonably low failure rate as shown in Figure 3.8. This value is used in most of our results.

(a) Example Model $E$

(b) Initially Empty Model $M$ about to be modified.

(f) A long rectangle is produced after many modifications.

(c) Block in red area is modified.

(g) The rectangle can not be widened by modifying in the red block.

(d) New block is about to be modified.

(h) This large square can not be produced with a small red block.

Figure 3.10: Example demonstrating that some consistent models cannot be produced if the block size is small. The example model is a rectangle (a). Different blocks can be modified in turn (b-f) to produce a long thin rectangle (f), but it cannot be widened (g) to produce the large square (h).

## Implementation Details

When implementing Algorithm 3.4, a few minor changes are recommended. It is not necessary to compute $C_{M_{t}}$ across the entire model. It is necessary to compute $C_{M_{t}}$ only within the modifying block plus its immediate neighbors. So the array $C$ can be a relatively small $m_{x}+2 \times m_{y}+2 \times m_{z}+2 \times k$ array rather than the $n_{x} \times n_{y} \times n_{z} \times k$ array used in Algorithm 3.4. Making $C$ smaller saves memory and computation time.

All the model synthesis algorithms create models satisfying the adjacency constraint. The adjacency constraint allows objects to simply stop at the boundaries of the model
as shown in Figure 3.11. The models in Figure 3.11(b) and 3.11(c) are consistent with the model in Figure 3.11(a), but the objects they contain are cut off where the model ends. These models contain only part of a house. They may not contain a ground plane at the bottom (Figure 3.11(c)) or empty sky at the top (Figure 3.11(b)). All of these problems can be addressed by labeling the boundaries of the model in a preprocessing step. The bottom boundary is given ground plane labels and the top, left, right, front, and back boundaries of the model are labeled as empty space. With empty space and a ground plane along the boundaries of the model, the algorithm can only generate complete objects as shown in Figure 3.11(d).


Figure 3.11: Example illustrating the problems that may occur at the boundaries of the model. The models in (b-d) are consistent with the example model in (a), but the houses could be cut off at the boundary of the model (b \& c) and there may be no ground plane (c). These problems can be addressed by initially assigning proper values to the boundaries (d).

### 3.3.7 Infallible Cases where $C=C^{\star}$

Figure 3.8 shows that the success rate depends upon which input model $E$ is used. In fact, Algorithms 3.1 and 3.4 never fail when given some input models. If Algorithm 3.1 cannot fail when given $E$, then $E$ is called an infallible model. This section proves that infallible models exist and gives a general method for proving that a particular method is infallible. We can show that many models are infallible. This is important because we can show that for these models the algorithm works perfectly. When $E$ is infallible, Algorithm 3.2 computes the ideal catalog $C=C^{\star}$. There is no need to modify the model in blocks or to backtrack any and we can guarantee that Algorithm 3.1 will work on the first attempt. It is better to use Algorithm 3.1 instead of modify the model in blocks, because it can generate the full range of possible models.

The models in Figures 3.1(a), 3.1(b), 3.1(c), and 3.4(a) are infallible. These models are all quite simple, but more complicated infallible example models are given in the results (Section 3.4). It is much easier to prove that a fallible model is fallible than to prove that an infallible model is not. We can prove that a fallible model is fallible by finding a single failure. But we cannot prove that an infallible model is infallible by the absence of any observed failures since they may exist unobserved.

In order to prove that some models $E$ are infallible, we introduce a new algorithm. It is described in Algorithm 3.6. We introduce Algorithm 3.6 because it allows us to prove that $E$ is infallible in some cases. If Algorithm 3.6 does not fail on $E$ then Algorithm 3.1 cannot fail either and by definition $E$ is infallible. It is often easier to prove that Algorithm 3.6 does not fail than to prove that Algorithm 3.1 does not. We do not recommend using Algorithm 3.6 since it is less powerful than Algorithm 3.1. Algorithm 3.6 may fail on some input models $E$ that Algorithm 3.1 would not.

The only difference between Algorithm 3.1 and 3.6 is in how the catalog is computed. Algorithm 3.6 computes a catalog like $C_{M_{t}}$, but it does not use the entire model $M_{t}$. It uses only a small region $R$ around the insertion point. $R$ has a size of $r_{x} \times r_{y} \times r_{z}$ and

```
Algorithm 3.6 Modified Model Synthesis Algorithm using the Regions \(R_{i}\)
Input: An Example Model, \(E\), and an output size \(n_{x} \times n_{y} \times n_{z}\)
Output: A synthesized model \(M\) satisfying the adjacency constraint
```

Algorithm 3.6 is exactly the same as Algorithm 3.1 except instead of computing the catalog $C$ and selecting labels from it, we select a value from $C_{R_{i}}$ using a function defined in Algorithm 3.7. Line 12 is changed to
$b \leftarrow$ ComputeC_Ri( $\mathbf{p}, M, \mathbf{r}, T, k)$

```
Algorithm 3.7 ComputeC_Ri(p, M, r, T, k)
Input: A point \(\mathbf{p}=\left(p_{x}, p_{y}, p_{z}\right)\), a model \(M\), a region size \(\mathbf{r}=\left(r_{x}, r_{y}, r_{z}\right)\), a set of
    transition matrices \(T\), and the number of distinct labels \(k\)
Output: A label selected only by using a small \(r_{x} \times r_{y} \times r_{z}\) region \(R_{i}\) of the model \(M\).
    for all values of \(\mathbf{v}, b\) do // Include all assignment into C.
        \(C[\mathbf{v}, b] \leftarrow 1\)
    end for
    for \(v_{x}=p_{x}-1\) to \(p_{x}+r_{x}-1\) do // Update C only with the small region around v
        for \(v_{y}=p_{y}-1\) to \(p_{y}+r_{y}-1\) do
            for \(v_{z}=p_{z}-1\) to \(p_{z}+r_{z}-1\) do
                if \(M[\mathbf{v}] \neq-1\) then
                    \(C \leftarrow \operatorname{UpdateC}(C, \mathbf{v}, M[\mathbf{v}], T, k)\)
            end if
            end for
        end for
    end for
    return a randomly selected value of \(b\) for which \(C[\mathbf{p}, b]=1\)
```

the values it contains are copied directly from $M_{t}$

$$
\begin{equation*}
R(\mathbf{x})=M\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{3.9}
\end{equation*}
$$

for some point $\mathbf{x}^{\prime}$. A catalog $C_{R}$ can be computed using only the labels of $M_{t}$ in $R$. Algorithm 3.6 picks assignments from $C_{R}$ rather than from $C_{M_{t}}$.

Theorem 3.3.6. If Algorithm 3.6 cannot fail when given input $E$ and when $r_{x}, r_{y}, r_{z} \geq$ 2 , then $E$ is infallible.

Proof. The catalog $C_{M_{t}}$ only shrinks over time $t$ as more assignments are added to $M$.
$C_{M_{t}}(\mathrm{x}, k)=0 \Rightarrow C_{M_{t+1}}(\mathrm{x}, k)=0$. If assignments were removed from $M$ then the catalog could only get larger. $R$ is simply $M_{t}$ with some of the assignments missing. Every assignment in $R$ is in $M_{t}$, so $C_{R}$ cannot be larger than $C_{M_{t}}$ meaning that

$$
\begin{equation*}
C_{M_{t}}(\mathbf{x}, k)=1 \Rightarrow C_{R}\left(\mathbf{x}+\mathbf{x}^{\prime}, k\right)=1 . \tag{3.10}
\end{equation*}
$$

Lemma 3.3.1. If, for a given $E, C_{R}\left(\mathbf{x}+\mathbf{x}^{\prime}, k\right)=1 \Rightarrow C_{M_{t}}^{\star}(\mathbf{x}, k)=1$ for all $\mathbf{x}, k$, and $t$, then $E$ is infallible.

Proof. $C_{M_{t}}(\mathbf{x}, k)$ has only two possible values. In either case, $C_{M_{t}}(\mathbf{x}, k)=C_{M_{t}}^{\star}(\mathbf{x}, k)$. From Statement 3.10 we know that, $C_{M_{t}}(\mathrm{x}, k)=1 \Rightarrow C_{R}\left(\mathbf{x}+\mathrm{x}^{\prime}, k\right)=1 \Rightarrow C_{M_{t}}^{\star}(\mathrm{x}, k)=1$. From Theorem 3.3.2 we know that $C_{M_{t}}(\mathrm{x}, k)=0 \Rightarrow C_{M_{t}}^{\star}(\mathrm{x}, k)=0$. So $C_{M_{t}}(\mathrm{x}, k)=$ $C_{M_{t}}^{\star}(\mathrm{x}, k)$ which make $E$ infallible.

Algorithm 3.6 selects assignments from $C_{R}$. If the catalog $C_{R}$ becomes empty for any region $R$, then Algorithm 3.6 fails. If Algorithm 3.6 does not fail, then $C_{R}$ is not empty for any $R$ region. If $C_{R}$ is not empty, then within $R$ the adjacency constraint is satisfied between adjacent assignments. Every pair of adjacent assignments is found in some region $R$ if $r_{x}, r_{y}, r_{z} \geq 2$. If Algorithm 3.6 succeeds, then the generated model $M$ satisfies the adjacency constraint and is consistent by definition. If Algorithm 3.6 cannot fail for input $E$ no matter which assignments are selected at random from $C_{R}$, then $C_{R}(\mathbf{x}, k)=1 \Rightarrow C_{M_{t}}^{\star}(\mathbf{x}, k)=1$ since every assignment picked from $C_{R}$ produces a consistent model. By Lemma 3.3.1, if Algorithm 3.6 cannot fail, then Algorithm 3.1 cannot fail either.

We introduce Algorithm 3.6 because it is easier to prove that Algorithm 3.6 does not fail than that Algorithm 3.1 does not fail, because $M_{t}$ can be any size and has an infinite number of possible values, but the region $R$ has a small finite size. We can exhaustively list every possible value of $R_{i}$, if $r_{x} \times r_{y} \times r_{z}$ is small. But the list can be quite long even when $r_{x} \times r_{y} \times r_{z}$ is only moderately large. The length of the list depends on
$D_{E}\left(r_{x}, r_{y}, r_{z}\right)$ which can grow exponentially according to Theorem 3.2.1. If $r_{x} \times r_{y} \times r_{z}$ is large, the list may become unmanageably long. To make the proof simpler, $r_{x} \times r_{y} \times r_{z}$ should be as small as possible (but never smaller than $2 \times 2 \times 2$ ). However, sometimes Algorithm 3.6 fails when $r_{x} \times r_{y} \times r_{z}$ is too small, but always succeeds when $r_{x} \times r_{y} \times r_{z}$ is slightly larger.


Figure 3.12: Line Example Model

To prove that Algorithm 3.6 does not fail for a given $E$, we use induction on the time step $t$. The inductive hypothesis is that $C_{R_{i}}$ is not empty for any region $R_{i}$ at time step $t$. The goal is to prove that this is true at the next time step. Let us consider a specific example model. Let $E$ be the example model shown in Figure 3.12 (it was previously shown in Figure 3.1(c)) and let $r_{x} \times r_{y}=2 \times 2$. The model $M_{t}$ and each of the $R_{i}$ regions are filled in scan line order from left to right and then bottom to top. Every possible region with three or fewer labels is shown in Figure 3.13

The region $R^{\prime}=11$ is not included if Figure 3.13 since $C_{R^{\prime}}$ is empty which would violate the inductive hypothesis. Let us consider the region $R_{9}$ in particular. We can prove that if we pick an assignment from $C_{R_{9}}$ that none of the catalogs $C_{R_{i}}$ become empty in the next time step. $C_{R_{9}}$ is



Figure 3.13: Every possible consistent region with three or fewer labels.

Either the 0' or the 1' label could be selected at random from $C_{R_{9}}$ and $R_{9}$ could have either $R_{3}$ or $R_{4}$ region to its right. So there are four cases to consider:


Figure 3.14: No matter what is added to a $R_{9}$ region, none of the neighboring catalogs become empty.

Figure 3.14 shows that no matter which assignment is chosen out of $R_{9}$ none of the catalogs $C_{R_{i}}$ become empty and Algorithm 3.6 can not fail. But Figure 3.14 checks only the $R_{9}$ region, by verifying that Algorithm 3.6 does not fail on any of the regions $R_{1}, R_{2}, \ldots, R_{12}$, we can prove that Algorithm 3.6 never fails on the example $E$ in Figure
3.12. The remainder of the proof is to enumerate all possible cases, but we omit the rest because it is long and tedious. It would be even longer if $r_{x} \times r_{y} \times r_{z}$ or $k$ was larger. Fortunately these proofs can be automated.

In the previous example, we assumed that $r_{x} \times r_{y}=2 \times 2$. When $r_{x} \times r_{y}=2 \times 2$, the proof can be simplified. Algorithm 3.6 never fails if for all $a, b$, and $c$

$$
\begin{equation*}
T_{x}(a, b)=1 \text { and } T_{x}(a, c)=1 \Rightarrow \exists d \mid T_{x}(c, d)=1 \text { and } T_{x}(b, d)=1 \tag{3.11}
\end{equation*}
$$

Equation 3.11 can be used to prove that the example models in Figures 3.1(a), 3.1(b), and 3.12 are infallible.

Unfortunately, Algorithm 3.6 does fail sometimes even when Algorithm 3.1 would not. If we use the example model from Figure 3.4(a) and if we assume that $r_{x} \times r_{y}=2 \times 2$, Algorithm 3.6 might fail. It could fail when the following two regions are beside one another

$C_{R_{a}}$ is computed as


If the label $1^{\prime}$ is added, the result is

but $C_{R_{c}}$ is empty since the bottom 1' label requires have a 2 ' label above it while the other 1' label requires a ' 0 ' label to its right. When $C_{R_{c}}$ becomes empty, Algorithm 3.6 fails. Although Algorithm 3.6 may fail when $r_{x} \times r_{y}=2 \times 2$, it cannot fail when $r_{x} \times r_{y}=3 \times 2$. The $3 \times 2$ region $R_{d}$ is shown below

combines the $R_{a}$ and $R_{b}$ regions from the $r_{x} \times r_{y}=2 \times 2$ case. $C_{R_{d}}$ is computed as

so when $r_{x} \times r_{y}=3 \times 2$, it is no longer possible to add a ' 1 ' label as it was in the $r_{x} \times r_{y}=2 \times 2$ case. A full proof that Algorithm 3.6 does not fail on Figure 3.4(a) when $r_{x} \times r_{y}=3 \times 2$ exists, but it is omitted because if its length.

### 3.3.8 Converting to an Infallible Model

The difference between an infallible model and a fallible model can be subtle. This is demonstrated by considering the example models in Figure 3.5(a) and Figure 3.3.8 which we will call $E_{F}$ and $E_{I}$ respectively. $E_{I}$ is identical to $E_{F}$ except $E_{F}$ has a '0' label in place of the ' 9 ' label in $E_{I}$. We proved that $E_{F}$ is fallible in Section 3.3.4 and we can show that $E_{I}$ is infallible using Algorithm 3.6 with $r_{x} \times r_{y}=2 \times 2$ or with Equation 3.11. We can convert between the two models using a function $f$ defined as

$$
f(b)= \begin{cases}0, & b=9  \tag{3.12}\\ b, & b \neq 9\end{cases}
$$

So $f\left(E_{I}(\mathbf{x})\right)=E_{F}(\mathbf{x})$ or this could be written simply as $f\left(E_{I}\right)=E_{F}$. The model


Figure 3.15: An infallible model $E_{I}$ identical to the fallible model in Figure 3.5(a) except the ' 9 ' label is a ' 0 ' label in Figure 3.5(a).
synthesis algorithm generates similar models from both example models. In fact, the every model generated from $E_{I}$ can be converted into a model generated from $E_{F}$ using the function $f$.

$$
\begin{equation*}
\left\{M \mid M \text { is consistent with } E_{F}\right\}=\left\{f(M) \mid M \text { is consistent with } E_{I}\right\} \tag{3.13}
\end{equation*}
$$

This suggests another strategy for handling fallible models. For any fallible model $E_{F}$, if we can find an infallible model $E_{I}$ and a function $f$ that satisfies Equation 3.13, then Algorithm 3.1 could be executed on $E_{I}$ and the model it produces $M$ could be converted to $f^{-1}(M)$ which is consistent with $E_{F}$. Algorithm 3.1 would never fail and it could produce every possible model consistent with the fallible model $E_{F}$.

Another example of applying this strategy is shown in Figures 3.6(a) and 3.3.8. Figure $3.6\left(\right.$ a) shows a fallible model $E_{F}$ and Figure 3.3 .8 shows an infallible model $E_{I}$. The two models satisfy Equation 3.13 where

$$
f(b)= \begin{cases}b, & b<10  \tag{3.14}\\ b-10, & b \geq 10\end{cases}
$$

While this strategy is effective on Figures 3.5(a) and 3.6(a), it may be difficult to


Figure 3.16: An infallible model similar to the fallible model in Figure 3.6(a).
apply this strategy more generally to every fallible model $E_{F}$. We do not know a general procedure for finding an infallible model satisfying Equation 3.13. We do not know there even exists an infallible model satisfying Equation 3.13 in every case. They exist for Figure $3.5(\mathrm{a})$ and $3.6(\mathrm{a})$, but they are two of the simplest fallible models. One may not exist for a more complicated example model such as the one behind Theorem 3.3.5. These are important topics for future research.

The success of this strategy for the models in Figures 3.5(a) and 3.6(a) demonstrates that Algorithms 3.1 and 3.6 can be improved although how exactly to do it is not clear except for these two specific models.

### 3.3.9 Summary

Model synthesis generates models that satisfy the adjacency constraint (Equation 3.1), which are called consistent models. The number of model consistent with a given example model $E$ may grow exponentially number with the output size $n_{x} \times n_{y} \times n_{z}$ (Section 3.2). The model synthesis algorithm maintains a catalog $C_{M_{t}}$ of possible labels that can be added into the model (Section 3.3.2). The catalog can be computed and every assignment can be selected from $C_{M_{t}}$ in $\Theta\left(n_{x} n_{y} n_{z}\right)$ time. The catalog is imperfect because it may contain assignments that would cause the model to become inconsistent if they
were used (Section 3.3.4). A perfect catalog cannot be computed in polynomial time unless $P=N P$ (Section 3.3.5). Model synthesis is less likely to fail when $n_{x} \times n_{y} \times n_{z}$ is small. Using this observation, we introduce a new algorithm that modifies an existing solution in small parts (Section 3.3.6). This new algorithm fails less, but may not be able to generate every possible consistent model. We show the original algorithm (Algorithm 3.1) never fails on certain example models (Section 3.3.7). It is sometimes possible to use a model that never fails in place of a model that does (Section 3.3.8).

### 3.4 Results

Figures 3.17 through 3.24 show many different models each generated using a different example models, including cities with different architectural styles, plants, terrain, castles, and building interiors. The generated models are fairly large and would take a great amount of effort to model manually without model synthesis.

Table 3.1 shows for each results, the size of the output, the number of label $k$, and the computation time. Two columns of computation times are shown. The first column shows how much time was spent computing the model shown in Figure 3.17-3.24. However, the computation times are difficult to compare using this column since they depend on the output size which varies between each model. So we include a second column which shows how much time was spent generating a $40 \times 40 \times 10$ model.

Model synthesis takes less time when the input model is infallible as defined in Section 3.3.7. It generally takes less time when the success rate of the input $E$ is high. The success rate of Algorithm 3.1 is shown in Figure 3.8. Figure 3.8 does not graph the success rates of the canyon model, the city at night model, or the forest model because it would graph a perfect $100 \%$ success rate. No failures have ever been observed for the canyon or the city at night models even when generating huge models ${ }^{2}$. Since the

[^1]|  | Output Size <br> $n_{x} \times n_{y} \times n_{z}$ pieces | \# labels <br> $k$ | Time - Displayed <br> Model $(\mathrm{min})$ | Time $(\mathrm{min})$ <br> $40 \times 40 \times 10$ |
| :--- | :---: | :---: | :---: | :---: |
| Parliament | $50 \times 50 \times 10=25 \mathrm{~K}$ | 95 | 4.0 | 2.6 |
| Castle | $50 \times 50 \times 10=25 \mathrm{~K}$ | 62 | 0.6 | 0.4 |
| Escheresque | $60 \times 60 \times 10=36 \mathrm{~K}$ | 107 | 4.3 | 1.5 |
| City at Night | $80 \times 80 \times 10=64 \mathrm{~K}$ | 120 | 1.2 | 0.3 |
| Canyon | $120 \times 60 \times 10=72 \mathrm{~K}$ | 53 | 1.3 | 0.3 |
| Forest | $50 \times 50 \times 12=30 \mathrm{~K}$ | 33 | 0.5 | 0.3 |
| Gadgets | $30 \times 30 \times 10=9 \mathrm{~K}$ | 43 | 0.3 | 0.6 |
| Library | $35 \times 40 \times 10=14 \mathrm{~K}$ | 71 | 1.3 | 1.3 |

Table 3.1: The output model sizes, number of labels $k$, and computation times for each of the models shown in the results. To compare the computation times more easily, the last column shows computation times for a $40 \times 40 \times 10$ output model. The computation time includes the time spent backtracking.
canyon and the city at night never cause Algorithm 3.1 to fail, it was used to generate those results. The other models cause Algorithm 3.1 to fail, so Algorithm 3.4 was used with $m_{x} \times m_{y} \times m_{z}=10 \times 10 \times 10$ to produce those results.

The computation times are a few minutes at the most which is relatively short and insignificant compared to the modeling process as a whole. Modeling is often a long and difficult. Even the example models, which are intended to be simple, each took several hours to create. Each model also needs textures to look realistic. Finding and applying good texture maps by itself can take a few hours. Finally, after the model has been generated, it needs to be rendered. Since each output model contains thousands of model pieces and the model pieces each contain many polygons, a high-quality rendering can also take a lot of time. The overall time spent involved in other tasks make running the model synthesis algorithm is trivial by comparison.

Model synthesis can also be used to light environments containing a large number of lights. This is done by including model pieces that have lights in them. In Figure 3.20, thousands of street lights and car lights were generated using model synthesis.

(a) Parliament Example Model

(b) Synthesized Model

Figure 3.17: Given two buildings (a), model synthesis produces a cluster of buildings (b).


Figure 3.18: Given a castle wall (a), model synthesis produces many fortifications (b). Grid lines are drawn in the example (a) to show how the model is divided into pieces.


Figure 3.19: Escheresque Result. Long windy paths are created through arches and over bridges.

(a) City Example Model

(b) Synthesized Model

Figure 3.20: Given a few buildings (a), model synthesis produces a city (b). Grid lines are drawn in the example model. This input model is believed to be infallible. Unlike most of the other models, Algorithm 3.1 has never failed on this input model even for huge output models. In the other models, Algorithm 3.1 nearly always fails even on only moderately large output models. In addition to all of the geometric shapes, thousands of street lights and car light are generated automatically.


Figure 3.21: Given a patch of land (a), model synthesis produces a landscape (b). Grid lines are drawn in the example model.

(a) Tree Example Model

(b) Synthesized Model

Figure 3.22: Given two trees (a), model synthesis produces a forest (b). Grid lines are drawn in the example model.

(a) Gadgets Example Model

(b) Synthesized Model

Figure 3.23: Given a few rotating gears (a), model synthesis generates complex machinery (b).


Figure 3.24: Given the interior and exterior of a building (a), model synthesis produces several buildings (b). Sections of the buildings are cut away and the roof is made transparent to show the interior more clearly.

### 3.5 Variants of Model Synthesis

Model synthesis can be altered and extended in several ways. The grid can be altered, additional constraints such as symmetry can be added, model synthesis can be extended into four-dimensions to create models that change over time.

### 3.5.1 Modifying the Grid

In all of the examples we have shown, the model pieces are cubes in 3D or squares in 2D, but we could easily use rectangles or parallelograms instead. Also, hexagons could be used and then each position would have six neighbors rather than four in 2D. Model synthesis could be extended into cylindrical coordinates $(r, \theta, z)$. In this case, each position would have neighbors in the $\pm r, \pm \theta$, and $\pm z$ directions and the model pieces would need to be rotated and scaled depending upon their position. Extensions are also possible into spherical or toroidal coordinates.

The transition matrices $T_{x}, T_{y}, T_{z}$ are used to describe the adjacency constraint between neighboring points in $x, y$, and $z$ directions. But we can easily use a transition matrix describe a constraint between any two points. The points could be diagonal neighbors, so that each point would have 8 neighbors in 2 D or 26 neighbors in 3D. Model synthesis could easily be extended so that the adjacency constraint not only applied to immediate neighbors such as $\mathbf{x}$ and $\mathbf{x}+\hat{\imath}$, but less immediate neighbors like $\mathbf{x}$ and $\mathbf{x}+2 \hat{\imath}$.

### 3.5.2 Symmetry

Transition matrices can be used to impose constraints on positions that are not close spatially. A good example of this is symmetry. Suppose we would like to create a model with reflective symmetry about the plane $x=s$ for any integer $s$. The model is symmetric if for any point $(x, y, z)$, its mirror image appears at the point $(2 s-x, y, z)$.

Each model piece may have another model piece that is its mirror image. Let $f(b)$ be a function that returns the mirror image of $b$. For the model $M$ to be symmetric, $M(x, y, z)=b \Leftrightarrow M(2 s-x, y, z)=f(b)$. A symmetric model $M$ is constructed by applying a transition matrix $T_{s}$ between the points $(x, y, z)$ and $(2 s-x, y, z)$ where $T_{s}[b, c]=1 \Leftrightarrow c=f(b)$. Applying this transition matrix ensures that the model is symmetric. This transition matrix is used in addition to the normal transition matrices that define the adjacency constraint in Equation 3.3. By using both sets of transition matrices, the algorithm will create models that are both symmetric and consistent. Other types of symmetry such as translational and rotational symmetry can be applied in a similar process. Figure 3.25 shows models with different types of symmetry that are all based off the example model in Figure 3.19(a).

### 3.5.3 Other Constraints

Other constraints can be used to control the large-scale structure of the output. The user might have a general idea of where certain types of objects should appear. Each label normally has an equal chance of being selected at each point. But the probability of selecting each label could easily be modified so that it is higher or lower depending on if the user does or does not want it to appear within a particular area. The user could even set some of the probabilities to be zero in some places. If the probability of label $b$ at point $\mathbf{x}$ is set to zero, it can be removed by setting $C_{M_{t}}(\mathbf{x}, b)=0$ and then that removal may be propagated as normally done using Algorithm 3.2. By changing these probabilities, cities and other structures can be created in the shape of various symbols and other objects. We can also generate multiple outputs, evaluate how well they match the user's desired goal, and then select the best output. Figure 3.26 shows models that are constrained to be in the shape of different symbols.


Figure 3.25: Three symmetric models based off the example model from Figure 3.19(a).


Figure 3.26: Models that are constrained to be in the shape of various symbols. This uses the example models in Figures 3.19(a) and 3.22.

### 3.5.4 Higher-Dimensional Models

Model synthesis can also be extended to four-dimensional and higher-dimensional models. By adding a time dimension, we can generate time-varying models. Time-varying models are created much like ordinary 3D models. The user provides a time-varying example model constructed out of time-varying model pieces, and the algorithm synthesizes a time-varying model that resembles the input. Each point in the 4D model not only has spatial neighbors, but also temporal neighbors and the adjacency constraint applies to spatial and temporal neighbors. Extending model synthesis into higher dimensions requires only a few changes to the algorithm, but time-varying model pieces can be harder to visualize. Figure 3.27 depicts a model of a red ball traveling to the right. The model has two spatial and one temporal dimension. The model is shown in two different ways. It is shown first with multiple exposures of the ball shown overlapping each other and second as a 1D slice that changes over time. Four model pieces are used as shown in Figure 3.27(a): one empty model piece, one where the ball travels out of the square disappearing into the right boundary, one where the ball moves from the left boundary to the right, and one where the ball emerges from the left boundary. These four model pieces are used to create a time-varying model of a moving ball shown in Figure 3.27(b).

(a) Four Time-Varying Model Pieces. The top row shows multiple exposures of a moving ball and the bottom row shows a 1D slice of the ball moving over time.

Figure 3.27: Model synthesis can be extended into higher dimensions to create models that change over time. Time-varying model pieces (a) are used to create a time-varying model (b).

## Chapter 4

## Continuous Model Synthesis

### 4.1 Limitations of Discrete Model Synthesis

Discrete model synthesis can sometimes be difficult to use because the example model must be decomposed into model pieces. This task may not be difficult when the objects fit naturally on a grid like many architectural models, but it is difficult when the objects do not fit on a grid.

An example is given in Figure 4.1(a) which shows a triangle that is not aligned to the grid. This triangle can be divided into model pieces using a grid as shown in Figure 4.1(b). In fact, any shape can be divided into model pieces, but the problem is that almost all model pieces appear only once. By including these model pieces, the model is not self-similar and only exact copies of the input model are allowed into the output model according to the adjacency constraint. Without self-similarity, model synthesis cannot produce interesting new variations of the input. Notice that self-similarity is lost only when the triangle is divided along the grid lines. The original triangle is self-similar. The points on its edges are identical to each other on a microscopic scale.

If the shapes do not align to the grid, one possible solution is to align the grid to the shapes. We could apply an affine transformation to the grid as mentioned in Section 3.5.1 and as shown in Figure 4.1(c). By using this grid to divide up the input, the model
pieces repeat as shown in Figure 4.1(d). Because they repeat, model synthesis does more than simply generate copies of the original triangle, it generates triangles with different sizes. This grid works much better. However, we cannot align the grid to every input model. If the input model contained a regular pentagon or if contained two triangles with different orientations, then we could not align the grid completely with the input model.

(a) A triangle not aligned with the
(b) The triangle can be decomgrid posed into model pieces, but they are almost all unique.


Figure 4.1: Discrete model synthesis may not work well on models that are not aligned with the grid (a). The model can be divided into pieces; (b) discrete model synthesis will simply generate exact copies of the input. The grid can be transformed so it is aligned with the triangle (c). This work much better (d), but such a transformation works only on a few shapes.

A different problem with discrete model synthesis is illustrated in Figure 4.2. The
model in Figure 4.2 contains axis-aligned objects stacked on top of one another. If we divide the model using the grid shown in Figure 4.2(a) only the blue objects produce repeating model pieces. The purple objects repeat, but not along with the grid. This problem can be addressed by choosing a smaller better grid size. By shrinking the grid height in Figure 4.2 (a) by a factor of $\frac{1}{5}$ in $4.2(\mathrm{~b})$ the blue and purple objects both have repeating model pieces. Most objects can be fitted onto a grid, if the grid size is sufficiently small. If the objects do not fit exactly, they can be scaled slightly. Figure 4.3 shows another example of how the grid size can be decreased to create repeating model pieces. Decreasing the grid size is a useful strategy for fitting the objects to a grid. However, decreasing the grid spacing, also increases the computation time. The entire process of fitting the objects onto a grid can be both difficult for the user and difficult to automate.

(a) An input model is divided into model pieces. Many unique model pieces are produced when the shapes are not aligned to the grid.

(b) Both shapes can be aligned to the grid if a smaller grid is used.

Figure 4.2: Even though the same purple shape is copied many times in (a), the model pieces are all different. Sometimes a smaller grid can be used to produce models pieces that repeat, as shown in (b).


Figure 4.3: Using a smaller grid size, may improve the results by creating repeating model pieces.

### 4.2 The Continuous Model Synthesis Problem

As shown in Figures 4.2 and 4.3 some of the limitations discussed in Section 4.1 can be handled by using smaller model pieces. The limitations in Section 4.1 are caused because objects that are self-similar lose their self-similarity when divided into model pieces on a grid. Points that are self-similar, lose their self-similarity when they are combined with all the other points within a cell. None of the limitations in Section 4.1 would apply if we dealt with individual self-similar points or model pieces that are individual points. Point-sized model pieces could be used to represent many geometric shapes such as planes edges, and vertices that have no thickness to them.

Geometric shapes are represented more easily in the continuous domain with realvalued coordinates $\mathbf{x} \in \mathbb{R}^{3}$. Many shapes are difficult to represent using discrete model synthesis since discrete models use integer-valued coordinates $\mathbf{x} \in \mathbb{Z}^{3}$. The alternative is to use a continuous model which is defined as a mappings from $\mathbb{R}^{3} \rightarrow K$ where $K$ is the set of possible labels. The goal of continuous model synthesis is to generate models that satisfy the adjacency constraint. The adjacency constraint is slightly different in
the continuous domain.
The adjacency constraint states that for every point $\mathbf{x}$ in $M$, there must exist a point $\mathbf{x}^{\prime}$ in $E$ that is has the same local neighborhood. In Figure 4.4, the points a, b, c, d, and $\mathbf{e}$ have the same local neighborhoods as the points $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \mathbf{c}^{\prime}, \mathbf{d}^{\prime}$, and $\mathbf{e}^{\prime}$.


Figure 4.4: The Continuous Adjacency Constraint. For each selected point a, b, c, d, and $\mathbf{e}$ in $M$, a point with the same local neighborhood $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \mathbf{c}^{\prime}, \mathbf{d}^{\prime}$, and $\mathbf{e}^{\prime}$ exists in the example model $E$.

More formally, the model $M$ is consistent with $E$ if for all points $\mathbf{x}, \exists \epsilon>0, \mathbf{x}^{\prime} \in \mathbb{R}^{3}$ such that for all small vectors $\mathbf{d}$ where $\|\mathbf{d}\|<\epsilon$,

$$
\begin{equation*}
M(\mathbf{x}+\mathbf{d})=E\left(\mathbf{x}^{\prime}+\mathbf{d}\right) \tag{4.1}
\end{equation*}
$$

This is the continuous adjacency constraint. It is similar to the discrete adjacency constraint in Equation 3.1.

In this chapter, we discuss the problem of generating consistent continuous models in detail. A general solution to this problem would overcome the limitations of discrete model synthesis discussed in Section 4.1. However, the continuous model synthesis problem is far more difficult than the discrete problem because a solution assigns labels to an infinite set of points. In order to address this problem, we introduce three different approaches in Sections 4.3, 4.4, and 4.5. Each approach has important limitations. We have been unable to produce models using the first two approaches except in simple
cases. The first approach has unresolved theoretical problems. The second approach is extremely difficult to implement because it requires exact and robust 3D Boolean operations and Minkowski sum computations. Even though these approaches are unsuccessful, there is value in discussing them. Negative results tend to be overlooked, but discussing them can be valuable $[51,27]$. First, it would be difficult to explain the design of the successful algorithm in Section 4.5 without understanding some of the issues with the alternatives. Second, it may be possible to overcome these issues and develop a better algorithm with these ideas.

### 4.3 Point-Sized Model Pieces

In this section, we discuss an approach to continuous model synthesis that is quite similar to discrete model synthesis. It would follow a similar procedure and use a catalog $C_{M_{t}}$ of possible labels like discrete model synthesis. The key difference is that the model pieces or labels are assigned to individual points in the continuous domain. For example, the triangle shown in Figure 4.5(a) could be constructed using 8 labels. One label for each vertex and each edge, plus one for the triangle's interior and one for the empty space. Like discrete model synthesis, labels would be assigned to points in an incomplete model $M_{t}$ and then a catalog $C_{M_{t}}$ would be computed where $C_{M_{t}}(\mathbf{x}, b)=1$ if the label $b$ could be added at point $\mathbf{x}$. But unlike the discrete case, $C_{M_{t}}$ can not be stored as an array. The catalog $C_{M_{t}}$ may contain an infinite number of points $\mathbf{x} \in \mathbb{R}^{3}$ and $C_{M_{t}}$ would be stored as a union of geometric shapes. Figure 4.5(b) shows an incomplete model $M_{t}$ and Figure $4.5(\mathrm{c})$ shows $C_{M_{t}}$. Computing $C_{M_{t}}$ is not trivial. We do not discuss how to compute $C_{M_{t}}$ because the purpose of this section is to demonstrate that this approach has several problems with it including that $M$ may become inconsistent even when $C_{M_{t}}$ is computed correctly.

One serious issue arises because we cannot reevaluate $C_{M_{t}}$ every time a label is


Figure 4.5: An approach that only uses point-sized model pieces has difficulties. For a triangular example shape (a), a new incomplete shape is being generated with two edges (b). The catalog $C_{M_{t}}$ (c) shows that the bottom edge can be extended indefinitely, but if it is extended (e) an inconsistent model is created. The catalog is correct since consistent models (d) can be created with those labels.
assigned to a point in $M_{t}$. Since an infinite number of point assignments are required to create a single edge, edges are created by adding line segments instead of points into $M_{t}$. But adding line segments can cause $M_{t}$ to become inconsistent as shown in Figure $4.5(\mathrm{e})$ since the bottom triangle cannot be completed without intersecting the top triangle. The source of the problem is that the catalog $C_{M_{t}}$ is based on adding labels at individual points, but we are trying to add line segments. Labels can be assigned to each individual point in $M_{t}$ without difficulty as Figure $4.5(\mathrm{~d})$ demonstrates. The model becomes inconsistent only if the entire line segment is added to $M_{t}$ at once, but they cannot be added individually.

One possible solution to this problem is to effectively create a small buffer region around each edge and each vertex by giving the edges and vertices a small finite size.

The buffer regions could be tiny, but as long as the line segments assigned to $M_{t}$ are given in equally small increments, then the problems shown in Figure 4.5 can be avoided. This solution is discussed in Section 4.4.

### 4.4 Discrete and Point-Sized Model Pieces Using Minkowski Sums

We first discuss in Section 4.4.1 a method for creating objects with a fixed finite size within continuous model synthesis. This is useful not only for dealing with the issues raised in Section 4.3, but also because it allows the user to precisely control the dimensions of the objects. Then in Section 4.4.2 we discuss the form of the catalog of possible labels $C_{M_{t}}$ and in Sections 4.4.3, 4.4.4, and 4.4.5 we discuss how to compute it in certain cases.

In this section, we talk about two different types of objects: discrete objects and symmetric objects. Discrete objects have a fixed finite size. In discrete model synthesis, all objects were essentially discrete cube-shaped objects. We discuss how to use discrete objects in continuous space in Section 4.4.1. Symmetric objects such as empty space have no fixed size. The challenge is to handle both kinds of objects. Many of the concepts used in discrete model synthesis like the catalog $C_{M}$, the adjacency constraint, and the occupancy constraint are used in continuous model synthesis. These concept are derived and used much the same way they were derived and used in discrete model synthesis. But they now involve infinite sets of points. The catalog $C_{M}$ is records often an infinite set of points where each label can be assigned. Each time a label is assigned we remove labels that conflict with the assigned label using the adjacency and occupancy constraints. The removals often involve Boolean operations and Minkowski sums of infinitely large sets of points which are difficult to handle. Section 4.4.6 shows why $C_{M}$ is extremely difficult to calculate in many cases. This algorithm is the most
general and powerful algorithm in this thesis, but there are so many issues implementing it that it has not been successfully implemented.

### 4.4.1 Discrete Objects in Continuous Model Synthesis

Let us consider a one-dimensional model $E(x)$ that contains a discrete fixed-size objects and is defined as


$$
E(x)= \begin{cases}x, & 0 \leq x<1  \tag{4.2}\\ 0, & \text { otherwise }\end{cases}
$$

In $E(x)$, all the points from $0<x<1$ are uniquely labeled and only the 0 label appears at multiple points. The continuous adjacency constraint (Equation 4.1) implies that if $y$ is a label and $y+d$ is another label and both labels are between 0 and 1 then

$$
\begin{equation*}
M(x)=y \Leftrightarrow M(x+d)=y+d \tag{4.3}
\end{equation*}
$$

If any nonzero label is present, then they all are. The labels are grouped into an indivisible unit or object. Each nonzero label represents a point within a discrete object. Only exact copies of the object appear in the new model $M$ as shown in Figure 4.6. Each copy of the object has its own local coordinate system. In fact, the value of the local coordinate is equal to the value of $E(x)$ and $M(x)$. A one-dimensional local coordinate system is sufficient for a one-dimensional object, but 2 D or 3 D objects need a 2 D or


Figure 4.6: A model $M(x)$ consistent with $E(x) . M(x)$ contains copies of a discrete object.

3D coordinate system as shown in Figure 4.7. The model may contain more than one type of object. So each point should map to two quantities: an object type and a local coordinate. If $J$ is the total number of object types, then the 3 D continuous models $E$ and $M$ are defined as mappings $E, M: \mathbb{R}^{3} \rightarrow[0, \ldots, J-1] \times \mathbb{R}^{3}$. The 1D model defined in Equation 4.2 does not conform to this definition because it does not record the object type, but we can alter it record this

$$
E(x)= \begin{cases}(1, x), & 0 \leq x<1  \tag{4.4}\\ (0,0), & \text { otherwise }\end{cases}
$$

This model contains two different types of objects. Object 1 is a discrete object one-unit wide. Object 0 is the empty space. Empty space is different because it is not represented in discrete units. $M(x)$ can have any amount of empty space no matter how big or how small. Another difference is that empty space has translational symmetry, but discrete objects usually do not. Empty space is symmetric because every point within a volume of space is the same, but discrete objects are not symmetric because their shape varies according to position. A volume of empty space is essentially the same point copied over an entire volume.

Each object type has a smallest indivisible unit. For object 1 in Equation 4.4, it is a one-unit wide object. For empty space, it is a single point of empty space. The set
of points in objects $j$ 's indivisible unit is called $V_{j}$ or the extent of object $j$. In $E(x)$ in Equation 4.4, $V_{0}$ is a point $V_{0}=\{0\}$ and $V_{1}$ is a line segment $V_{1}=[0,1)$. In a threedimensional model, $V_{j}$ could be a point, a line segment, a polygon, or a polyhedron. A two-dimensional model is shown in Figure 4.7 which contains a pillar. The pillar's top and bottom are called objects 1 and 3 . Both objects have a fixed width and height and their extents $V_{1}$ and $V_{3}$ are both rectangles. The extent of empty space is a point $V_{0}=\{0\}$. The pillar's middle section has an extent of a line segment since it is a combination of a discrete object along its $x$-coordinate and a symmetric object along its $y$-coordinate. It has a fixed width, but it can have any height. It is symmetric along the $y$-coordinate, but not along the $x$-coordinate.

(a) The Example Model in Various Forms

(b) The Extents of the Objects

(c) Each object has a set of other objects that must be present to satisfy the adjacency constraint.

Figure 4.7: A 2D Model with several sub-objects. The top and bottom of the pillar are discrete objects with a 2D local coordinate system. The middle part is symmetric in the $Y$ direction. Empty space is labeled 0 and is symmetric in all directions. Each object has an extent and a set of other objects that must be present to satisfy the adjacency constraint. Solid lines in (c) indicate that every point must be present to satisfy the adjacency constraint. Dashed lines in (c) indicate that only one point from the object needs to be present.

The extents of the objects $V_{j}$ are indivisible. If any part of these units are present in $E$, then the entire unit is. If this statement is true for $E$, then it is also true for $M$ by the adjacency constraint. This means that for every $\mathbf{p}$ inside object $j, \forall \mathbf{p} \in V_{j}$

$$
\begin{equation*}
M(\mathbf{x})=(j, \mathbf{0}) \Leftrightarrow M(\mathbf{x}+\mathbf{p})=(j, \mathbf{p}) \tag{4.5}
\end{equation*}
$$

and the same statement holds for $E$. This is a more general version of Equation 4.3.

### 4.4.2 The Catalog of Possible Labels, $C_{M_{t}}$

The basic approach is similar to discrete model synthesis. It is to construct a catalog $C_{M_{t}}$ of which labels can be added into $M_{t}$ and then assign labels from the catalog. So $C_{M_{t}}(\mathbf{x}, b)=1$ if the label $b=(j, \mathbf{p})$ can be assigned at point $\mathbf{x}$. The catalog cannot be represented with a discrete array since $\mathbf{x}$ and $\mathbf{p}$ are points in 3D space. Instead, it is stored as a collection of geometric shapes. The catalog $C_{M_{t}}$ is a function of six real numbers since $\mathbf{x}$ and $\mathbf{p}$ are 3D points, but it does not need to be represented as a collection of six-dimensional shapes. Fortunately, it can be represented perfectly as a collection of three-dimensional shapes. If we know where the label $(j, \mathbf{0})$ can be assigned we can immediately determine where the label $(j, \mathbf{p})$ can be assigned. All the values from the 6 D function $C_{M_{t}}(\mathbf{x},(j, \mathbf{p}))$ can be derived from the 3 D function $C_{M_{t}}(\mathbf{p},(j, \mathbf{0}))$. They are derived using Equation 4.5 which implies that for all $\mathbf{p} \in V_{j}, C_{M_{t}}(\mathbf{x},(j, \mathbf{p}))=$ $C_{M_{t}}(\mathbf{x}-\mathbf{p},(j, \mathbf{0}))$. To simplify the notation, $C_{M_{t}}(\mathbf{x},(j, \mathbf{0}))$ is written as $C_{M_{t}}(\mathbf{x}, j)$.

The catalog $C_{M_{t}}$ is defined for discrete model synthesis using Statements 3.7 and 3.6. Statement 3.7 expressed the occupancy constraint and Statement 3.6 expresses the adjacency constraint. We derive similar statements for continuous model synthesis. The occupancy constraint means that only one label may occupy any point. It is derived as $\forall \mathbf{p} \in V_{i}, \mathbf{q} \in V_{j}$

$$
\begin{align*}
M_{t}(\mathbf{x})=(i, 0) & \Rightarrow M_{t}(\mathbf{x}+\mathbf{p})=(i, \mathbf{p})  \tag{4.6}\\
& \Rightarrow M_{t}(\mathbf{x}+\mathbf{p}) \neq(j, \mathbf{q}) \vee(j, \mathbf{q})=(i, \mathbf{p})  \tag{4.7}\\
& \Rightarrow M_{t}(\mathbf{x}+\mathbf{p}-\mathbf{q}) \neq(j, \mathbf{0}) \vee(j, \mathbf{q})=(i, \mathbf{p})  \tag{4.8}\\
& \Rightarrow C_{M_{t}}(\mathbf{x}+\mathbf{p}-\mathbf{q}, j)=0 \vee(j, \mathbf{q})=(i, \mathbf{p}) \tag{4.9}
\end{align*}
$$

Statements 4.6 and 4.8 follow directly from Statement 4.5. Statement 4.7 follows since $(i, \mathbf{p})$ and $(j, \mathbf{q})$ can not occupy the same point $\mathbf{x}+\mathbf{p}$ unless they are exactly the same label. Statement 4.9 follows since $C_{M_{t}}(\mathbf{x}, j)$ should be 0 if $M_{t}(\mathbf{x}) \neq(j, \mathbf{0})$. Statement 4.9 is part of the definition of $C_{M_{t}}$. It means that each time a label $(i, \mathbf{0})$ is assigned to $M_{t}$ that is $M_{t}(\mathbf{x})=(i, \mathbf{0})$, we remove from $C_{M_{t}}$ a set of points since it is true $\forall \mathbf{p} \in V_{i}, \mathbf{q} \in V_{j}$. The set to remove is expressed as using a Minkowski sum operation $\oplus$ which is defined between any two sets $A$ and $B$ where

$$
\begin{equation*}
A \oplus B=\{a+b \mid a \in A \text { and } b \in B\} \tag{4.10}
\end{equation*}
$$

Statement 4.9 can be written using a Minkowski sum as

$$
\begin{array}{ll}
M_{t}(\mathbf{x})=(i, 0) \quad \wedge i \neq j & \Rightarrow C_{M_{t}}(\mathbf{x}+\mathbf{r}, j)=0, \quad \forall \mathbf{r} \in V_{i} \oplus-V_{j} \\
M_{t}(\mathbf{x})=(i, 0) & \Rightarrow C_{M_{t}}(\mathbf{x}+\mathbf{r}, i)=0, \quad \forall \mathbf{r} \in V_{i} \oplus-V_{i}-\{\mathbf{0}\} \tag{4.12}
\end{array}
$$

This is the continuous version of the occupancy constraint. The discrete version was described in Statement 3.7. Equation 4.11 prevents two different objects from overlapping. Equation 4.12 prevents two copies of the same object from overlapping. The two equations are slightly different because we must allow object $i$ to be present at point $\mathbf{x}$ which means that when $\mathbf{r}=\mathbf{0}, C_{M_{t}}(\mathbf{x}+\mathbf{r}, i) \neq 0$.

In addition to the occupancy constraint, the adjacency constraint must also be checked within $C_{M_{t}}$. There is no reason to verify the adjacency constraint within each object. The constraint is satisfied assuming Statement 4.5 is true. The adjacency constraint needs to be verified only on the boundaries of the object. Let $\partial V_{i}$ be the set of points on object $i$ 's boundary. Let $i$ and $j$ be two objects. A transition function $T(i, \mathbf{p}, j, \mathbf{q})$ is defined for each point on the objects' boundaries for $\mathbf{p} \in \partial V_{i}, \mathbf{q} \in \partial V_{j}$. By definition, it is equal to one iff two labels are allowed to touch, which means that they were touching in the example model $E$

$$
T(i, \mathbf{p}, j, \mathbf{q})= \begin{cases}1 & , \exists \mathbf{x} \mid E(\mathbf{x}-\mathbf{p})=(i, \mathbf{0}) \text { and } E(\mathbf{x}-\mathbf{q})=(j, \mathbf{0}) \text { and }(i, \mathbf{p}) \neq(j, \mathbf{q})  \tag{4.13}\\ 0 & , \text { otherwise }\end{cases}
$$

According to the adjacency constraint, a label $(i, \mathbf{p})$ is allowed into $M$ only if it touches another label $(j, \mathbf{q})$ allowed by the transition function. So for all $\mathbf{p} \in \partial V_{i}, \mathbf{q} \in \partial V_{j}$,

$$
\begin{equation*}
M(\mathbf{x})=(i, \mathbf{p}) \Rightarrow \exists(j, \mathbf{q}) \mid T(i, \mathbf{p}, j, \mathbf{q})=1 \text { and } M(\mathbf{x}-\mathbf{q})=(j, \mathbf{0}) \tag{4.14}
\end{equation*}
$$

$$
\begin{equation*}
M(\mathbf{x})=(i, \mathbf{0}) \Rightarrow \exists(j, \mathbf{q}) \mid T(i, \mathbf{p}, j, \mathbf{q})=1 \text { and } M(\mathbf{x}+\mathbf{p}-\mathbf{q})=(j, \mathbf{0}) \tag{4.15}
\end{equation*}
$$

Its contrapositive is given as

$$
\begin{equation*}
\nexists(j, \mathbf{q}) \mid T(i, \mathbf{p}, j, \mathbf{q})=1 \text { and } M(\mathbf{x}+\mathbf{p}-\mathbf{q})=(j, \mathbf{0}) \Rightarrow M(\mathbf{x}) \neq(i, \mathbf{0}) \tag{4.16}
\end{equation*}
$$

This can be turned into a statement about $C_{M}$

$$
\begin{equation*}
\nexists(j, \mathbf{q}) \mid T(i, \mathbf{p}, j, \mathbf{q})=1 \text { and } C_{M}(\mathbf{x}+\mathbf{p}-\mathbf{q}, j)=1 \Rightarrow C_{M}(\mathbf{x}, i)=0 \tag{4.17}
\end{equation*}
$$

Statement 4.17 is analogous to Statement 3.6 in the discrete case. Both statements tell us how to update $C_{M}$ based on the adjacency constraint.

The catalog $C_{M}$ is defined as the largest set of points for which Statements 4.11, 4.12 , and 4.17 are true. The catalog $C_{M}$ has many of the same properties as it does in the discrete case.

Under the adjacency constraint, each object in $M$ can only touch objects that it had touched in $E$. Any assignment that violates this constraint is removed from the catalog. We consider three different cases in Sections 4.4.3-4.4.5 based on if the object involved are symmetric or discrete. Discrete objects have a fixed size, but symmetric objects like empty space do not. The first case is how to ensure that a certain discrete object touches another discrete object. Second, how to ensure that a symmetric object touches a discrete object. Third, how to ensure that a discrete object touches a symmetric object. In each case, $C_{M_{t}}$ is computed differently. A detailed example of how to compute $C_{M_{t}}$ is illustrated in Figure 4.9. We explain only how to compute $C_{M_{t}}$ in a few simple cases. A full explanation of how to compute $C_{M_{t}}$ in every case would be long and unnecessary because our goal is simply to demonstrate that computing $C_{M_{t}}$ can be enormously difficult. We can demonstrate this using only a few simple cases. Computing $C_{M_{t}}$ requires computing many 3D Boolean operations and many 3D Minkowski sums. These operations must be computed robustly or else $C_{M_{t}}$ may contain huge errors. Exact solutions are difficult to compute because of numerical errors and degeneracies despite extensive research on these operations [66]. Implementing this algorithm would be exceptionally difficult. This is discussed more in Section 4.4.6.
$C_{M_{t}}$ is much easier to compute in discrete model synthesis, but the overall approach
is similar in both discrete and continuous model synthesis. Each time a label is assigned the model, assignments may be removed from $C_{M_{t}}$. Each removal is computed using a Boolean difference operation. Each removal may cause further removals, but eventually the removals will stop. Then the process repeats, additional labels are assigned from the catalog, and the catalog is recomputed.


Figure 4.8: Example Model of Two Discrete Objects. From the example model, a set of labels that need to be present to satisfy the adjacency constraint are shown for labels ' 0 ', ' 1 ', and ' 2 '. We only keep track of where the origins of each object should be in relation to each other. These relationships are used extensively in Figure 4.9 to compute $C_{M_{t}}$. Solid lines mean that all of the labels need to be present. Dashed lines mean only one point from the line needs to be present. Object 1 is always directly below object 2 and surrounded by empty space.


Figure 4.9: Computing $C_{M_{t}}$


### 4.4.3 Two Discrete Objects

To simplify the problem, we only consider cases in which every label on object $i$ 's boundary touches only one other label. This means that

$$
\begin{equation*}
T(i, \mathbf{p}, j, \mathbf{q})=T(i, \mathbf{p}, k, \mathbf{r})=1 \Leftrightarrow(j, \mathbf{q})=(k, \mathbf{r}) \tag{4.18}
\end{equation*}
$$

Statement 4.18 is not always true, since there could be multiple copies of object $i$ and different copies could touch different objects.

We first discuss how to update $C_{M_{t}}$ in the case where two discrete objects touch, such as in Figure 4.8. Suppose that the labels $(i, \mathbf{p})$ and $(j, \mathbf{q})$ touch one another so that $T(i, \mathbf{p}, j, \mathbf{q})=1$. Using Statements 4.17 and 4.18 we find that for all $\mathbf{x}$

$$
\begin{equation*}
C_{M_{t}}(\mathbf{x}+\mathbf{p}-\mathbf{q}, j)=0 \Longrightarrow C_{M_{t}}(\mathbf{x}, i)=0 \tag{4.19}
\end{equation*}
$$

This means that if one of the two objects is absent, the other must also be absent. This statement is true for any two labels that touch (assuming Statement 4.18). We have only considered two labels that touch $(i, \mathbf{p})$ and $(j, \mathbf{q})$, but the objects touch at many points. We could repeat the same analysis on other points, but the result be the same. For example, suppose $\left(i, \mathbf{p}^{\prime}\right)$ and $\left(j, \mathbf{q}^{\prime}\right)$ are two other labels from the same two objects which touch each other. From equation 4.5 , we know that $\mathbf{p}^{\prime}-\mathbf{q}^{\prime}=\mathbf{p}-\mathbf{q}$, so we derive the same result as Statement 4.19.

The catalog $C_{M_{t}}$ is stored as a collection of geometric shapes. Let $C_{M_{t}}^{i}=\left\{\mathbf{x} \mid C_{M_{t}}(\mathbf{x}, i)=\right.$ $1\}$. If a set of points $R$ is removed from $C_{M_{t}}^{j}$, then according to Statement 4.19 we should remove from $C_{M_{t}}^{i}$ the set $R$ translated by $\mathbf{q}-\mathbf{p}$. Several examples of this computation are shown in Figure 4.9. In Step 6 of Figure 4.9, removing Region B from $C_{M_{t}}^{2}$ means Region D should be removed from $C_{M_{t}}^{1}$ where Region D is a translated copy of Region B. A similar computation is performed in Steps 2 and 7 of Figure 4.9.

### 4.4.4 Discrete Object Touching a Symmetric Object

A discrete object could touch a symmetric object such as empty space. Suppose that the discrete object $i$ touches the symmetric object $j$ over a set of points $P$. So for all $\mathbf{p} \in P, T(i, \mathbf{p}, j, \mathbf{0})=1$ and we assume that so Statement 4.18 is true. Using Statements 4.17 and 4.18 we find that for all $\mathbf{p} \in P$

$$
\begin{equation*}
C_{M_{t}}(\mathbf{x}+\mathbf{p}, j) \Longrightarrow C_{M_{t}}(\mathbf{x}, i)=0 \tag{4.20}
\end{equation*}
$$

This statement implies that any time a set of points $R$ is removed from $C_{M_{t}}^{j}$, then the set $R \oplus-P$ should also be removed from $C_{M_{t}}^{i}$. This removal occurs in Steps 4 and 5 of Figure 4.9. The set $R$ is the set of points removed from $C_{M_{t}}^{0}$. In Step 4 , the set $P$ is the set of points on the boundary of object 2 that touch empty space which is shown as Region A. The Minkowski sum of Region A and $-P$ is subtracted from $C_{M_{t}}^{2}$ and is called Region B. In Step 5, Region C is computed similarly for object 1.

### 4.4.5 A Symmetric Object Touching a Discrete Object

Statement 4.20 does not explain how $C_{M_{t}}^{i}$ affects $C_{M_{t}}^{j}$. This is difficult to compute because $j$ is a symmetric object which can be adjacent to itself. This means that $C_{M_{t}}^{j}$ which we are trying to compute depends upon $C_{M_{t}}^{j}$. We need to keep track of three different sets of points. First, there is a set of points that are already know to violate the occupancy constraint (Equation 4.12) or the adjacency constraint (Equation 4.1). For example in Step 3 of Figure 4.9, $i=2$ and $j=0$ and the set $V_{1} \oplus-V_{0}$ is know to violate the occupancy constraint. Second, there is a set of points for which the occupancy and adjacency constraints are known to be satisfied. This set is shown as Region F in Figure 4.9. A point $\mathbf{x}$ is in the set if there exists a point $\mathbf{p}$ such that

$$
\begin{equation*}
T(i, \mathbf{p}, j, \mathbf{0})=1 \text { and } C_{M_{t}}(\mathbf{x}-\mathbf{p}, i) \Rightarrow C_{M_{t}}(\mathbf{x}, j)=1 \tag{4.21}
\end{equation*}
$$

So the first set of points must not belong in $C_{M_{t}}^{j}$ and the second set of points must belong in $C_{M_{t}}^{j}$. Any point $\mathbf{x}$ outside of these two sets belong in $C_{M_{t}}^{j}$ only if it is possible to trace a ray from a point in the second set to $\mathbf{x}$ without intersecting the first set. At these points, the adjacency constraint is satisfied because a symmetric object can be adjacent to itself.

### 4.4.6 Difficulties with this approach

Sections 4.4.1-4.4.5 are meant to given an overview of the approach without delving into the details which are quite complicated. Figure 4.9 shows how many steps are involved even in a very simple example. This example model simply contains one discrete object stacked on top of another. Most models are much more complicated than this. In a more complicated example, different copies of a discrete object might touch different objects, so that Statement 4.18 may be false or a single object might touch multiple objects on different parts of its face. These more complicated input models can still be handled just using Boolean operations and Minkowski sums, but many more of these operations would be necessary in these cases. Constructing fairly simple models requires hundreds of Boolean operations and Minkowski sums.

Despite considerable effort, every attempt we have made to implement this algorithm has achieved only limited success. The algorithm relies heavily on 3D Boolean and 3D Minkowski sum operations. This is the source of the problem. Boolean operations and Minkowski sums are important topics in many areas of computer graphics unrelated to procedural modeling. These operations have been studied intensively, but they are still enormously difficult to implement exactly and robustly for general 3D models [66]. There are many ways to approximate these operations, but approximate solutions may introduce huge errors since each set that is removed causes other sets to be removed. The operations all build on top of one another, so small errors can easily expand into large errors.

To simplify the problem, we attempted to implement the algorithm in two dimensions and a separately attempted to implement it on axis-aligned boxes since Boolean operations and Minkowski sums are much easier to compute in these particular cases. However, other implementation issues came up. Many mathematical details which are often overlooked become important when implementing the algorithm. For example, suppose an object occupies all the points from 0 to 1 . It may not seem important, but it could be important to know if the object occupies the points at 0 or the point at 1. Tiny details like this become important and make the algorithm difficult to implement. Another example is shown in Figure 4.7, the label 3 is directly above the label 2 an infinitesimally small distance. In this case, the occupancy constraint is difficult to implement.

A common assumption that is made to simply Boolean operations is that the operations are regularized, meaning that any isolated vertices, edges, and faces can be removed, but regularization is unacceptable for this algorithm since it relies on isolated vertices. Many points in the catalog depend on isolated vertices. If they are removed, $C_{M}$ would become empty and the algorithm would fail.

Certainly, it may be possible to overcome these implementation issues in the future. One idea is to find a way to approximate the Boolean operations and Minkowski sums without introducing errors into the algorithm. If the implementation issues could be overcome, the resulting algorithm would be the most powerful algorithm described in this thesis.

### 4.5 The Continuous Model Synthesis Algorithm

We can construct a much simpler continuous model synthesis algorithm, but this algorithm can not generate every consistent output model. It generates output models in which every face lies on a predetermined set of planes or in 2D that all its edges lie on a
set of parallel lines. This is called the parallel plane assumption in 3D and the parallel line assumption in 2D. An example is shown in 2D in Figure 4.10. Given an input shape (see Figure 4.10(a)), a set of parallel lines are created (Figure 4.10(c)), and the edges of the output model all lie on one of these lines 4.10(d)). The 3D case is similar. In 3D, the faces of the output model all lie on one of a set of planes. The edges of the output model all lie on the lines where two planes intersect and the vertices are located at the intersection of three planes. The number of possible vertex locations stored in $C_{M_{t}}$ is finite because of the parallel plane assumption which greatly simplifies the algorithm. Another reason the algorithm is simpler is that each edge of the output is created from a finite set of line segments and each face is created from a finite set of polygons. In constrast, the sets of possible vertex and edge locations were infinite in the approach in Section 4.4 which used operations involving finite sets including Boolean operations and Minkowski sums. The parallel plane assumption simplies the algorithm, but also may limit in some ways which models can be produced. The algorithm shares some limitations of discrete model synthesis, but it also overcomes many of them. The limitations are discussed more in Section 4.8.

Figures 4.10 and 4.11 both give an overview of the algorithm. Each figure uses different input shapes. The algorithm is described in pseudocode as Algorithm 4.1. First, sets of uniformly spaces lines are created (Figures 4.10(c) \& 4.11(b)) that are parallel to the input example shape (Figures 4.10(a) \& 4.11(a)). These lines divide the plane into faces, edges, and vertices. Each face, edge, or vertex is eventually assigned a label. Each label corresponds to a neighborhood that satisfies the adjacency constraint (Equation 4.1). Computing the set of all possible labels is described in Sections 4.5.1 and 4.5.3. From this set, only certain labels can be applied to each particular edge or vertex. Which labels can be used is discussed in Sections 4.5.2 and 4.5.4. If a vertex is assigned a particular label, then any edge incident to the vertex must have a label that agrees with the vertex's label. This is discussed in Section 4.5.5. Sections 4.5.1-4.5.5


Figure 4.10: Lines parallel to the input shape (a), divide the plane into faces, edges, and vertices (c). The output shape (d) is formed within the parallel lines. The set of acceptable vertex and edges labels in the output (d) can be found by dividing the input along parallel lines (b).
discuss Steps 1-4 of the algorithm. The rest of the algorithm (Steps 5-10) is described in Section 4.5.6 and is almost identical to the discrete model synthesis algorithm. All possible labels are placed into a catalog $C_{M_{t}}$. Labels are assigned to each edge and each vertex and invalid labels are removed until an acceptable output shape is generated like the shapes shown in Figures 4.10(d) and 4.11(c).

### 4.5.1 The Set of Possible Labels in 2D

This section explains how to find all possible neighborhoods that satisfy the adjacency constraint in a 2D model for Step 2 of Algorithm 4.1. First, we need a way to identify every local neighborhood.

The example model $E$ may contain many different types of objects. Let $P_{j}$ be the set of points where object $j$ is present $P_{j}=\{\mathbf{x} \mid E(\mathbf{x})=j\}$. We assume that for all $j$,


Figure 4.11: (a) From the input shape $E$, (b) sets of lines parallel to $E$ intersect to form edges and vertices. (c) The output shape is formed within the parallel lines. For each selected point $\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}$, and $\mathbf{e}$ in $M$, there are points $\mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \mathbf{c}^{\prime}, \mathbf{d}^{\prime}$, and $\mathbf{e}^{\prime}$ in the example model $E$ which have the same neighborhood. The models $E$ and $M$ contain two different kinds of object interiors shown in blue and brown.
$P_{j}$ is a polyhedron in the 3 D case and a polygon in the 2 D case. Let $b$ be the open ball with unit radius centered at the origin. For a point $\mathbf{x} \in \mathbb{R}^{2}$ we choose $\epsilon>0$ sufficiently small and intersect the open ball with radius $\epsilon$ around $\mathbf{x}$ with a polyhedron $P_{j}: N_{\epsilon}^{j}(\mathbf{x})=(\mathbf{x}+\epsilon \cdot b) \cap P_{j}$. The enlarged version of the neighborhood is sometimes called the vertex figure vf

$$
\begin{equation*}
\mathrm{vf}^{j} \mathbf{x}=\bigcup_{\lambda>0} \lambda \cdot\left(N_{\epsilon}^{j}(\mathbf{x})-\mathbf{x}\right) \tag{4.22}
\end{equation*}
$$

If for every point $\mathbf{x}$ in $M$, there is a point $\mathbf{x}^{\prime}$ in $E$ such that $\mathrm{vf}^{j} \mathbf{x}=\mathrm{vf}^{j} \mathbf{x}^{\prime}$ for all $j$, then

```
Algorithm 4.1 Overview of Continuous Model Synthesis
    : Create uniformly spaced planes parallel to \(E\). Create vertices where three planes
    intersect. Create edges where two do.
    Create a list of all acceptable labels (Sections 4.5.1 \& 4.5.3).
    Create a list of acceptable labels for each edge and each vertex (Sections 4.5.2 \&
    4.5.4).
    Determine which edge labels can be adjacent to each vertex label (Section 4.5.5).
    Main Loop (Section 4.5.6)
    while there exists an unassigned vertex \(v\) do
        Randomly select a label \(b\) from \(C_{M}\).
        Assign label \(b\) to vertex \(v\).
        Remove from \(C_{M}\) all labels that are incompatible with this assignment.
    end while
```

the adjacency constraint is satisfied.
We first discuss 2D model synthesis, since it is easier to explain and illustrate. We discuss the 3D case in Section 4.5.3. In 2D, every edge of the example shape has a line parallel to it that intersects the origin. The line divides the plane into two half-planes. To the line's left is one half-plane $h_{i}$ and to its right is $h_{i}$ 's complement $h_{i}^{C}$. The input shape has a finite number of edges, so we can enumerate every half-plane $h_{1}, h_{2}, \ldots, h_{m}$ where $m$ is the number of edges with a distinct slope. By combining these half-planes using Boolean operations, the vertex figures of every point $\mathbf{x}$ in $E(\mathbf{x})$ can be described.

Points outside the polygon $P_{j}$ which do not touch its boundary have a vertex figure equal to the empty set. Points in the interior of $P_{j}$ have a vertex figure equal to the entire plane $\mathbb{R}^{2}$. Points touching an edge of $P_{j}$ have one of the half-planes as their vertex figure. The vertex figure of a point at a vertex of $P_{j}$ uses the two half-spaces that are parallel to its incident edges. If its interior angle is less than $180^{\circ}$, then the vertex figure is the intersection of the two half-planes as shown by the three vertices in Figure 4.12. If the angle at the vertex is a reflex angle (i.e. greater than $180^{\circ}$ ), then the vertex figure is a union of the half-planes as shown in Figure 4.13.

This shows how to write a Boolean expression describing how the neighborhood surrounding any given point intersects a single polygon. But each neighborhood could


Figure 4.12: Vertex figures of various points on a triangle described as Boolean expressions of half-planes. Eight possible labels are identified $\emptyset, \mathbb{R}^{2}, h_{1}, h_{2}, h_{3}, h_{1} \cap h_{2}, h_{1} \cap h_{3}$, and $h_{2} \cap h_{3}$.


Figure 4.13: Vertex figure of a concave vertex.
intersect multiple objects as shown in Figure 4.14. When multiple objects intersect, we can compute a Boolean expression for each object separately and then combine all them all together. Let $k_{1}$ and $k_{2}$ be two types of objects and let $b_{1}$ and $b_{2}$ be two Boolean expressions. Each Boolean expression describes the set of points in a local neighborhood that are inside of a specific object. We use the notation $k_{1} \cdot b_{1}+k_{2} \cdot b_{2}$ to describe a neighborhood which contains the object $k_{1}$ at the set of points $b_{1}$ and object $k_{2}$ at $b_{2}$. For example, $1 \cdot h_{3}^{C}+2 \cdot h_{1} \cap h_{3}$ describes a neighborhood where an edge $h_{3}^{C}$ of object 1 touches a vertex of $h_{1} \cap h_{3}$ of object 2. This notation is used only when there are multiple objects.


Figure 4.14: Boolean expressions using half-spaces describing the neighborhoods of various points on a shape with two different object types.

### 4.5.2 The Set of Labels for Each Vertex and Edge in 2D

Each label represents a possible local neighborhood. Every label must satisfy both the adjacency constraint and the parallel line assumption. The set of labels that satisfy the adjacency constraint were discussed in Section 4.5.1. This section discusses applying the parallel line assumption in Step 3 of Algorithm 4.1 to only allow certain labels at each point. Many of the labels specify that an edge of the polygon intersect the point where the label is assigned, but edges are not allowed to intersect every point under the parallel line assumption. They can only intersect points on one of the lines. Whenever a label contains the half-space $h_{i}$, that labels marks the position of an edge parallel to $h_{i}$. For example, the label $h_{1}$ marks the position of an edge parallel to $h_{1}$ and the label $h_{1} \cap h_{2}$ marks the position of two edges that intersect at a vertex. There are three different types of points to consider:

1. Points inside the faces of Figure 4.10 (c) do not lie on any of the parallel lines, so their vertex figures are either $\emptyset$ or $\mathbb{R}^{2}$ since they cannot use any of the half-planes. Each face is entirely inside or outside the polygon.
2. Points on the edges of Figure 4.10(c) lie on one of the parallel lines and must either be on an edge of the polygon or entirely inside or outside a polygon. If the edge is
parallel to the half-plane $h_{i}$, then they must have vertex figures of $\emptyset, \mathbb{R}^{2}, h_{i}$, or $h_{i}^{C}$.
3. The vertices of Figure 4.10(c) lie on two of the parallel lines can be entirely inside or outside a polygon or on an edge or vertex of the polygon. Suppose that the vertex lies at the intersection of two lines parallel to $h_{1}$ and $h_{2}$, then its vertex figure could be any combination of these half-planes: $\emptyset, \mathbb{R}^{2}, h_{1}, h_{1}^{C}, h_{2}, h_{2}^{C}, h_{1} \cap h_{2}, h_{1} \cap$ $h_{2}^{C}, h_{1}^{C} \cap h_{2}, h_{1}^{C} \cap h_{2}^{C}, h_{1} \cup h_{2}, h_{1} \cup h_{2}^{C}, h_{1}^{C} \cup h_{2}$, or $h_{1}^{C} \cup h_{2}^{C}$.

The labels can be used only if they satisfy both the parallel plane assumption and the adjacency constraint. For example, Figure 4.12 identifies eight labels that satisfy the adjacency constraint, but a horizontal edge of Figure 4.10(c) can be assigned three of the eight labels according to the parallel line assumption. These three labels are shown in Figure 4.15(a-c).


Figure 4.15: Possible labels of a horizontal edge. Only (a-c) are found in the example shape (Figure 4.10(b)).

The label $h_{1}^{C}$ can not be assigned to a horizontal edge because the example model (Figure $4.10(\mathrm{~b})$ ) does not contain any neighborhoods with the inside of a polygon beneath a horizontal edge.

The vertices of Figure 4.10(c) that are located at the intersection of lines parallel to $h_{2}$ and $h_{3}$ can be assigned five of the eight labels identified in Figure 4.12: $\emptyset, \mathbb{R}^{2}, h_{2}, h_{3}$, and $h_{2} \cap h_{3}$.


Figure 4.16: The five possible labels of vertex $v$ in Figure 4.10(c). These are the only labels that are found in the example shape (Figure 4.12) which use only $h_{2}$ or $h_{3}$.

### 4.5.3 Set of Possible Labels in 3D

For 3D models, each vertex figure is equal to a Boolean expression of half-spaces. In the 3D case, we will use $h_{1}, h_{2}, \ldots, h_{m}$ to denote the half-spaces. Each half-space is parallel to one of the input faces. The number of half-spaces $m$ is equal to the number of distinct normals of the input polyhedra. The half-spaces are used to describe local neighborhoods. Each neighborhood corresponds to a label. Different labels are described using half-spaces as shown in Figure 4.17.

This section explains how to compute the set of all possible labels in 3D. This computation is Step 2 of Algorithm 4.1. Each possible label describes a neighborhood around a point $\mathbf{p}$ in the input model $E$. We explain how to describe the neighborhood around each point $\mathbf{p}$ in $E$. To construct a complete list of possible labels use the following procedure on each on each vertex, edge, face, and solid interior

1. If $\mathbf{p}$ is outside the polyhedra $P_{i}$, then $\emptyset$ describes the neighborhood around $\mathbf{p}$. If $\mathbf{p}$ is in the interior of $P_{i}$, then $\mathbb{R}^{3}$ describes the neighborhood.


$$
h_{1} \cap h_{3}
$$


$h_{1} \cap h_{2} \cap h_{3}$

$h_{1} \cup h_{2} \cup h_{3}$

$h_{1} \cup\left(h_{2} \cap h_{3}\right)$


Figure 4.17: One edge and six vertex labels are described using Boolean expressions of three half-spaces. In our algorithm, every neighborhood is represented by a Boolean expression.
2. If $\mathbf{p}$ lies on a face, then suppose that $h_{i}$ is the half-space parallel to the face. If the face's normal points away from $h_{i}$ then $h_{i}$ describes the neighborhood around $\mathbf{p}$, otherwise $h_{i}^{C}$ does.
3. If $\mathbf{p}$ lies on an edge, combine the expressions of the two faces it touches. For example, if they are $h_{i}$ and $h_{j}$, then the neighborhood around $\mathbf{p}$ is described by $h_{i} \cup h_{j}$ if the edge has a reflex angle and $h_{i} \cap h_{j}$ if it does not.
4. If $\mathbf{p}$ corresponds to a vertex, then the procedure is more complex. Let us find every face that intersects $\mathbf{p}$. Each face is on a plane. Let us use all of the planes the faces are on to divide the space into cells. An example of this is shown in Figure 4.18. Each cell is the intersection of several half-spaces. Every cell has points in the neighborhood of $\mathbf{p}$. For each cell, we determine if the points within the cell and within the neighborhood of $\mathbf{p}$ are inside or outside the polyhedron $E$. We take the union of all cells that have points inside the polyhedron and this is the Boolean expression that represents the neighborhood surrounding p. Each cell is the intersection of several half-spaces and so the neighborhood at $\mathbf{p}$ is represented
as a union of intersections. These expressions can often be simplified using rules of Boolean algebra such as $\left(h_{i} \cap h_{j}\right) \cup\left(h_{i} \cap h_{j}^{C}\right)=h_{i}$. Simplified Boolean expressions for various labels are shown in Figures 4.17 and 4.18.


Figure 4.18: Even complex vertices can be described using a Boolean expression of halfspaces. We can find the faces that intersect the vertex and use all of the planes the faces are on to divide up the space into cells that are the intersection of several half-spaces. The cells labeled in the figure are part of the interior of the polyhedron. The label can be described as the union of all the regions inside the polyhedron. The expression for this vertex when simplified is $\left(h_{3} \cap\left(h_{1} \cup h_{2}\right)\right) \cup\left(h_{4} \cap\left(h_{1} \cup h_{5}\right)\right)$.

A tetrahedron such as the one in Figure 4.19 (a) has 16 possible labels: $\emptyset, \mathbb{R}^{3}, h_{1}, h_{2}, h_{3}, h_{4}$, $h_{1} \cap h_{2}, h_{1} \cap h_{3}, h_{1} \cap h_{4}, h_{2} \cap h_{3}, h_{2} \cap h_{4}, h_{3} \cap h_{4}, h_{1} \cap h_{2} \cap h_{3}, h_{1} \cap h_{2} \cap h_{4}, h_{1} \cap h_{3} \cap h_{4}$, and $h_{2} \cap h_{3} \cap h_{4}$.

(a) Input Model $E(\mathbf{x})$

(b) Parallel planes based on $E$

Figure 4.19: 3D Case. Planes parallel to the faces of the input divide space into solid regions, faces, edges, and vertices in which the output is created.

### 4.5.4 The Set of Labels for Each Vertex and Edge in 3D

A point can only be assigned a label that includes $h_{i}$ in its expression if the point intersects a plane that is parallel to $h_{i}$. In the previous section, 16 possible labels were listed for a tetrahedron (Figure 4.19(a)). Of those 16 labels, only 9 labels can be assigned to a vertex that intersects planes parallel to $h_{1}, h_{2}$, and $h_{3}$. These labels are shown in Figure 4.20 .

### 4.5.5 Evaluating Boolean Expressions along Edges

Sections 4.5.1-4.5.4 discuss how to construct a list of possible labels for each edge and each vertex. This section discusses the relationship between adjacent labels. If a label is assigned to a vertex, each adjacent edge must have a certain label. We discuss how to find this label which is Step 4 of 4.1.

The labels are described as Boolean expressions of half-spaces. Each half-space $h_{i}$ has a characteristic function $h_{i}(\mathbf{x})$ that evaluates to 1 if $\mathbf{x}$ is inside the half-space and


Figure 4.20: The possible labels of a 3D vertex found in the input model.
to 0 if $\mathbf{x}$ is in the opposite half-space. However, another third possibility is that $\mathbf{x}$ could intersect the plane dividing the two half-spaces. In this case, $h_{i}(\mathbf{x})$ is not evaluated as 0 or 1 , but is left as a symbol $h_{i}$. This symbolic representation provides a convenient way to determine how the labels connect together. The characteristic functions of the sets $h_{1} \cap h_{2}$ and $h_{1} \cup h_{2}$ are $h_{1}(\mathbf{x}) \wedge h_{2}(\mathbf{x})$ and $h_{1}(\mathbf{x}) \vee h_{2}(\mathbf{x})$ respectively.

How the function $h_{i}(\mathbf{x})$ gets evaluated depends upon if point $\mathbf{x}$ intersects the plane parallel to the half-space. To keep track of point-plane intersections, we use subscripts. In this notation, the point $\mathbf{x}_{12}=\mathbf{n}_{1} \times \mathbf{n}_{2}$ is on the line where two planes parallel to $h_{1}$ and $h_{2}$ intersect when $\mathbf{n}_{1}$ and $\mathbf{n}_{2}$ are the normal vectors for the planes.

The Boolean expressions describe many different neighborhoods or labels, including vertices, edges, and faces. When we evaluate the expression at a point $\mathbf{x}$, essentially we get a new expression that describes what we would encounter if we were to travel away from a neighborhood in the direction of $\mathbf{x}$ a small distance. If the expression evaluates to 0 , we have traveled into empty space. If it evaluates to 1 , we have traveled into an
object's interior. If it evaluates to $h_{1}$, we have traveled onto a face. If it evaluates to $h_{1} \wedge h_{2}$ or $h_{1} \vee h_{2}$, then we have traveled onto an edge. We determine if two labels can be next to one another by evaluating each label in opposite directions and then check if their evaluations are identical. For example, in Figure 4.21, the label $\left(h_{1} \wedge h_{2}\right) \vee\left(h_{1} \wedge h_{3}\right)$ evaluates in the down direction to $h_{2} \vee h_{3}$. Any label that evaluates to $h_{2} \vee h_{3}$ in the up direction can be beneath $\left(h_{1} \wedge h_{2}\right) \vee\left(h_{1} \wedge h_{3}\right)$ including the three labels shown beneath it in Figure 4.21.

The Boolean expressions may contain more than one object type. In this case, we evaluate each object type separately and combine the results. For example, the expression $1 \cdot\left(h_{1} \wedge \neg h_{2}\right)+3 \cdot h_{2}$ is used to describe a neighborhood in which an edge $h_{1} \wedge \neg h_{2}$ of object 1 touches a face $h_{2}$ of object 3 . If we evaluate this expression at the point $\mathbf{x}_{23}$ and if $h_{1}\left(\mathbf{x}_{23}\right)=1$, then we would compute $1 \cdot h_{1}\left(\mathbf{x}_{23}\right) \wedge \neg h_{2}\left(\mathbf{x}_{23}\right)+3 \cdot h_{2}\left(\mathbf{x}_{23}\right)=$ $1 \cdot \neg h_{2}+3 \cdot h_{2}$. This means that if we travel in the direction $\mathbf{x}_{23}$ we will encounter two faces that touch each other, one face from object 1 and the other from object 3 .


Figure 4.21: We can evaluate the labels to figure out which labels can be adjacent to them in various directions. This shows the label $\left(h_{1} \wedge h_{2}\right) \vee\left(h_{1} \wedge h_{3}\right)$ evaluated in six directions. In this figure, we assume that the direction $\mathbf{x}_{23}$ points down and is inside the $h_{1}$ half-space so that $h_{1}\left(\mathbf{x}_{23}\right)=1$ and $h_{1}\left(-\mathbf{x}_{23}\right)=0$. In the $\mathbf{x}_{23}$ direction, the label $\left(h_{1} \wedge h_{2}\right) \vee\left(h_{1} \wedge h_{3}\right)$ evaluates to $h_{2} \vee h_{3}$ which is shown as the magenta edge. The only labels that can be directly beneath the label $\left(h_{1} \wedge h_{2}\right) \cup\left(h_{1} \wedge h_{3}\right)$ are labels which share the same $h_{2} \vee h_{3}$ edge. We test every label to see which ones evaluate to $h_{2} \vee h_{3}$ in the up direction which is $-\mathbf{x}_{23}$. Three examples of acceptable labels are shown: $h_{1} \vee h_{2} \vee h_{3}$, $h_{2} \vee h_{3}$, and $\left(\neg h_{1} \wedge h_{2}\right) \vee h_{3}$. More than three acceptable labels exist.

### 4.5.6 Assigning Consistent Labels

The remaining steps in the continuous model synthesis algorithm (Lines 5-9 of Algorithm 4.1) follow essentially the same procedure as discrete model synthesis. The algorithm uses a catalog of possible labels $C_{M_{t}}$. Initially, $C_{M_{t}}$ contains every possible assignment of labels to each edge and edge vertex as computed in Sections 4.5.1-4.5.4. Assignments are gradually removed from $C_{M_{t}}$ until each edge and vertex is assigned only one valid label. Once all the assignments have been made, $M$ has been computed.

Initially, no labels are assigned and $C_{M}$ is full of many possible labels. At each edge or vertex, we randomly select a single label from among the choices found in $C_{M}$. The selected label is assigned to $M$ and then $C_{M}$ is updated.

An overview of the algorithm is given in Figure 4.22. Figure 4.22(a) depicts the initial configuration of $C_{M}$. Initially, every face, edge, and vertex has all possible labels present. In this example, we take a set of edges and vertices which are highlighted in yellow and assign labels to them. These assignments reduce the set of possible adjacent labels. From Section 4.5.5, we know that only certain labels are allowed to be neighbors and so we find assignments that disagree with their neighbors and remove them. The result after the first removal is shown in Figure 4.22(b). Removing these assignments reduce the set of possible labels in other edges and vertices, which compels us to remove more labels. We continue to remove labels until there are none left that need removing as shown in Figure 4.22 (c). We continue to pick and assign labels from $C_{M}$ and then update $C_{M}$. This continues until every edge and vertex has been assigned a single label. The shape produced in Figure 4.22(c) achieves the desired result of a triangle that is similar to the input triangle in Figure 4.10 (a) and satisfies the adjacency constraint everywhere.

This procedure has much in common with discrete model synthesis including the possibility of the failure cases. It is possible that the algorithm may make an incorrect assignment that causes the list of possible assignments $C_{M}$ to become empty. In this
case, the algorithm has not computed a valid and consistent set of assignments. We discuss these types of failures in Sections 3.3.4-3.3.7, so we do not revisit this issue in any detail. If a failure occurs, we use the strategy introduced in Section 3.3.6 which is instead of creating the whole modeling space in one pass, we modify small blocks of the model as shown in Figure 4.23. The algorithm is much less likely to make an incorrect assignment if it is modifying only a small part of the model. Empirically, we have found that our algorithm often succeeds when modifying a volume of $10 \times 10 \times 10$ or smaller (in units of plane spacings). Sometimes the algorithm works when modifying huge volumes, since there are infallible input models which never cause failures such as those shown in Figures 4.35, 4.28-4.32. But even in the worst case, there is never a possibility that an over-constrained input would cause an immediate failure since at least one solution exists for all inputs. A solution must only satisfy the adjacency constraint. The input model trivially satisfies the constraint as do stretched copies of the input. A solution can always be found, although it may be necessary to modify the output in small blocks to find it.

### 4.5.7 Time and Space Complexity

The time and space complexity of continuous model synthesis depends upon the number of distinct face normals and the number of parallel planes created for each normal. The number of normals is called $m$ and the number of planes for each normal is called $n$. The value of $n$ depends on the volume of the output model and how far apart the planes are spaced. The output volume and the plane spacing are both specified by the user. Increasing the output volume has the same effect as decreasing the plane spacing. Wherever three planes intersect, a vertex is created. The number of vertices is less than or equal to $\binom{m}{3} n^{3}$. The number of vertices is lower when some sets of three planes do not intersect. For example, if the input model is a $m-1$ sided prism, then number of vertices is $\binom{m-1}{2} n^{3}$. The number of vertices is proportional to the time and space complexity of

(a) We begin by allowing all possible labels to be at every face, edge, and vertex. Then we assign a few labels to the highlighted locations.

(b) Using Section 4.5.5, we remove adjacent labels that are incompatible with the previously assigned labels.

(c) After labels are removed, their removal causes other labels to be removed. The result after all incompatible labels have been removed is a triangle.

Figure 4.22: The evolution of the list of possible labels $C_{M_{t}}$ over time.


Figure 4.23: This figure shows how the model can be created by modifying only part of the model at once. Each part is modified so that it is consistent with the rest of the model along the border. This is similar to Figure 3.9 in the discrete case.
the algorithm. The number of vertices, the time complexity, and the space complexity are all $O\left(m^{3} n^{3}\right)$ and $\Omega\left(m^{2} n^{3}\right)$. In practice, if $m$ is fairly low, very large and complex models can be generated in a few minutes at most.

### 4.5.8 Spacing the Planes

As Section 4.5.3 explains, under the parallel plane assumption, a vertex can only be assigned a particular label if it intersects a plane parallel to each of the half-spaces it used in the Boolean expression. Labels that use four or more half-spaces pose a problem, since these labels are allowed only at vertices that intersect four or more planes. Figures 4.24 and 4.18 show examples of labels that involve four or more half-spaces. The simplest example is the vertex at the top of a four-sided pyramid. This vertex is not a trihedral vertex. Trihedral vertices can easily be produce by the algorithm. Trihedral vertices use only three half-spaces; three half-spaces require three planes to intersect; and those three planes must intersect at some point. But four planes may not intersect at a point. In these cases, we need to choose the plane spacing so that four planes do intersect at a point.

We first discuss how to compute all the locations where three planes intersect and then discuss how to ensure that a fourth plane intersects the same locations. Let $\mathbf{n}_{1}, \mathbf{n}_{2}$,


Figure 4.24: Examples of neighborhoods that involve more than four half-spaces
and $\mathbf{n}_{3}$ be the normals of three sets of planes. Within each set, all the planes are parallel and evenly spaced. Let $s_{1}, s_{2}$, and $s_{3}$ be the spacing between the planes within each of the three sets. The first and second sets of planes intersect along lines that point in the $\mathbf{n}_{1} \times \mathbf{n}_{2}$ direction. If $\mathbf{p}$ is a point on the line, then the point $\mathbf{p}^{\prime}$ is also on the line if $\mathbf{p}^{\prime}-\mathbf{p}=\left(\mathbf{n}_{1} \times \mathbf{n}_{2}\right) t$ for any scalar $t$. If $\mathbf{p}$ intersects a plane from the third set, then $\mathbf{p}^{\prime}$ also does if $\mathbf{n}_{3} \cdot\left(\mathbf{p}^{\prime}-\mathbf{p}\right)=c_{3} s_{3}$ for some integer $c_{3} \in \mathbb{Z}$. Solving for $t$, we find that $t=\frac{c_{3} s_{3}}{\mathbf{n}_{3} \cdot\left(\mathbf{n}_{1} \times \mathbf{n}_{2}\right)}$ and therefore,

$$
\begin{equation*}
\mathbf{p}^{\prime}=\mathbf{p}+c_{3} s_{3} \frac{\mathbf{n}_{1} \times \mathbf{n}_{2}}{\mathbf{n}_{3} \cdot\left(\mathbf{n}_{1} \times \mathbf{n}_{2}\right)} \tag{4.23}
\end{equation*}
$$

for some $c_{3} \in \mathbb{Z}$. This gives us a set of points along the $\mathbf{n}_{1} \times \mathbf{n}_{2}$ direction where the three planes intersect. The same argument can also be applied to the directions given by $\mathbf{n}_{1} \times \mathbf{n}_{3}$ and $\mathbf{n}_{2} \times \mathbf{n}_{3}$. Three planes intersect at the points

$$
\begin{equation*}
\mathbf{p}^{\prime}=\mathbf{p}+\frac{c_{1} s_{1} \mathbf{n}_{2} \times \mathbf{n}_{3}}{\mathbf{n}_{1} \cdot\left(\mathbf{n}_{2} \times \mathbf{n}_{3}\right)}+\frac{c_{2} s_{2} \mathbf{n}_{1} \times \mathbf{n}_{3}}{\mathbf{n}_{2} \cdot\left(\mathbf{n}_{1} \times \mathbf{n}_{3}\right)}+\frac{c_{3} s_{3} \mathbf{n}_{1} \times \mathbf{n}_{2}}{\mathbf{n}_{3} \cdot\left(\mathbf{n}_{1} \times \mathbf{n}_{2}\right)} \tag{4.24}
\end{equation*}
$$

for any $c_{1}, c_{2}, c_{3} \in \mathbb{Z}$. Each different integer value of $\left(c_{1}, c_{2}, c_{3}\right)$ gives us a different equation and intersection point. The resulting intersection points form a 3D lattice. The three planes always intersect regardless of how they are spaced, but it is more difficult to ensure that four planes intersect.

If $\mathbf{p}$ intersects a plane from the fourth set, then $\mathbf{p}^{\prime}$ also does if $\mathbf{n}_{4} \cdot\left(\mathbf{p}^{\prime}-\mathbf{p}\right)=c_{4} s_{4}$
for some integer $c_{4} \in \mathbb{Z}$. The point $\mathbf{p}^{\prime}$ intersects the fourth set of planes if

$$
\begin{equation*}
s_{4}=s_{1} \frac{c_{1} \mathbf{n}_{4} \cdot\left(\mathbf{n}_{2} \times \mathbf{n}_{3}\right)}{c_{4} \mathbf{n}_{1} \cdot\left(\mathbf{n}_{2} \times \mathbf{n}_{3}\right)}+s_{2} \frac{c_{2} \mathbf{n}_{4} \cdot\left(\mathbf{n}_{1} \times \mathbf{n}_{3}\right)}{c_{4} \mathbf{n}_{2} \cdot\left(\mathbf{n}_{1} \times \mathbf{n}_{3}\right)}+s_{3} \frac{c_{3} \mathbf{n}_{4} \cdot\left(\mathbf{n}_{1} \times \mathbf{n}_{2}\right)}{c_{4} \mathbf{n}_{3} \cdot\left(\mathbf{n}_{1} \times \mathbf{n}_{2}\right)} \tag{4.25}
\end{equation*}
$$

for some $c_{4} \in \mathbb{Z}$. By solving Equation 4.25, four planes can intersect at multiple points. Equation 4.25 represents multiple equations that need to be solved since each combination of $c_{1}, c_{2}$, and $c_{3}$ results in another equation. If we solve Equation 4.25 for the $\left(c_{1}, c_{2}, c_{3}, c_{4}\right)=(1,0,0,1)$ and $(0,1,0,1)$ and $(0,0,1,1)$, then it will hold for any combination of $c_{1}, c_{2}$, and $c_{3}$. This gives us three equations and four unknowns $s_{1}, s_{2}, s_{3}$, and $s_{4}$. By solving for these three linear equations, we produce a 3 D lattice of points where a non-trihedral vertex label may appear. However, this only takes care of a single nontrihedral vertex label. There may be more non-trihedral vertices in the input and they would each require more equations to be solved. There are even more difficult vertex labels to handle such as the vertex shown in Figure 4.18 which involves five half-spaces. These require solving more linear equations.

In the end, we may have an underconstrained or an overconstrained set of linear equations. An overconstrained set of equations occurs when the input model does not fit well on a lattice. One example of an input shape that produces overconstrained equations is a five-sided pyramid. These overconstrained equations can be handled in several ways. One approach is to add many more planes, but this increases the computational cost of the overall algorithm. Another approach might be to modify the normals just enough so that the shapes better fit on a lattice, but not so much that the normals significantly change the results. A third option is to ignore a few of the equations. In this case, non-trihedral vertices will be generated at fewer locations, but this might be adequate to produce a good final result. Investigating these options is an important topic for future research.

### 4.6 Additional User-Defined Constraints

Sections 4.3-4.5 present algorithms for generating models that satisfy the adjacency constraint defined in Section 4.2, but there are other user-defined constraints that can be added to give the user more control over what is generated, including:

Dimensional Constraints: Many objects have predetermined dimensions. Cars, road lanes, and chairs have a certain width. Stair steps and building floors have a certain height. Bowling balls and pool tables have a predetermined size. Without constraining the dimensions of the objects, the synthesis algorithm could easily generate roads too narrow to drive across, steps too tall to walk up, ceilings too close to the ground, and bowling balls too large to bowl. Dimensional constraints allow the user to fix the dimensions of the objects so that they are always sized realistically.

Algebraic Constraints: Some objects do not have predetermined dimensions, but instead must satisfy an algebraic relationship between their dimensions. An example might be that an object's length must be twice its height. These constraints are especially useful for curved objects.

Connectivity Constraint: Many objects look unnatural if they are not connected to a larger whole. One example is a road network. An isolated loop of road looks unrealistic when it is disconnected from the all the other roads. All of the roads in a city are normally connected by some path. This defines a connectivity constraint which can be used to eliminate the possibility of an isolated loop and create fully connected roads.

Large-Scale Constraints: The user might have a floor plan or a general idea of what the model should look like on a macroscopic scale. For example, the user might want to build a city with buildings arranged in the shape of a circle or a triangle or a symbol. The user can generate such a model by using large-scale constraints. These constraints are specified on a large volumetric grid where each voxel records which objects should appear within it.

### 4.6.1 Dimensional Constraints

We would like to give the user greater control over the dimensions of the output. The user should be able to control if an object can scale in a particular direction. For example, a user might specify that a road must have a particular width. Along its width, the road can not scale, but along its length, the road can scale to any length. The ability to fix the dimensions of some objects is important for creating realistic models.

Dimensional constraints are already included in the approach described in Section 4.4 using Minkowski sums, but they are missing from the algorithms in Section 4.5. Since the objects are created on sets of evenly spaced planes, the lengths of object is an integer multiple of the plane spacing. If the user wants to constrain the dimensions of an object to a non-integer multiple like 1.5-plane spaces, this can be a problem. One solution is to space the planes more closely. If they are spaced twice as close, an object that was 1.5 -plane spaces wide would become three planes wide which is better because it is a round number. This is exactly the strategy that was used for discrete model synthesis in Figure 4.2(b). Often there is an even simpler solution since objects with dimensional constraints are often next to objects without them and the two objects can be attached together to produce a round number. For example, it might be possible to combine an object 1.5 spaces wide with 0.5 spaces of empty space to produce an object two plane spaces wide which is better because it is a round number.

Even though objects may be two, three or more plane-spaces wide, we only need to consider the issue of how to ensure that an object is exactly one-space wide since we can easily create objects exactly two or three spaces wide simply by attaching a few one-space wide components together.

Figure 4.25 shows an example of how this constraint is imposed. The objects can never grow wider than one plane-space if every time they intersect a plane they stop. In order to stop their growth, we disallow all labels in which the object passes through the plane. The object passes through the plane if $h_{2} \cap B \neq \emptyset$ and $h_{2}^{C} \cap B \neq \emptyset$ where
$h_{2}$ is the half-space parallel to the plane and $B$ is the Boolean expression describing the label. By removing all label where $h_{2} \cap B \neq \emptyset$ and $h_{2}^{C} \cap B \neq \emptyset$, we constrain the objects to be exactly one plane-space wide.


Figure 4.25: Dimensional Constraint. To create objects that are only one plane space wide horizontally, we disallow any labels which pass through the vertical $h_{2}$ planes such as $h_{1}$ or $\neg h_{1}$. This ensure that the generated model satisfies the dimensional constraint.

### 4.6.2 Connectivity Constraints

In many applications, it is important to control how the objects connect together. For example, the connections are important when creating cities with roads. In most cities, one could choose any two points on a road map and find a path that connects them. However, the model synthesis algorithms could generate isolated loops or cycles of road networks that are not connected to each other. We can address this problem by changing the order in which the labels are assigned. First, a starting location is chosen at random and an object (e.g. road) is created there. Then the roads are all grown out from this initial seed. This means that we only assign road labels to vertices that are already next to a road. By growing out from a single seed, the generated roads are fully connected.

A fully connected object is just one of several options to consider. One alternative to use the original algorithm which does not use seeds and assigns the labels in any order.

This can be useful when the user wants to create more isolated objects. A third option fits in between the other two. The user might not want everything to be connected, but might not want many small isolated objects either. The user may want a few large isolated objects. To accomplish this goal, everything could be grown from a few seeds, instead of just one.

### 4.6.3 Large-Scale Constraints

We would also like to give the user more control over the large-scale structure of the output. The user might have a general idea of where certain types of objects should appear. Each object has a particular probability that it will appear at any location in space. Generally, we assign each label an equal probability of being chosen, but we could easily modify the probabilities so that they are higher for those objects the user wants to appear within certain areas. The user could even set some probabilities to be zero at some places. If a label's probability drops to zero, we can remove it entirely and then propagate the removal as usually done when assigning labels (see Section 4.5.6). By changing these probabilities, we can create cities and other structures in the shape of various symbols and other objects. We can also generate multiple outputs, evaluate how well they match the user's desired goal, and select the best output. Figure 4.26 shows several models that were constructed in the shape of the letters "GPM".

### 4.6.4 Algebraic Constraints and Bounding Volumes

As Section 4.5.7 explains, handling curved input models with many distinct normals is computationally expensive because of the large number of planes and vertices that would need to be created. However, the number of distinct normals can be greatly reduced by using bounding boxes or other bounding volumes in place of complex objects. The algorithm could proceed using the bounding volumes in place of the input model and once the output model $M$ is generated complex objects can be substituted back into $M$.


Figure 4.26: Large-scale constraints are used to build spaceships in the shape of the letter ' G ', rectangular buildings in the shape of the letter ' P ', and buildings from Figure 4.36 in the shape of the letter ' M '.

When using bounding volumes, the user might want to constrain the dimensions of the objects in a slightly different way. The original algorithm had no dimensional constraints. The object's dimensions could scale freely in all directions. In Section 4.6.1, we discussed how to fix the size in each direction. A third option is to let an object scale, but to require that it must scale uniformly in two or three directions. This is useful for objects in bounding volumes. For example, the cylinder in Figure 4.27 remains cylindrical only if its $x$ and $y$ coordinates scale uniformly $s_{x}=s_{y}$. It is free to stretch along the $z$-coordinate by any amount. In order to get its $x$ and $y$ coordinates to scale equally, we can place a bounding box around the cylinder and the cut the box into two halves along its diagonal creating two triangular prisms shown in Figure 4.27. Since model synthesis scales triangular objects uniformly in two dimensions, the output will be scaled identically in $x$ and $y, s_{x}=s_{y}$ and the cylinder can be substituted back in the shape.

The user may want to be even more restrictive and require the scalings to be uniform in all the directions $s_{x}=s_{y}=s_{z}$. For example, the dome in Figure 4.27 remains spherical only when scaled uniformly. This can be accomplished by placing a bounding box around the sphere and cutting off a tetrahedron as shown in Figure 4.27. Since


Figure 4.27: Because model synthesis is inefficient on curved models bounding volumes are used to simplify the geometry (a). The bounding boxes are cut into two objects, so the dome will scale uniformly in all directions and the cylinder will scale uniformly in $x$ and $y$. The output is generated and the complex original shapes are substituted back in (b,c). Some of the corners of the box intersect five faces.
model synthesis scales tetrahedra uniformly in all directions, the output will contain only uniformly scaled copies of the bounding box.

### 4.7 Results

Figures 4.26-4.40 show a wide variety of different models generated using our algorithm. The generated models are large and detailed and would be difficult and time-consuming to model them manually using a CAD or authoring system. Each output model was generated in less than two minutes as shown in Table 4.1. The total time spent by the human user is also short. The user supplied only the size of the output and the
example models which are quite simple. In order to demonstrate how simple the input models can be, they were created using only a few dozen polygons as shown in Table 4.1, but they could be much larger. They were manually created in a few minutes using 3D Studio Max. All of the displayed images include artistic decorations to the vertices and edges of the models and some include complex objects that were substituted back from bounding volumes. The polygon count does not include any of these decorations. The exact same algorithm generated all the models shown in Figures 4.26-4.40 without changing anything except the input model, the output size, and a few user-defined constraints. The output models do not simply contain copies of the input model, but contain interesting new features not found in the input.

Figures $4.26,4.27,4.35-4.40$ show a variety of models that were generated with additional user-defined constraints. Dimensional constraints are used in Figure 4.35 to give the platforms and beams a fixed thickness. They are also used to constrain the width of the road in Figure 4.38, the width of the spacecrafts in Figure 4.37, the size of the pipes in Figure 4.39, and the width of the roller coaster track in Figure 4.40. Connectivity constraints are used in Figures 4.35, 4.36, and 4.37 to grow the objects out from a few seeds. This controls the distribution of the objects and prevents them from being all crowded together. The roads in Figure 4.38 and the pipes in Figure 4.39 are fully connected to a single seed. In Figure 4.37, the parts of the spaceships are connected by beams which have gaps in between them. The gaps in the spaceship model demonstrate that model synthesis can generate shapes which have a high genus. Figure 4.29 also has a high genus. Bounding volumes were used in Figures 4.35 and 4.37 to generate curved objects.


Figure 4.28: Model synthesis is used to generate office buildings. The models shown in (b) are automatically generated from the example model (a). Different textures are applied to different buildings, but the shape of each building resembles the shape of the input. The output shapes were generated in under two minutes.


Figure 4.29: The Sierpinski Tetrahedron (a) is used as an input to generate fractal structures (b).

(a) Input Example

(b) Output Synthesized Model

Figure 4.30: From the example model (a), rocky terrain is generated (b).


Figure 4.31: From the input example model (left) many arches are synthesized (right). The output contains interesting new variations not found in the input such as structures with multiple arches and arches passing over arches (insets).

### 4.8 Limitations

The continuous model synthesis algorithm has several important limitations. Some of these limitations are a product of the parallel plane assumption. It may be impossible to produce good output models that satisfy the parallel plane assumption. Other limitations are caused by the algorithm requiring excessively large amounts of memory or computation time in certain cases. Finally, some limitations are a result of the constraints not being sufficient to express many of the design goals. For example, while many of the cities look good on a small scale, at a large scale they are not structured like real cities with a city center surrounded by smaller buildings.

### 4.8.1 Limitations from the Parallel Plane Assumption

The parallel plane assumption makes the approach in Section 4.5 much easier to implement than the approach described in Section 4.4 which uses Minkowski sums. But it also is the source of many limitations since it forces the output model to be structured in a particular way.

Under this assumption, the models are all generated on sets of parallel planes and this may require the input shape to have a structure that fits on a grid. This is similar in

(a) Input Example Model

(b) Output Synthesized Model

Figure 4.32: From the input model (a), houses are automatically generated (b). Each house has a complex and unique roof structure.

(a) Input Example Model

(b) Output Synthesized Model

Figure 4.33: From the input model (a), stairs are automatically generated (b).


Figure 4.34: From the input example model (a) pentagonal buildings are synthesized (b,c). Most of the faces are not aligned with the axes. Most buildings are complex combinations of many pentagonal shapes and have a unique shape.

(a) Input Model

(b) Output Model

Figure 4.35: (a) From an example model specified by the user, (b) a model of several oil platforms is generated automatically by our algorithm. The shape of the output resembles the input and fits several dimensional and connectivity constraints. The height of the platform and the length and width of the beams are constrained to have a particular size. The shapes are constrained to be in four connected groups. Our algorithm can generate the new model in about half a minute.


Figure 4.36: Many complex buildings (b) are generated from four simple ones (a). This model contains many non-trihedral vertices which are circled. These vertices are more difficult to create. The result also uses the connectivity constraint to space the buildings apart which gives the buildings more room to develop into more interesting shapes.

(a) Input Model from two viewpoints

(b) Output without the Connectivity Constraint

(c) Output with the Connectivity Constraint

Figure 4.37: A fleet of spaceships (b,c) is automatically generated from a simple spaceship model (a). Without the connectivity constraint several dozen small unconnected spaceships are generated (b), but they are all crowded together. With the connectivity constraint, six large spaceships are generated (c). Dimensional constraints are extensively used. They ensure that the rocket engines and other structures do not stretch unnaturally. The shape of the spaceships have a high genus because there are gaps in between the beams and parts of the spaceships.


Figure 4.38: A large fully connected road network is generated (b) from a few streets (a) using the connectivity constraint. The dimensions of the roads are also constrained.
some ways to the limitations with discrete model synthesis, but the limitations are less serious for continuous model synthesis. Continuous model synthesis can easily handle many of the input models that discrete model synthesis has trouble with such as the non-axis-aligned triangle in Figure 4.1(a). However, Section 4.5.8 explains that continuous model synthesis has trouble when the input shape contains non-trihedral vertices. It cannot generate non-trihedral vertices without changing the plane spacing. The plane spacing can be altered to accommodate some shapes, but not all shapes. Some shapes may produce an overconstrained set of equations when using Equation 4.25. Several strategies for dealing with this problem are discussed in Section 4.5.8, but each of them has downsides.

Another limitation is that the dimensional constraints in Section 4.6.1 must be in integral units of plane spacings. The plane spacings could be decreased like in Figure


Figure 4.39: A complex network of pipes (b) is generated from a simple one (a). Dimensional constraints are used to keep the pipes a certain size.


Figure 4.40: Several long roller coasters (b) are generated from one simple one (a). Dimensional constraints are used to keep the track a certain width.

|  | Input Size <br> (polygons) | Output Size <br> (polygons) | Time <br> (minutes) |
| :--- | :---: | :---: | :---: |
| Skyscrapers | 27 | 9,542 | 1.8 |
| Terrain | 22 | 922 | 0.5 |
| Fractals | 8 | 5,743 | 0.2 |
| Arches | 20 | 1,002 | 0.5 |
| Houses | 39 | 1,908 | 1.3 |
| Pentagons | 33 | 2,004 | 1.1 |
| Oil Platform | 60 | 1,377 | 0.5 |
| Domes | 21 | 324 | 0.1 |
| Buildings | 116 | 2,230 | 1.4 |
| Spaceships | 168 | 4,164 | 0.6 |
| Roads | 126 | 6,888 | 0.2 |
| Plumbing | 282 | 7,422 | 0.8 |
| Roller Coaster | 124 | 1,376 | 1.8 |
| GPM | 365 | 7,527 | 3.5 |

Table 4.1: Complexity of the input and output models and computation time for various results.
4.2(b) to address this problem, but this may only approximately solve the problem. For example, if the purple objects in Figure 4.2(b) were as high as the blue objects multiplied by $\sqrt{2}$, then both objects could never both be on a grid no matter how tightly the plane were spaced.

Finally, since the objects are produced on sets of parallel planes, the result may contain objects in neat regular patterns of rows and columns. Sometimes this is not very noticeable, but sometimes the result may look too neat and organized. It is possible to perturb the results in a post-processing step, so that all the objects are not so perfectly aligned by applying small translations or rotations to objects within the final mesh.

### 4.8.2 Limitations in Performance

Section 4.5.7 shows that the time and space complexity of continuous model synthesis is $O\left(m^{3} n^{3}\right)$, where $m$ is the number of distinct face normals and $n$ is the number of planes in each set of parallel planes. The dependence on $n^{3}$ is not particularly troubling since
for a given plane spacing $n^{3}$ is proportional to the output volume. One might expect the time complexity to depend linearly on the size of the output. The dependence on $m^{3}$ is more troubling. Most models contain many distinct normals. Curved shapes are often approximated using many polygons with many different normals. Because of the $O\left(m^{3}\right)$ dependence, model synthesis is better suited for objects with large flat surfaces such as many found in architecture. As explained in Section 4.6.4, the shapes can often be simplified to some degree using bounding volumes.

Another limitation is that it is difficult to generate objects at different scales. For example, it would be difficult to model a large building while also creating many architectural details. Even though the details could be generated by spacing the parallel planes more closely, the extra planes would consume much more time and memory.

## Chapter 5

## Comparison

### 5.1 Model Synthesis and Texture Synthesis

Model synthesis is based upon texture synthesis, but improves upon texture synthesis in several ways that make it more suitable for modeling. Model synthesis generates consistent models in which all of the pieces fit together seamlessly. It is able to generate consistent model based upon two improvements. First, model synthesis maintains a catalog $C_{M_{t}}$ which removes labels that would cause problems and second, model synthesis modifies the model in blocks as described in Section 3.3.6. Figure 5.1 shows a direct comparison between texture synthesis algorithms and model synthesis. The example model in Figure 5.1(a) is one continuous path with no dead ends. Model synthesis generates creates closed paths without any dead ends as shown in Figure 5.1(d). The results from two existing texture synthesis algorithms $[15,30]$ are shown for comparison in Figures 5.1(b) and 5.1(c). The texture synthesis techniques do not produce consistent textures. Figure 5.2 shows another comparison between texture synthesis and model synthesis. Again texture synthesis does not produce result satisfying the adjacency constraint which means the shapes suddenly end. The reasons why texture synthesis does not produce consistent models is explained in Section 2.3. Figure 5.1(b) shows that Kwatra et al.'s method is better at reproducing the large-scale structure of the input


Figure 5.1: (a) Example Texture, (b) Kwatra et al. 2005, (c) Efros and Leung, 1999, (d) 2D Model Synthesis, Part of the example texture is magnified beneath the original to show the $4 \times 4$ pixel model pieces.


Figure 5.2: (a) Example Texture, (b) Efros and Leung, 1999, (c) 2D Model Synthesis
texture. It should be possible to improve model synthesis by incorporating ideas from more sophisticated texture synthesis algorithms.

### 5.1.1 Comparison to Wang Tiles

The model pieces that discrete model synthesis uses are similar to Wang tiles which have been used for texture synthesis [7]. Wang tiles have colored edges. Two tiles can be adjacent to each other only if the edge they share is colored the same on both tiles. This constraint is very similar to the adjacency constraint. The method of Cohen et al. [7] tiles the plane with Wang tiles to synthesize a texture. Their method successfully tiles the plane in one pass. They essentially succeed in satisfying an adjacency constraint without any failures. This is possible because they explicitly assume that for any tile below and any tile to the left of the location there exists an acceptable tile for that location. This condition is exactly the same as the condition in Statement 3.11 for an infallible model. If Statement 3.11 is satisfied, then Algorithm 3.6 never fails even when $r_{x} \times r_{y}=2 \times 2$. Furthermore, their tiling algorithm performs the same operations as Algorithm 3.6 when $r_{x} \times r_{y}=2 \times 2$. Algorithm 3.6 fails more often the standard model synthesis Algorithm 3.1 as explained in Section 3.3.7, but every model synthesis algorithm succeeds if Statement 3.11 is satisfied. The Wang tile algorithm [7] ensures that Statement 3.11 by constructing the tiles in a particular way. The tiles are constructed so that Statement 3.11 is satisfied by copying different patches of texture and cutting and stitching them back together like a patch based texture synthesis algorithm [14]. However, as explained in Figure 2.8 and Section 2.3, this kind of cutting and stitching works well for textures, but not for models.

### 5.2 Model Synthesis and Grammars

This section explores how model synthesis compares with grammar-based algorithms used in procedural modeling. Section 5.2.1 describes the advantages and disadvantages of using the different approaches. In Section 5.2.2, several results and theorems are presented to better explain the relationship between model synthesis and grammar-based algorithms. Specifically, Theorem 5.2 .2 shows that there is a context-sensitive grammar that can generate consistent models. Theorem 5.2.4 shows that deciding whether an input string belong to a context sensitive language can be reduced to a problem of deciding if a model is consistent. Section 5.2.3 considers a specific problem involving closed paths and compares how it might be solved using a grammar with how it would be solved using model synthesis.

### 5.2.1 Comparison of Model Synthesis and Other Approaches

Model synthesis is not fully automatic. The user must perform several tasks. The difficulty of these tasks depends on the type of object that is being modeled. Objects that fit on a grid or contain mostly flat surfaces are relatively easy to generate using model synthesis. These types of objects are often man-made objects and are frequently found in the architectural domain. But other shapes are more difficult to generate using model synthesis including many natural and organic shapes. Organic shapes are difficult to generate with model synthesis because they do not fit on a grid and have many distinct normals. While model synthesis is not useful for generating every type of objects, it offers benefits over other procedural methods for many classes of objects. The user has a relatively simple and straightforward objective: to find or to create an example model and decompose it into model pieces, if discrete model synthesis is used.

In contrast, the user's objective is less simple and straightforward for many existing procedural modeling techniques. Many techniques require the user to construct a
grammar. Given the shape of an object the user wants to model, there may not be a straightforward procedure for constructing the rules of a grammar that could generate a similar shape. Grammars are constructed through some human ingenuity and through trial and error. The grammars themselves can be complicated, even when they describe simple shapes. A few examples of complicated grammars are shown in Figure 5.3. It is difficult to understand what kind of shape the grammars in Figures 5.3(a) and 5.3(b) would produce just by looking at them.

Model synthesis is easier to understand from a user's perspective. The user does not need to know anything about grammars or the inner mechanics of the algorithm itself. The user only needs to know a few basic facts about the algorithm. The user deals only with the input and output models. The user needs to know to avoid creating curved surfaces. Once a suitable example model has been created it is easy to modify it as needed. Its parts can easily be rearranged using standard 3D modeling programs.

Most procedural modeling techniques are aimed at modeling specific classes of objects such as urban buildings [40], truss structures [58], fractals, and landscapes [42]. But many interesting structures lie outside of these classes of objects including spaceships, castles, oil platforms, plumbing, and roller coasters, just to name a few. Since model synthesis is a more general technique, it is especially useful for modeling objects that cannot be generated easily using other techniques.

There is a close connection between model synthesis and context-sensitive grammars which is demonstrated by Theorems 5.2.2 and 5.2.4. These theorems show that both methods can be used to accomplish the same goal. The set of consistent models can be represented by a grammar, but it is different in several ways from grammars that are typically used in procedural modeling. Model synthesis uses model pieces which are volumetric blocks that keep track of the space in which they are embedded in. The location of empty space is recorded in model synthesis. Empty space is not explicitly recorded in most grammar-based techniques. It is determined by checking that all of
$\mathrm{T}(0$, ,building_height, 0 ) Roof("hipped", roof_angle) $\{$ roof \}
PRIORITY 2:
2: facades $\leadsto$ Comp("sidefaces") \{ facade \}
3: facade : Shape.visible("street")
$\leadsto$ Subdiv("X", Ir,door-width* 1.5 ) \{ tiles | entrance \}:0.5
$\leadsto$ Subdiv" "X",door_width* 1.5, Ir) $\{$ entrance $\mid$ tiles $\}: 0.5$
4: facade $\leadsto$ tiles
5: tiles $\leadsto$ Repeat(" X ", window_spacing) $\{$ tile $\}$
6: tile $\sim$ Subdiv("X", 1 r, window_width, 1 r$)\{$ wall
Subdiv("Y", 2r, window_height, 1 r$)\{$ wall $\mid$ window $\mid$ wall $\} \mid$ wall $\}$
window : Scope.occ("noparent") ! ="none" $\leadsto$ wall
8: window $\leadsto \mathrm{S}(1 \mathrm{r}, 1 \mathrm{r}$, window_depth $) \mathrm{I}($ "win.obj")
9: entrance $\sim$ Subdiv ("X", 1r,door _width, 1 rr$)\{$ wall $\mid$
10: door $\leadsto \mathrm{S}(1 \mathrm{r}, 1 \mathrm{r}$, door_depth $) \mathrm{I}($ "door.obj")
11: wall $\leadsto$ I("wall.obj")
PRIORITY 3:
12: roof $\leadsto$ Comp("sidefaces") \{ covering \}
Comp("sideedges") \{ roofedge \} Comp("topedges") \{roofedge \}
13: covering $\leadsto$
Repeat("XY", flatbrick_width,brick_length)\{ flatbrick
Subdiv" X ", flatbrick_width,1r) $\{\varepsilon \mid$
Repeat("X", flatbrick_width) roofedge \} \}
14: roofedge $\sim$
Subdiv("Y",overlap.brick_length-2"overlap, 1 r ) $\{\varepsilon$
roundbrick | Repeat("Y",brick_length-overlap) \{roundbrick \} \}
15: flatbrick $\leadsto \mathrm{S}(1 \mathrm{r}, 1 \mathrm{l}$, flatbrick_height $) \mathrm{T}(0,0$, -flatbrick_height $)$
$\mathrm{Rx}(-3) \mathrm{I}$ ("flatbrick. obj")
16: roundbrick $\sim$ S (roundbrick_w,Scope.sy+overlap,roundbrick_h
$T$-roundbrick_w/2,-overlap,-roundbrick $-h$
(a) A split grammar

## PRIORITY 1:

```
    footprint }~\textrm{S}(1\textrm{lr},\mathrm{ building_height,1r) facades
```

```
    footprint }~\textrm{S}(1\textrm{lr},\mathrm{ building_height,1r) facades
```


(c) A building generated from the above split grammar

```
#define \varphi 137.5 /* divergence angle */
```

\#define \varphi 137.5 /* divergence angle */
\#define cos 5 /* direction change - no branching *
\#define cos 5 /* direction change - no branching *
\#define ol 20 /* branching angle - main axis */
\#define ol 20 /* branching angle - main axis */
\#define \mp@subsup{\alpha}{2}{}32 /* branching angle - lateral axis *
\#define \mp@subsup{\alpha}{2}{}32 /* branching angle - lateral axis *
\#define W 0.02 /* initial branch width */
\#define W 0.02 /* initial branch width */
\#define VD 0.95 /* apex vigor decrement */
\#define VD 0.95 /* apex vigor decrement */
\#define Del 30 /* delay *;
\#define Del 30 /* delay *;
\#define LS 5 /* how long a leaf stays */
\#define LS 5 /* how long a leaf stays */
/* how long a leaf stays */
/* how long a leaf stays */
/* leaf maintenance */
/* leaf maintenance */
\#define PB 0.8 /* photosynthates needed for branching */
\#define PB 0.8 /* photosynthates needed for branching */
/* photosynthates needed for growth */
/* photosynthates needed for growth */
define PG 0.4 /* photosynthates needed for growth *
define PG 0.4 /* photosynthates needed for growth *
\#define BM 0.32 /* branch maintenance coefficient */
\#define BM 0.32 /* branch maintenance coefficient */
\#define BE 1.5 /* branch maintenance exponent */
\#define BE 1.5 /* branch maintenance exponent */
\#define NE Nin 25 /* threshold for shedding */
\#define NE Nin 25 /* threshold for shedding */
defne Nmin 25 /* threshold for shedding *
defne Nmin 25 /* threshold for shedding *
Consider: TE[]L, /* for context matching */
Consider: TE[]L, /* for context matching */
\omega: !(W,1,1)F(2)L(1,LP,0,0)A(1,0)[!(0,0,0)]!(W,0,1)
\omega: !(W,1,1)F(2)L(1,LP,0,0)A(1,0)[!(0,0,0)]!(W,0,1)
p1: A(vig.del): del < Del }->\textrm{A}(vig.del+1
p1: A(vig.del): del < Del }->\textrm{A}(vig.del+1
p1: A(vigg,del): del Del }->A\mathrm{ (vig,del +1)
p1: A(vigg,del): del Del }->A\mathrm{ (vig,del +1)
p3: L(vig.p,age,del):(age LS)\&\&\&(del=Del-1)
p3: L(vig.p,age,del):(age LS)\&\&\&(del=Del-1)
HL(vig.p,age,del+1)7E(vig*0.5)

```
            HL(vig.p,age,del+1)7E(vig*0.5)
```




```
            && (del = Del) }->\textrm{L}(\mathrm{ vig,LP*
```

            && (del = Del) }->\textrm{L}(\mathrm{ vig,LP*
    ps: L(vig.p,age,del)>?E(r): ((age = LS)|(r+LP c=LM)
ps: L(vig.p,age,del)>?E(r): ((age = LS)|(r+LP c=LM)
\&\& (del = Del)}->\textrm{L}(0,0,\textrm{LS},0
\&\& (del = Del)}->\textrm{L}(0,0,\textrm{LS},0
p6: ?E(r)<A(vig,del): r*LP-LM PPB {vig=vig*VD;}
p6: ?E(r)<A(vig,del): r*LP-LM PPB {vig=vig*VD;}
/(\varphi)[+(\alpha))!(W,-PB,1)F(vig)L(vig,LP,0,0)A(vig,0)
/(\varphi)[+(\alpha))!(W,-PB,1)F(vig)L(vig,LP,0,0)A(vig,0)
[!(0,0,0)]!(w,0,1)]
[!(0,0,0)]!(w,0,1)]
-(\alpha, )!(W,0,1)F(vig)L(vig,LP,0,0)/A(vig,0)
-(\alpha, )!(W,0,1)F(vig)L(vig,LP,0,0)/A(vig,0)
p7: ?E(r)<A(vig,del): r*LP-LM}>PG{vg=vig*VD;
p7: ?E(r)<A(vig,del): r*LP-LM}>PG{vg=vig*VD;
\rightarrow / ( \varphi ) - ( \alpha ) ) [ ( 0 , 0 , 0 ) ]
\rightarrow / ( \varphi ) - ( \alpha ) ) [ ( 0 , 0 , 0 ) ]
I(W,-PG,1)F(vig)L(vig.LP,0,0)A(vig,0)
I(W,-PG,1)F(vig)L(vig.LP,0,0)A(vig,0)
pg: ?E(r)<A(vig,del):
pg: ?E(r)<A(vig,del):
pg: ?E(r)}->
pg: ?E(r)}->
p10: !(wo,po,\mp@subsup{\textrm{m}}{0}{\prime})>\textrm{L}\mathrm{ (vig.pL,age,del) [!(w1,p1,m1)]!(w2,p2,m2)}
p10: !(wo,po,\mp@subsup{\textrm{m}}{0}{\prime})>\textrm{L}\mathrm{ (vig.pL,age,del) [!(w1,p1,m1)]!(w2,p2,m2)}
{w=(\mp@subsup{w}{1}{\prime}2+\mp@subsup{w}{2}{\prime}2\mp@subsup{)}{}{*}0.5;\textrm{p}=\mp@subsup{p}{1}{}+\mp@subsup{\textrm{p}}{2}{}+\mp@subsup{\textrm{p}}{L}{}-B\mp@subsup{M}{}{*}(\textrm{w}/\textrm{w}\mp@subsup{)}{}{\prime}\textrm{BE};
{w=(\mp@subsup{w}{1}{\prime}2+\mp@subsup{w}{2}{\prime}2\mp@subsup{)}{}{*}0.5;\textrm{p}=\mp@subsup{p}{1}{}+\mp@subsup{\textrm{p}}{2}{}+\mp@subsup{\textrm{p}}{L}{}-B\mp@subsup{M}{}{*}(\textrm{w}/\textrm{w}\mp@subsup{)}{}{\prime}\textrm{BE};
(p>0)|(n+ m2 >=N Nmin) }->!(w,p,m1+m
(p>0)|(n+ m2 >=N Nmin) }->!(w,p,m1+m
pn: !(wo,po,n0)> L(vig,pL,age,del) [!(w1,p1,m))!(w2,p2,m2)

```
pn: !(wo,po,n0)> L(vig,pL,age,del) [!(w1,p1,m))!(w2,p2,m2)
```

(b) An L-system

(d) A tree generated from the above L-system

Figure 5.3: Examples of grammars used in modeling. The building grammar (a,c) is from [Müller et al., 2006]. The tree grammar (b,d) is from [Mĕch and Prusinkiewicz, 1996]. It takes some effort to be able to understand and modify the grammar.
the objects are absent. Model synthesis is also good at avoiding self-intersections which is part of the adjacency constraint. The grammars found in other techniques may need to be carefully constructed so that self-intersections do not occur. Another task that model synthesis is particularly good at is in creating closed paths. A way to create a closed paths using a grammar is discussed in Section 5.2.3, but it is non-trivial.

Model synthesis is good at creating geometric detail at a particular scale, but not
at multiple scales. For example, it is difficult for model synthesis to create geometric detail at the scale of a building and at the scale of the building's window or door knob simultaneously. Other grammar-based methods [40, 39, 42] create geometric detail at multiple scales more easily.

### 5.2.2 Solving Equivalent Problems with Model Synthesis and Grammars

This section discusses how to use grammars to decide if a model is consistent. A model is consistent if it satisfies the adjacency constraint in Equation 3.3. Since grammars operate on one-dimensional strings, we first discuss a method for converting a 3D model into a 1D string that a grammar could generate. Every label in the model is written down in row-column-vertical order. Labels in the bottom $z=1$ positions are transcribed first, followed by the labels in the $z=2$ position, etc. A special character ' $\mid$ ' is inserted at the end of each row and another special character ' $\|$ ' is inserted when the height $z$ changes. An example is shown in Figure 5.4.

$z=2$


$$
z=1
$$

Figure 5.4: This 3D model is converted into the 1D string: $211|321||000| 030$.

Definition If the language $L$ is the set of all models, in string form, consistent with the model $E$, then a grammar generates $E$ consistent models if it generates $L$.

Theorem 5.2.1. For some input models $E$, there is no grammar generating $E$ consistent models that is context-free.

Proof. This can be shown by a counter example. The language $\left\{a^{i} b^{i} c^{i} \mid i \geq 1\right\}$ is the canonical example of a non-context-free language. A grammar is not context free if it generates strings from this language. The model shown in Figure 5.5 is constructed, so that any model that is consistent with it will contain a string of labels of the form, $a^{i} b^{i} c^{i}$. When this model is used as the input model $E$, then there is no context-free grammar that can generate $E$-consistent models.


Figure 5.5: No context-free grammar can generate models consistent with this model.

Theorem 5.2.2. For all input models $E$, there is a context-sensitive grammar that generates $E$-consistent models.

Proof. Let $L$ be the set of all models consistent with $E$. The grammar generating $L$ is context-sensitive, if there is a linear-bounded automaton $A$ that accepts $L$. A linear-bounded automaton (LBA) is a 5 -tuple $A=\left(Q, \Sigma, \Gamma, q_{0}, \delta\right)$ where $Q$ is a finite
set of states, $\Sigma$ and $\Gamma$ are the input and tape alphabets, $q_{0} \in Q$ is the initial state, and $\delta$ is a function determining the automaton's next move. A LBA is the same as a nondeterministic Turing machine except two extra tape symbols ' $<$ ' and ' $>$ ' mark the ends of the tape and the tape head may not travel past these two symbols.

A linear-bounded automaton $A$ can be constructed that accepts $L$. The language $L$ consists of models that satisfy the adjacency constraint (Equation 3.1) in the $x, y$, and $z$ directions. The adjacency constraint is verified over a series of passes by $A$. It is verified in the $x$ direction in the first pass and then in the $y$ and $z$ directions in subsequent passes. The automaton $A$ begins with an initial state of $q_{0}=q^{x}$ to indicate that it is currently verifying the $x$ direction.

$$
\begin{array}{llllllllllllllllll}
\text { Tape: } & < & 2 & 1 & 1 & \mid & 3 & 2 & 1 & \| & 0 & 0 & 0 & \mid & 0 & 3 & 0 & > \\
\text { State: } & q^{x} & & & & & & & & & & & & &
\end{array}
$$

The tape head travels from left to right. As it does, the state of $A$ records the previous symbol that was visited. In the next time step, it acquires the state $q_{2}^{x}$.

$$
\begin{array}{ccccccccccccccccc}
< & 2 & 1 & \mid & 3 & 2 & 1 & \| & 0 & 0 & 0 & \mid & 0 & 3 & 0 & > \\
& q_{2}^{x} & & & & & & & & & & & & & & \\
< & 2 & 1 & 1 & \mid & 3 & 2 & 1 & \| & 0 & 0 & 0 & \mid & 0 & 3 & 0 & > \\
& & & q_{1}^{x} & & & & & \vdots & & & & & & & &
\end{array}
$$

The previous symbol on the tape corresponds in the 3D model to the label is in the $-x$ direction of the current label. These two labels are what is needed to verify the adjacency constraint in the $x$ direction. If this constraint is ever violated, the model is rejected. Otherwise, the automaton continues to check other parts of the model. When the tape head reaches the end of the tape, the adjacency constraint has been completely verified in the $x$ direction. Then the tape head moves back to the beginning and $A$ requires the state $q^{y}$ to indicate that it is verifying the adjacency constraint in the $y$ direction.

The adjacency constraint is more difficult to verify in the $y$ direction since adjacent labels in the 3D model are not adjacent to one another in the 1D string. The $y$-direction is checked in a series of passes. In the first pass, only the first symbol in each row is checked. In order to record which symbols have been checked, the automaton uses an additional set of symbols $(\cdot, y)$. For example, the symbol $(2, y)$ is used to indicate that this position has been checked in the $y$ direction and that the position was originally marked 2.

$$
\begin{array}{ccccccccccccccccc}
< & 2 & 1 & 1 & \mid & 3 & 2 & 1 & \| & 0 & 0 & 0 & \mid & 0 & 3 & 0 & > \\
& q^{y} & & & & & & & \vdots & & & & & & & & \\
& <(2, y) & 1 & 1 & \mid & 3 & 2 & 1 & \| & 0 & 0 & 0 & \mid & 0 & 3 & 0 & > \\
& & & & q_{2}^{y} & & & \vdots & & & & & & & & \\
& & & & & & & & & & & & & & & & \\
& (2, \mathrm{y}) & 1 & 1 & \mid & (3, y) & 2 & 1 & \| & (0, \mathrm{y}) & 0 & 0 & \mid & 0 & 3 & 0 & > \\
& & & & & & & & & & & q_{0}^{y} & & &
\end{array}
$$

In the first pass, the automaton verifies that the adjacency constraint is satisfied in the $y$ direction for the first symbol in each row. The second symbol in each row is checked next. These symbols are located by finding the first symbol $b$ that has not been change to $(b, y)$.

$$
\begin{array}{cccc|cccccccccccc}
<(2, \mathrm{y}) & 1 & 1 & \mid & (3, \mathrm{y}) & 2 & 1 & \| & (0, \mathrm{y}) & 0 & 0 & \mid & (0, \mathrm{y}) & 3 & 0 & > \\
& q^{y} & & & & & & & & & & & & & & \\
& & & & & & & & & & & & & & & \\
& (2, \mathrm{y}) & (1, \mathrm{y}) & 1 & \mid & (3, \mathrm{y}) & 2 & 1 & \| & (0, \mathrm{y}) & 0 & 0 & \mid & (0, \mathrm{y}) & 3 & 0
\end{array}>
$$

The symbols that are third in their row are checked next and so on until the adjacency constraint has been checked along every column of the model in $y$ direction. A similar method is used to check the model in the $z$ direction. Another set of symbols $(\cdot, z)$, can
be used to mark which positions have been checked in the $z$ direction. If no violations of the adjacency constraint have been found in the $x, y$, and $z$ direction, then the automaton accepts the model.

Theorems 5.2.1 and 5.2.2 apply to two, three, and higher dimensional versions of model synthesis, but one-dimensional model synthesis is an exception. A one-dimensional model is simply a string. For a 1D example model $E$, Theorem 5.2.1 is invalid since nothing like Figure 5.5 can be constructed with only one dimension. Although Theorem 5.2.2 is still true for 1 D model synthesis, we can make a stronger statement involving a regular grammar.

Theorem 5.2.3. If $E$ is a one-dimensional string, there is a regular grammar that generates $E$ consistent models.

Proof. A regular grammar generating $E$-consistent models is constructed as follows. For each label, $b$ of the model, the grammar contains $b$ as a terminal symbol of the grammar and contains a variable called $A_{b}$. The rules of the grammar are constructed so that only one variable is present in the string at any given time. Each variable $A_{b}$, transforms into the label $b$ at the next time step. The variable $A_{b}$ could be replaced according to the rule $A_{b} \rightarrow b$ which would terminate the string or the string could continue according to the adjacency constraint. The label $c$ can follow the label $b$ iff $T[b, c]=1$. So iff $T_{x}[b, c]=1$, then $A_{b} \rightarrow b A_{c}$ is a rule of the grammar. This ensures that all strings that are produced satisfy Equation 3.3.

Theorem 5.2.4. The problem of deciding if a string is part of the context sensitive language $L$ can be reduced to a problem of deciding if a model containing that string is consistent.

Proof. For every context-sensitive language $L$, there is a linear-bounded automaton that accepts $L$. It will be shown that all of the actions of a linear-bounded automaton $A=\left(Q, \Sigma, \Gamma, q_{0}, \delta\right)$ accepting a string can be described within a consistent model.

The transition matrices determine which labels can be next to one another in a consistent model. These matrices can be constructed so that the model is consistent only if each of its rows records the state of the $A$, the symbols recorded on the tape, and location of the tape head. For example, suppose the problem is to determine if the string 'aabbcc' is in the language $\left\{a^{i} b^{i} c^{i} \mid i \geq 1\right\}$. The tape would initially contain this input string along with two symbols ' $<$ ' and ' $>$ ' to mark the start and end of the tape. The width of the model $M_{t}$ is equal to the width of the tape. The first row of the model would contain the labels

$$
\text { Row 1: }<\left(\mathrm{a}, q_{0}\right) \text { a } \quad \mathrm{b} \quad \mathrm{~b} \quad \text { c } \quad \text { c }>
$$

The label ( $\mathrm{a}, q_{0}$ ) is used to indicate that the automaton $A$ is in its initial state $q_{0}$ and the tape head is reading the 'a' symbol. For every state $q \in Q$ and every symbol in the tape alphabet $s \in \Gamma$, there is a label $(q, s) \in K$ where $K$ is the set of labels. Suppose that when $A$ is in state $q_{0}$ and is reading symbol 'a' that it responds by printing the symbol ' d ' onto the tape, switching to state $q_{1}$, and remaining stationary. Then the model's next row would be

$$
\text { Row 2: }<\left(\mathrm{d}, q_{1}\right) \quad \text { a } \quad \text { b } \quad \text { b } \quad \text { c } \quad \text { c } \quad>
$$

A transition matrix $T_{y}$ can be constructed that would guarantee that this row would appear beneath row 1 . Each symbol may repeat vertically $T_{y}[a, a]=T_{y}[b, b]=T_{y}[c, c]=$ $T_{y}[<,<]=T_{y}[>,>]=1$. The label $\left(a, q_{0}\right)$ must be above $\left(d, q_{1}\right)$, so $T_{y}\left[\left(a, q_{0}\right), s\right]=1 \Leftrightarrow$ $s=\left(d, q_{1}\right)$. The transition matrix is constructed to allow only one possible option at every location which is exactly the option that the automaton would choose. The tape head also could move to the left or to the right. Suppose that when the automaton is in state $q_{1}$ and is reading the symbol $d$, it moves to the right and switches to state $q_{2}$. This move occurs over two rows of the model

$$
\begin{aligned}
& \text { Row 3: }<\left(\mathrm{d}, q_{2}^{r}\right)\left(\mathrm{a}, q_{2}^{r^{\prime}}\right) \quad \mathrm{b} \quad \mathrm{~b} \quad \mathrm{c} \quad \mathrm{c} \quad> \\
& \text { Row 4: }<\text { d } \quad\left(\mathrm{a}, q_{2}\right) \quad \text { b } \quad \text { b } \quad \text { c } \quad \text { c } \quad>
\end{aligned}
$$

The transition matrices are constructed so that only these labels may appear in rows 3 and 4.

$$
\begin{align*}
T_{y}\left[\left(d, q_{2}^{r}\right), s\right] & =1 \Leftrightarrow s=d  \tag{5.1}\\
T_{y}\left[\left(a, q_{2}^{r^{\prime}}\right), s\right] & =1 \Leftrightarrow s=\left(a, q_{2}\right)  \tag{5.2}\\
T_{x}\left[\left(d, q_{2}^{r}\right), s\right] & =1 \Leftrightarrow \exists t \mid s=\left(t, q_{2}^{r^{\prime}}\right)  \tag{5.3}\\
T_{y}[a, s] & =1 \Leftrightarrow s=a \text { or } \exists q \in Q \mid s=\left(a, q^{r^{\prime}}\right) \text { or } \exists q \in Q \mid s=\left(a, q^{l^{\prime}}\right) . \tag{5.4}
\end{align*}
$$

For any linear bounded automaton, transition matrices can be constructed that will guarantee that a unique consistent model exists which reproduces the actions of the automaton. If the automaton reaches the accepting halt state $h_{a}$, then it can simply remain at that state for all of the remaining rows. On the other hand, if the automaton reaches the rejecting halt state $h_{r}$, then the model becomes inconsistent. The transition matrix is created such that $h_{r}$ has nothing beneath it $\forall s, T_{y}\left[h_{r}, s\right]=0$.

The problem of deciding if a string is part of the context-sensitive language $L$ can be decided by reducing it to a consistency problem in several steps. First, the incomplete model $M$ is created by placing the input and the initial state $q_{0}$ in Row 1 of $M$ and leaving the rest of the model empty. The transition matrix is created so that it reproduces that actions of the automaton accepting $L$.

Remark: A more general question to consider is if deciding if a string is in a recursively enumerable language can be reduced to a consistency problem. Recursively enumerable languages are accepted by Turing machines. Turing machines allow the tape to be infinitely long. Extending the proof to reproduce a Turing machine, would require an infinitely wide model and Algorithm 3.2 would never finish computing.

In the proof, the constructed model is two-dimensional. The proof extends to higherdimensional models, but not to one-dimensional models.

### 5.2.3 Generating Closed Paths with Grammars

To better understand how model synthesis differs from typical grammars used in modeling, it is instructive to consider a specific example such as the cross-shaped path shown in Figure 5.6. Earlier, this example was shown to cause difficulty in some texture synthesis algorithms (Figure 2.10). The path forms a closed loop and all of its edges are at right angles. Similar closed paths having only right angles can be generated by a grammar. Right-angled paths could be created using turtle graphics with only four basic commands move up $u$, move down $d$, move left $l$, and move right $r$. These four commands are the terminal symbols of the grammars. The rest of the symbols of the grammar are non-terminals.


Figure 5.6: An example of a closed path.

The grammar is designed to first allow a random walk using right-angled paths and then end by closing the loop. No matter where the random walk ends, the loop can be closed if the position of the start relative to the end is recorded.

The current direction of the turtle is given by the variables $U^{\prime}$ (heading up), $D^{\prime}$ (heading down), $L^{\prime}$ (heading left), and $R^{\prime}$ (heading right). Initially, we assume the turtle is headed up $U^{\prime}$. The turtle has three options. It could continue going up or it could turn left or turn right. These actions are accomplished using the following rules:

$$
\begin{array}{ll}
U^{\prime} \rightarrow u U^{\prime} D & \text { Continue going up } \\
U^{\prime} \rightarrow u L^{\prime} D & \text { Turn left } \\
U^{\prime} \rightarrow u R^{\prime} D & \text { Turn right }
\end{array}
$$

All three rules include a move up $u$ command at the front and a $D$ variable at the end. The unprimed variables at the end are used to close the loop. The variables at the end are always in the opposite direction of the terminals at the front. This is later used to close the loop, since every time the turtle goes up it must eventually come down an equal distance. When traveling left, right, or down, there are three options available for each:

$$
\begin{array}{lll}
L^{\prime} \rightarrow l L^{\prime} R & R^{\prime} \rightarrow r R^{\prime} L & D^{\prime} \rightarrow d D^{\prime} U \\
L^{\prime} \rightarrow l U^{\prime} R & R^{\prime} \rightarrow r U^{\prime} L & D^{\prime} \rightarrow d L^{\prime} U \\
L^{\prime} \rightarrow l D^{\prime} R & R^{\prime} \rightarrow r D^{\prime} L & D^{\prime} \rightarrow d R^{\prime} U
\end{array}
$$

An example of several rules chosen at random is shown in Figure 5.7.
Notice that the strings never contain more than one primed variable, the primed variable is always centered in the string, and there are always the same number of $u$ symbols as $D$ symbols. Two more production rules are used to end the random walk while traveling either left or right:

$$
\begin{aligned}
L^{\prime} & \rightarrow l R \\
R^{\prime} & \rightarrow r L
\end{aligned}
$$



Figure 5.7: An example of a closed path generated by a grammar.

In order to close the loop, the turtle next moves up or down back to the original vertical position, then left or right back to the original horizontal position. The variables at the end of the string are sorted so that all of the $U$ and all of the $D$ variables come in front of all of the $L$ and $R$ variables. This is done through several production rules which swap a $U$ or $D$ variable in front of a $L$ or $R$ variable:

$$
L D \rightarrow D L \quad L U \rightarrow U L \quad R D \rightarrow D R \quad R U \rightarrow U R
$$

Also, the up $U$ and the down $D$ moves cancel each other out as well as the $L$ and $R$ moves:

$$
U D \rightarrow \lambda \quad D U \rightarrow \lambda \quad L R \rightarrow \lambda \quad R L \rightarrow \lambda
$$

where $\lambda$ is an empty string.
Finally, several rules are used to convert the variables $U, D, L$, and $R$ into the terminals $u, d, l$ and $r$ to close the loop.

$$
\begin{aligned}
\{u, l, r\} U & \rightarrow\{u, l, r\} u \\
\{d, l, r\} D & \rightarrow\{d, l, r\} d \\
\{u, d, l\} L & \rightarrow\{u, d, l\} l \\
\{u, d, r\} R & \rightarrow\{u, d, r\} r
\end{aligned}
$$

The grammar could generate paths that self-intersect like the path in Figure 5.8.


Figure 5.8: A self-intersecting closed path.

There does not appear to be a straightforward way to modify the grammar to generate paths that never intersect. Self-intersections occur in many kinds of grammarbased modeling techniques. Model synthesis is particularly well-suited for handling self-intersections. Self-intersections are eliminated by the adjacency constraint.

This example demonstrates that designing a grammar to generate a specific type of shape like a closed path can consume significant time and energy. These types of paths can be created relatively easily using model synthesis by dividing Figure 5.6 into a few model pieces.

### 5.3 Parallel Polygons

The continuous adjacency constraint (Equation 4.1) is related to some ideas from computational geometry which involve the concept of parallel polygons. Two polygons are defined to be parallel if they have the same number of sides and if their sides can be put into a one to one correspondence so that corresponding sides are parallel [20]. Any two parallel polygons are consistent with one another according to Equation 4.1.

## Chapter 6

## Conclusion

Model synthesis is the first example-based procedural modeling technique. It applies more generally to a much wider variety of objects than other procedural modeling techniques and is easier to use than grammar-based techniques. Model synthesis is inspired by texture synthesis, but improves upon it in several ways. Model synthesis can create large models that satisfy an adjacency constraint using two improvements. First, it uses a catalog of possible labels to identify and avoid labels that would cause the objects to self-intersect or produce other problems. Second, it modifies the model in parts. Models that satisfy the adjacency constraint are seamless. All of their parts fit together as neatly and smoothly as they do in the original models. On the other hand, texture synthesis algorithms often do not produce seamless models.

Discrete model synthesis can be hard to use since it requires the model to be decomposed into model pieces that fit on a grid. Continuous model synthesis is introduced to accept more general input models. Several different approaches for continuous model synthesis are described, but some are too difficult to implement. The easiest approach to implement assumes that the faces of the output are all on sets of parallel lines. In addition to the adjacency constraint, several more constraints are introduced to give the user more control over the result.

### 6.1 Future Work

Several exciting possibilities for future research come to mind. It is likely that with future research, many of the limitations of continuous model synthesis can be overcome. One of the most important problems is that the time and memory requirements increase greatly with the number of distinct normals in the input model and also when trying to create large-scale structures with small-scale detail. It is likely that the performance can be improved since model synthesis creates a lot of vertices and edges that are not used in the final output model. They might end up on a face or in empty space. The difficulty is that when the algorithm starts, it is not clear which vertices and edges are needed and which are not. It may be possible to start with fewer vertices and edges, but add them in later as needed. There also may be a way to approximate curved objects with a few flat surfaces that work with model synthesis. Flat objects only need to be bent slightly to create curved object. Finding a way to use small deformations within texture synthesis or model synthesis could potentially be very valuable.

Other limitations discussed in Section 4.8 involve handling non-trihedral vertices and dimensional constraints that are not in integer multiples of the plane spacings. One solution is to find a way to implement or approximately implement the approach in Section 4.4 that uses Minkowski sums. There also may be a way to slightly alter the face normals, so that non-trihedral vertices fit on a grid or to create the meshes with trihedral vertices and then fuse the trihedral vertices together to create non-trihedral vertices.

The adjacency constraint assumes that every neighborhood of $M$ is a translated copy of some neighborhood of $E$, but another interesting problem would be to allow rotated copies or scaled copies or even copies with an affine transformation.

Another interesting topic for future research is to find a way to more easily identify infallible models and to find ways of converting from fallible models to infallible models as described in Section 3.3.7.
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[^0]:    ${ }^{1}$ One possible objection to the example in Figure 3.6(b) is that the labels have not been assigned in scan line order since the top row contains a 0 ' label. But it would not be difficult to construct a more complicated example that would illustrate the same result in scan line order.

[^1]:    ${ }^{2}$ Failures have been observed for the forest model, but only for large models $50 \times 50 \times 10$.

