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ABSTRACT
SANYA CARLEY: Electricity diversification, decentralization, and ddxarization:
The role of U.S. state energy policy
(Under the direction of Richard N. L. Andrews)

In response to mounting concerns about climate change and an over-dependence
on fossil fuels, U.S. state governments have assumed leadership roles in eneygy polic
State leaders across the country have constructed policies that lectyetity sector
operations, and aim to increase the percentage of renewable electneitstopa,
increase the use of distributed generation, and decrease carbon footprints. The polic
literature, however, lacks compelling empirical evidence that statdiwesaoward
these ends are effective.

This research seeks to contribute empirical insights that can help fill thigwoi
the literature, and advance policy knowledge about the efficacy of thasemasts. This
three-essay dissertation focuses on the assessment of state energngialicyents
aimed at the diversification, decentralization, and decarbonization of the WiHcile
sector.

The first essay considers the effects of state efforts to divelsiyricity
portfolios via increases in renewable energy. This essay asks: arlewthtenewable
portfolio standards (RPS) effective at increasing renewable energydepit, as well as

the share of renewable energy out of the total generation mix? Emhpascilts



demonstrate that RPS policies so far are effectively encouragaigenewable energy
deployment, but not the percentage of renewable energy generation.

The second essay considers state policy efforts to decentralize theeot&isl
sector via instruments that remove barriers to distributed generation (DGYydepit.
The primary question this essay addresses is whether the removal of laged bats as
a primary motivating factor for DG deployment. Empirical results rethedinet
metering policies are positively associated with DG deployment; intercoome
standards significantly increase the likelihood that end-users will adopt [R@ita and
utility DG adoption is related to standard market forces.

The third essay asks: what are the potential effects of state energy polic
portfolios on carbon emissions within the U.S. electricity sector? The resultafr
electricity modeling scenario analysis reveal that state polidfobos have modest to
minimal carbon mitigation effects in the long run if surrounding states do not adopt
similar portfolios as well. The effectiveness of state-level policy plar can increase
significantly if surrounding states adopt similar portfolios, or with the introcluci a

national carbon price.
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CHAPTER 1

INTRODUCTION

The U.S. electricity sector is a major contributor to global climate ehdrtge
sector accounts for roughly 40 percent of total U.S. carbon dioxide emissions and 30
percent of all U.S. greenhouse gas emissions. The majority of these emissierfsocom
large, centralized fossil fuel plants, which dominate the electricity saatbgenerate the
bulk of our electric power. Alternative sources of electricity, such as adslevenergy,
make up only a small fraction of the total electricity mix. As the global gtalsting of
climate change evolves, and interacts with other significant energgrosaeincluding
but not limited to over-dependence on foreign fossil fuels, energy security, air sard wa
pollution, and fuel price volatility—the need for a change in electricitggdion and

operations grows.

In response to the proliferation of these concerns over the past decade, and a
growing consensus that the combination of these issues may require public policy
solutions, state governments across the country have assumed leadershipheles in t
energy policy arena. In the absence of a comprehensive federal congrigssiative to
address climate change, states have introduced, on a piecemeal basissiaguarprber
of new policy instruments in attempt to decrease their carbon footprints, indrease t

percentage of renewable energy in their generation portfolios, and increaseotina of



generation that comes from local, dispersed energy resources. In facthtieespolicy
objectives—decarbonization, diversification, and decentralization—have broadigdiefi
and guided state energy and climate policy efforts to date.

Standard policy instruments, such as a grant or tax incentive, are not well suited t
deal with problems as substantial and difficult to measure as global wasnorgr-
dependence on fossil fuels. Nor are they suited to deal with an industry in which private
and public firms share a market, regulated and deregulated systems starbnasy
utility service territories are not confined by state borders, utiligld@ment decisions
last decades, and price signals cannot be observed when the consumer purchases
electricity. In light of these challenges, state governments have exhiimimense
creativity over the past decade and a half in designing new and tailoringgexist
instruments to meet current circumstances.

Some states have already experienced notable success with the implemehtat
these instruments. Texas, for instance, has increased wind energy deployment
significantly as a result of its renewable portfolio standard, which egjthat a certain
percentage of Texas’ overall electricity generation come from rdslewwaergy sources.
Aside from Texas, and a few other scattered success stories, however, the polic
literature lacks compelling evidence of the effectiveness of thesenrestts to date on
shaping electricity generation changes. Furthermore, there arenigwoal studies that
test whether state energy policy instruments are effectively angidwir stated
objectives. The majority of literature on the subject is either qualitativesearch
design, or focuses exclusively on national-level policies and effects. Eal@itate level

electricity policy analyses are largely absent from the literaiums void in the literature



is due to the difficulty of measuring state level energy policy effettributable to the
complexity and variation of the instruments across states, the patchyofahes state-
by-state adoption, and the long time frame over which policy results becomerabdas
This lack of empirical evidence limits the lessons that are available tosbébes
regarding how these instruments work, which are effective in what circuresteand
which work well together. This type of information will become increasingpoirtant
as the federal government’s discussions of energy and climate policy,exuivas steps
are taken on the national level to address the policy concerns listed above.

This three-essay dissertation seeks to contribute empirical insightamhag¢lp
fill this void in the literature, and concurrently advance policy knowledge about the
effects of state level energy policy instruments within the elegtseictor. Specifically,
this dissertation focuses on policies adopted by state governments throughdut what
phrase as the “era of state energy policy innovation” to tdyviersify, decentralizeand
decarbonizehe U.S. electricity sector. All three essays contain empirical semly
focused on the effects and effectiveness of current U.S. policy instrumeniphibat
these policy objectives. The research approach of each essay is tailoseglitdiitg
research question and the inherent limitations of the data. Particulamoatisrgiven to
the selection and application of each empirical model in effort to maxihez&tdtistical

and external validity of the combined analysis.

Essay 1. Diversification: The Case of Renewable Energy and Portfolio Standards
The first essay considers recent state efforts to diversify tleeirieity portfolios

via renewable energy development. This essay primarily focuses on thelsEnewa



portfolio standard (RPS), which, to date, is one of the most prevalent and innovative
renewable state level energy policy instruments. RPS policies aim tasadre
percentage of renewable energy generation in the total generation mbowe

This essay evaluates the effectiveness of these programs with aicampi
assessment of the relationship between state RPS policies and the perdentage o
subsequent renewable energy electricity generation. This essagsaddigo guiding
research questions. First, are RPS policies effective at increasieg sbtal renewable
energy generation? Second, are RPS policies effective at increaspegdbetage of
renewable energy generation out of the total generation mix, as they adedte do?

In this vein of inquiry, | compile state level data between 1998 and 2007 from a
variety of sources, including the Energy Information Administration, theb2agafor
State Incentives for Renewable Energy, and the U.S. Census Bureau, among other
sources. After a thorough consideration of the causal mechanism between RPS and
renewable energy deployment, and the methodological conditions that maximize one’s
ability to appropriately estimate this mechanism, | apply both a fixedteffieodel and a
variant of a standard fixed effects model that is new to the empiricatuiteraeferred to
as a fixed effects vector decomposition model.

Model results demonstrate that RPS policies are, to date, effectively egingura
total renewable energy deployment, but notgkecentagef renewable energy
generation in states’ electricity portfolios. These findings revelabacoming of RPS
policies, potentially attributable to weak, poorly enforced, or slowly implerdgrgralty
mechanisms, RPS benchmarks that are too ambitious, or a lack of integratiombetwee

supply-side and demand-side measures.



In response to these findings, this essay asks, should one care if statdim@re fal
short of their renewable energy percentage goals if they are stasiog total
renewable energy generation? Some would argue that we ought not RR&rpolicies
are effectively encouraging renewable energy investment and openitigiyemarkets
to development, thereby making renewable technologies more competitive with
traditional systems. Others would argue differently. RPS policies are dine stfongest
and only mechanisms that the U.S. has yet to adopt to address climate changg. Twe
seven states have crafted regulation in promotion of renewable generation amdtheithi
next several years, additional states and the federal government will caugéng
their own version of an RPS. Yet if the ultimate intent of renewable eneliglatem is
to reduce emissions associated with climate change, then increasngbte generation
without enforcing a relative decrease in the proportion of fossil fuel generatiorotv
achieve these objectives. Increases in fossil fuel generation wilhaert increase
carbon emission levels in the atmosphere. One may conclude, therefore, thatiBiEs pol
may ultimately be more effective if implemented in conjunction with programs$afopt
energy demand with efficiency and conservation measures or, alternatiitRlgarbon

cap-and-trade mechanisms.

Essay 2. Decentralization: The Case of Distributed Generation and Metering Standards
While centralized electricity and large-scale transmission anddistn

networks still dominate the U.S. electric industry, this model of electgeiberation has

been challenged in recent decades. Critics of large-scale élgciperations question

their costs, security vulnerabilities, environmental impacts, and wasteenagien and



transmission, and advocate instead for a more decentralized industry composed of a
greater number of smaller-scale and more localized generatitigefacin view of these
concerns, some industry leaders have begun to modify the scale of theiriglectric
operations. Federal and state policymakers have concurrently enactedidegilséd

specifically focuses on size and scale of power generation.

The second essay of this dissertation considers policy efforts to deczentnali
U.S. electricity sector, specifically via instruments that remove theelsato distributed
generation (DG) deploymehiThe primary research questions of this essay are, what are
the motivating factors behind the trend toward a more decentralized eteahdistry,

and how great of a role do public policy incentives play in DG adoption and deployment?

This essay primarily focuses on two policy instruments: net meteringgsoéind
interconnection standards. Net metering policies allow end-users to “hoakD(he
units to the electricity grid, and buy (or “sell”) electricity from (tbg grid when the DG
capacity is short (in excess) of the customers’ electricity needscdnteection standards
are state-implemented standards that explicitly outline the protocols ttilétyanust

adhere to when hooking DG units up to the grid.

| begin this essay with a review of the associated literature, and a $ymthie
varied definitions and classifications of DG systems that populate theurgerht
additionally discuss how the link between DG deployment and decentralizeg energ
policies remains tenuous in the literature. In effort to classify thiks licompile a

database from a variety of public sources and aggregate the data at thiewlitThe

! Distributed generation is a small-scale elecyiaitit, generally between 1 kW and 5 MW in sizattban
be isolated from the electric grid. DG units aregyally located close to the end-user—“decentrdfize
in order to maximize transmission and distributidficiency. DG is generally touted as a cleaner zuode
efficient electricity supply option, relative tor¢ge-scale fossil fuel operations.



data are in 2005 values. In testing the relationship between DG capacity andithese t
policy instruments, | additionally control for confounders that affect both policy
implementation and DG deployment, including utility characteristicsiretgy market
conditions, socio-economic factors, and supporting state legislation. | aifleateghe
association between RPS policies and renewable-based DG deployment.

The empirical model considers utility decisions of whether to adopt DG
operations and, if so, how much capacity to deploy. According to these objectives, |
estimate a two-part model and bootstrap the standard errors of the maregictal &ff
additionally divide the sample into customer- and utility-owned DG, respegtaved
estimate separate probit models for the likelihood of DG ownership for each sample.

The results of this analysis demonstrate that state policies that aidute these
barriers are effectively obtaining their policy objectives. Intercotioie standards and
net metering policies significantly increase the likelihood that a conswithedopt DG
capacity. It is evident that a trend toward more integrated and standard prédocols
electricity interconnection reduces costs and bureaucratic hassbesaged with
consumer DG hook-ups. Net metering protocols, it can be further inferred, reduce the
technical barriers to DG deployment and make DG adoption on the customer side of the
meter more feasible. Utility DG adoption, on the other hand, is not enhanced by technica
and technological standards, as are customer DG operations, but is instedg strong
related to standard market forces that introduce competition and price signals
historically heavily regulated market. Specifically, deregulatiorctedtéty price, and

household income are all positively and significantly associated with @i&ydoption.



The empirical results indicate, however, that there may be conflicts lmetwee
concurrent movements or transitions within the electric industry, spegifiiztiveen a
move toward greater reliance on renewable energy versus on distributedigenerat
Utilities that are mandated to comply with an RPS policy are less inclined toyde@l
power, and appear to prioritize their investments in renewables over their investme

DG. This paper suggests avenues for further investigation of this issue.

Essay 3. Decarbonization: The Case of Carbon Mitigation and State Energy Policy

Portfolios

Concurrent with diversification and decentralization efforts, state govetsme
also seek to reduce greenhouse gas emissions, or “decarbonize” the U.8itglectri
sector. To date, most state level decarbonization efforts typically includéaipaf
state-selected and -tailored energy policy instruments. The number otlsthtiesve
already adopted or are currently drafting energy policy portfoliosramegito rise. The
empirical literature, however, has yet to conclude that state energy pailtéylips can
generate results in a similar magnitude or manner to their presumed catigationi
potential.

The third essay considers state level policy efforts to decarbonize the U.S.
electricity sector, and is guided by the following research question:amadhe potential
effects of the adoption of state energy policy portfolios on carbon emissions in the U.S.
electricity sector? This essay seeks to address the lack of policy evafestate level
decarbonization efforts and contribute empirical insights on the carbon mitigd&ots ef

of state energy portfolios within the U.S. electricity sector. Followegarecedent set



by national-level energy modeling analyses, this essay analyzdtettte ef portfolio

scenarios in a dynamic modeling environment. Additionally, this analysis congige

carbon mitigation effects of state portfolios both with and without a national carben pric
Using a dynamic, long-term electricity dispatch model with U.S. power plant,

utility, and transmission and distribution data between 2010 and 2030, the third essay

models a series of state policy portfolios in a comparative scenario analysieffects

on greenhouse gas mitigation, electricity price, and generation resatgagsmpared

across state scenarios.

Model results reveal that state energy policy portfolios have the potential to
reduce greenhouse emissions over the long run. Coordinated energy policy portfolio
efforts, as facilitated across multiple states, a region, or the natropra@@uce minor to
significant improvements in the decarbonization potential of policy actions. The
difference in decarbonization potential between isolated state policies ged taore
coordinated policy efforts is due to in large part to carbon leakage, which igthre @l
carbon intensive fossil fuel-based electricity across state lineglt&®kakso confirmed
that a carbon price of $50/metric ton €&@an generate substantial carbon savings.
Although both policy options—energy policy or climate policy—are effective, nagher
as effective alone as when the two strategies are combined.

The third essay concludes that, in the continued absence of national climate
change legislation, the effectiveness of state decarbonization polinies aaproved
with efforts to coordinate energy and climate policy action across stater®ovih either
state partnership agreements or regional policy coordination. Assumirlgepaitmary

objective of energy policy portfolios is to reduce GHG emissions over the long run,



individual states can also make concerted efforts to align the policy obgetna:

therefore the policy design features, of the various policy instruments in theiripsrtfol

The concluding chapter combines findings from each of the three essays,
compares and synthesizes them, and discusses implications as they re&ateleodf
public policy in altering operations within the U.S. electricity sector. Agrnather
guestions, the conclusion addresses the following. What are the effects and kboweeffe
are state level energy policy instruments at attaining their policy olgs@tHow
compatible, or not, are policy instruments that focus on decentralization, doadisifi
and decarbonization? Which lessons can be extracted regarding the role atidl pote
limitations of state policy efforts? Based on these findings, what are pcssgiaes for

future research?
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CHAPTER 2
DIVERSIFICATION: THE CASE OF RENEWABLE ENERGY AND

PORTFOLIO STANDARDS

Introduction

Perhaps now, more than ever in the realm of environmental history, does Carl
Van Horn’s assertion that state governments are “arguably the most responsive
innovative, and effective level of government in the American federal sygtéam”
Horn, 1993, p. ix) ring true. Indeed, in response to global calls for a systematic solution
to climate change, state governments are proving themselves as clearp@rergss.
State leaders across the country are adopting renewable energy iscemtigecing
integrated resource planning programs, and some have even set carbon abaxtefsent |

to reduce future emissions.

While states have a variety of incentives and regulations from which to choose,
one of the most prevalent and innovative policy instruments is the renewable portfolio
standard (RPS). An RPS is a state-mandated program in which a percenthgeejoofs
a state’s overall electricity generation must come from renewabigyefiereafter
denoted as RE). Under an RPS program, utilities are required to invest in REssyste
order to meet their percentage requirement. In 1998 only three states had adopt®d an RP

policy. By 2001, nine states (18%) had adopted an RPS and by early 2008, 27 states



(54%) had non-voluntary RPS programs; the adoption rate continues to rise. Figure 2.1
presents a timeline of RPS adoption across all states according to thewbkenth each
policy became effective. Supporting incentive and regulation package&dcosah
state-by-state basis, also aim to assist in the development and deployneeeinable

energy.

Figure2.1 RPSTimeline

MN;
TX; . MA; — F CA F_ “g
ME wi CO; ND;
PA; VA;
NV MT; WA;
VT; IL
DE; MO
I NM:; D.C. OR
10 N MD;
AZ HI;
RI;
NY OH;
cT uT
‘I\Al

VvV

198! 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

This trend of state energy policymaking is encouraging to those who fear the
ramifications of global warming and an over-reliance on foreign fossil fuelsiew
studies verify that state initiatives toward these ends are highlyiedf@ttincreasing the
electricity sector’s diversification of fuel sources. Despite thergesce in research
attention that is now devoted to RE policy, the causal link between state RE policies and
RE development remains tenuous. This study aims to explore the relationship between

state policy incentives and RE deployment and, by doing so, shed light on the current
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debate surrounding the effectiveness of state RE policy innovation in the wakeatécl

change.

Background
RPS policy design

Different renewable portfolio standards across the country have considerabl
variation in policy objectives and policy design. The majority of policy objectivesca
facilitate the diversification of electricity generation mixes, inseerenewable energy
deployment, reduce state reliance on fossil fuels, help renewable eoerggssbecome
cost-competitive with conventional energy sources, reduce carbon emissionsgenhanc
economic development, or various combinations thereof. Policy design features tend to
vary in the following attributes: structure, size, application, eligibilityg a
administration. For a more thorough discussion of these variations in design, refer to
Wiser et al. (2007). Despite these sources of variation, all RPS polici¢és mionease
the percentage or the total amount of renewable energy. All non-voluntary RR&spolic
mandate that such a percentage or total must be attained by a given year, save
Massachusetts’ RPS policy. Table 2.1 presents the final percentage ggedafat all
states with mandatory standards. States with a non-percentage basedeaal ha
equivalent percentage displayed in parenthesis. Voluntary standards are notinclude

this table, although all statewide voluntary RPS policies are included in Figure 2€l abov
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Table2.1. State RPS Final Targetsand Years

State Current Final Target Current Terminal Year
Arizona 15% 2025
California 33% 2020
Colorado 20% 2020
Connecticut 27% 2020
Delaware 10% 2019
Hawaii 20% 2020
Illinois 25% 2025
lowa 105 MW (~2%) 1999
Maine 30% 2000
Maryland 22.5% 2020
Massachusetts Ho 2009
Minnesota 25% 2025
Montana 15% 2015
Nevada 20% 2015
New Hampshire 24% 2025
New Jersey 25% 2021
New Mexico 20% 2020
New York 24% 2013
North Carolina 12.5% 2021
Ohio 25% 2025
Oregon 25% 2025
Pennsylvania 18% 2021
Rhode Island 16% 2020
Texas 5,880 MW (~4.4%) 2015
Utah 20% 2025
Wisconsin 10% 2015
Washington 15% 2020
Washington D.C. 11% 2022

a. In 2006, Maine enacted new RPS legislation thatdats that 10% of all new generation must come Riby

2017.

b. Massachusetts’ RPS mandates 4% RE by 2009 andd#ioadl 1% for each year thereafter with no spedif
terminal year.

c. Minnesota's RPS mandates that Xcel Energy depl@&y BE by 2020 and that all other utilities deploy@by
2025.

d. New Mexico also mandates 10% RE by 2020 for aHlrakectric cooperatives.

North Carolina also mandates that 10% of all 2@28irsales be RE for cooperatives and municipbfies.

Oregon also mandates that small utilities depldy Hhd smallest utilities deploy 5% RE by 2025.

Utah's RPS, passed in 2008, is considered by sorbe & “goal” because the mandate specifies thahRE be

deployed when ‘it is cost-effective” to do so (DER008).

bl 0}

RPS policies require utilities to invest in RE systems in order to meet their
percentage requirements. The majority of states with RPS polioesailities to

exchange renewable energy credits (RECS), or renewable eneifiyatest, to help

utilities comply with RE mandates. RECs are tradable wholesalei@lyatommodities
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that represent one MWh of renewable energy generation. Utilities thaRRge
mandates, therefore, can purchase RECs in lieu of deploying one MWh of their own
renewable energy. RECs are generally exchanged within a statéoor, retgr-regional

or national wholesale REC markets are not yet well established (Holt ah®8u5).

Previous findings on renewable energy policy effects and effectiveness

The majority of literature on RE instruments relies on exploratory arsal$sene
use case studies (Gan et al., 2007; Gouche et al., 2002; Langniss and Wiser, 2003) and
others use additional qualitative evaluation techniques (Bird et al, 2005; Harmealink et
2006; Wiser et al., 2007). These analyses reveal that RPS policies havenerpesie
number of successes to date. In Texas, for instance, RPS legislatitinedfféed to the
deployment of 915 MW of wind in 2001 alone, more than twice the Texas 2001 RPS
benchmark (Langniss and Wiser, 2003). Some analysts, however, have noted that not all
states are on a current trajectory toward meeting their RPS mandades €W\al., 2007;
Wiser et al., 2004). Possible reasons for these shortcomings include: inadequsate polic
enforcement; policy duration uncertainty; overly aggressive RPS benchmarksrigo m
exemptions; or too much flexibility offered to utilities (Wiser et al., 200%&a/et al.,

2004).

Kydes (2006) and Palmer and Burtraw (2005) have modeled RPS policies using
bottom-up energy models. Kydes analyzed the potential effect of a 20 percealt feder
non-hydroelectric-based RPS on energy markets in the U.S. using the Erfiengyation
Administration’s (EIA) National Energy Modeling System. He concludetiRIFS

policies effectively increase RE adoption, reduce emissions, and increassttbé
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electricity by three percent. Palmer and Burtraw modeled variations o&féteS
policy proposals and tracked policy effects on electricity prices, utilitysinvent levels,
resource deployment portfolios, and carbon emissions. They concluded that RPS costs
are low for goals of 15 percent or less but rise significantly with goal@ pé&ent or
higher.

Despite RE policy’s growing popularity in research publications, however, there
are few studies that attempt to empirically estimate the effectivefistate RE policies,
nor that explore the causal inference between RE policies and RE deployment. Thi
dearth of research is potentially attributable to the nascence of thesenm ot lack of
comprehensive data, the variation in RPS designs across the country that maikalempi
analyses difficult, or the long time frame over which energy results becomeiaippa
Menz and Vachon (2006) present the only empirical analysis on the effects of state RE
policy incentives to date. Constrained by data limitations, Menz and Vachomatesiam
ordinary least squares regression model on a single-year sample of 3ac @it
which state policies significantly affect the amount of wind energy dgpaa the
number of wind development projects, respectively. The results of this analyts, w
insightful, likely suffer from statistical and external validity thee&@mitted variable bias
and low sample size likely affect the authors’ statistical validity andniethod of
sample selection affects the external generalizability of theirtsegwirthermore, Menz
and Vachon’s analysis considers the effects of RPS policies on wind energypdese

and deployment, not the percentage of wind energy in total generation portfolios. The

2 The authors draw their sample as follows. Theyirbeith all 50 states, then drop Alaska and Hawaii
because they do not have data on wind potentidh&se states. They drop nine more states—Alabama,
Florida, Georgia, Kentucky, Louisiana, Mississigphode Island, South Carolina, and Tennessee—
because they have no or low wind energy poterfatr running the model once, they additionally gro
the two states with the highest wind potential, @eand California. The remaining sample size istages.
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overwhelming majority of RPS policies, however, aim to alter the perceotd&je, not
simply the total amount of RE. The collective limitations of their findings faghkhe
importance of critical analysis of the methods and variables relatéatécesergy
policies that are used to assert causality and verify the effects deRiBI&tion.

Given the lack of consensus on whether an RPS policy is an effective RE policy
instrument, accompanied by a rise in new state RPS legislation and the ppssibil
future federal RPS legislation, there is a distinct need for further ieaimxploration of
the subject. The present analysis builds on previous efforts, particularly thdsdyya
Menz and Vachon, by directly testing the association between RPS policies aRdEtota
generation. | additionally test the association between electriggddRE policy
instruments and the percentage of RE generation across states. | aimetothas
following question: do renewable portfolio standards increase a state’s skdt@ dhis
study contributes further empirical evaluation of state RE eld@gtpolicies, and also
corrects for problems of low sample size, limited statistical gemalslity, and omitted

variable bias that have limited the applicability of previous studies.

M ethodology

The primary objective of this analysis is to explore the effectiveness of RPS
policies to date. | am, therefore, interested in identifying the causal effstate RPS
policies on the percentage of RE deployment. | begin this exercise by dravangah ¢
diagram that identifies the directional relationship between the treagfieat, an RPS
policy, and the outcome of interest, the share of RE electricity. This diagraimeced

acyclic graph (DAG), is presented in Figure 2.2; it accounts for all comenmes of the
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treatment and of the outcome, and helps identify and manage relationships between the
confounders, treatment, and outcome. The selection of the DAG components is
influenced by theoretical foundations of public policy and the empirical findindpeof t
associated environmental policy literature (Bennear, 2007; Mazur and Welsh, 1999;
Ringquist, 2003; Ringquist and Clark, 2002; Sapat, 2004), as well as by recent analyses
that specifically focus on RPS policy choice (Huang et al., 2007; Vachon and Menz,
2006) and their outcomes (Menz and Vachon, 2006).

Assuming this DAG is an accurate representation of the relationship of interest
can use it to first identify important elements of my methodology and then to menimi
bias in the estimates of the parameters. This DAG demonstrates, forenskeatd must
control for factors that confound the policy treatment variable and that, if dmitcaild
otherwise be captured in the error term. Omitted variable bias would tause t
explanatory variable to be correlated with the error term, and thus bias thei@oef
estimates. This DAG also demonstrates that it is important to control for uvalbser
variables that may concurrently determine the percentage of reneamaintyy deployed,
as well as selection of policy treatment. | must use an estimation proctmuesore,

that controls for both observed and unobserved characteristics.
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Figure 2.2 Directed Acyclic Graph for Renewable Energy Deployment
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Beyond controlling for observed and unobserved confounders, | also proceed with
one other objective—although it is not explicitly modeled in the DAG—in effort to
maximize statistical validity. | aim to estimate the model on a tageple size than
those that are used in previous studies, which ought to improve the precision of estimates
and generate more reliable standard errors. With only 50 states, the obvious solution is to
include time series data. There are additional benefits to using stetécgpnel data:
it will allow me to control for unobserved characteristics that | may notwibeibe able
to model explicitly; and it will allow me to track state trends over time bathinvand
between states, which will, in turn, give me an understanding of whether the
counterfactual is appropriate.

With these objectives in mind, one could choose among a variety of estimation
models. One would expect a standard ordinary least squares (OLS) model teeestimat
biased and inconsistent parameter estimates due to this analysis’ omigsioet of

invariant covariates. Similarly, an OLS model that does not control for statktime-
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invariant characteristics will estimate biased standard errors whenrtiie are
heteroskedastic or dependent within group. When omitted time-invariant vaaables
correlated with the policy instrument variables, a fixed effects modepreNide a
consistent and unbiased estimate of the parameters while concurrently confiolling
unobserved unit heterogeneit¥he state fixed effects model used in this analysis is:
Yst= ao+ PiXe+ 0Zastt 0olos+ pli + e, 1)
where, for states' at timet, Y is the logged share of renewable energy electricity out of
all sources of electricityX represents RPS implementatidh represents all covariates
that are time-variang, represents covariates that are time-invatjardz; represents a
vector of time dummy variables. The error teegg,can be decomposed into a time-
constant state-effect and an independent and identically distributed randeyeatate
term:
Est= st Nst. 2)

For equation (1) to correctly identify the causal effect of an RPS polityst be
the case that unobserved heterogeneity among states that adopt or do not adopt an RPS
policy affect RE deployment but not the trends in deployment. In other words, in absence
of an RPS policy, the trends in RE deployment would be parallel among states with and
without RPS policies.

Plumper and Troeger (2007) present a fixed effects vector decomposition model

(FEVD), which is more efficient than a standard fixed effects model wheatibeof the

%1f, on the other hand, these omitted time-invarisriables are uncorrelated with the policy coats, a
random effects model will provide a more efficiestimate than would fixed effects. Given the natire
these state-level data, however, | expect thateglfeffects is the most appropriate. To validai® th
assumption, | perform a series of Bruesch-PagarHanugman tests. For the sake of comparison, | geovi
results from a random effects and a pooled OLS iriadbe appendix.

* The time-invariant variables are only includedHa fixed effects vector decomposition model, whih
described below.
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between and within variance of the dependent variable is large, or when thetioorrela
between the time-invariant variables and the state effects is low. Babaumrmer is
particularly true in this analysis, | estimate an FEVD model as wel. droicedure
additionally allows me to recover the effects of relevant time-invariamtrely changing
variables that would otherwise remain captured in the state fixed effantates The
FEVD technigue was designed to deal with panel data variables that arehareiyng,
in which the variance across units is greater than the variance over time hadised
effects will soak up the explanatory power of these variables. Therefore, not asly doe
the FEVD technique provide a more efficient estimate when the percentagevafi&&
only slightly in some states during the study period, but it also allows me toitpl
model time-invariant variables—such as natural resource endowment—thatahdory
relevant literature indicate are important. The FEVD procedure, Plimperaager
posit, yields correct standard errors for the invariant variables and revet@sccurate
estimates of rarely changing variables’ explanatory power.

Adhering to Pliumper and Troeger’s procedures, | take the unit effects from the
first fixed effects model, and break them down into the portion that is explained by the
time-invariant variables and the error term. | then re-estimate thearigodel with a
pooled OLS, but this time include the revealed error term from the prior step and the

time-invariant variable<,.

Data

Public state-level energy data are rarely comprehensive. This studjotbere

compiles individual variables from a variety of public sources between 1998 and 2007 to
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create a state-level energy database. These years span the adoptidrabplases of

RPS implementation for a number of states. With 50 states and ten years, thegresul
sample size begins with 500 observations. Because the wind potential variabkang mis
observations for Hawaii and Alaska the final sample has 480 observations. All summa

statistics are presented in Table 2.2.

Table 2.2 Variable Definitions and Summary Statistics (n=480)

Variable Definition Mean Std. Dev. Min. Max.
(or %)

RE share Share of renewable energy electricity 2.65% 0.039 0.00 0.32
(in MWh) out of total generation

RE total Total amount of renewable energy  180.67 343.58 0.002480.00
electricity (in 2000 MWh)

RPS State has an operational RPS policy 28.13 0.42 0.00 1.00

House score LCV House of Representative pro- 0.43 0.29 0.00 1.00
environment score

Per capital natural resource Number of state and local natural 0.84 0.52 0.18 3.16

employees resource employees per 1,000 capita

Petro/coal manufacturing GSPercent of total GSP that comes from  0.0035 0.0092 0.00 0.13

petroleum and coal manufacturing

Gross state product per capita Annual gross statupt per capita 36,485.85 7,826.93  21,802r87784.18

Growth rate of population Annual change in stateytation 0.90% 0.02 -0.06 0.11

Electricity Price Average annual retail electrigisice 7.34 2.27 400 16.45
(in cents/kWh)

Electricity use per capita Average MWh electriaised per 17.50 13.81 4.58 94.46
person, per state

Percent regional RPS Percent of regional staté$ithe an 18.38% 0.24 0.00 1.00
RPS policy, lagged by one year

Wind potential Windy land area in 10,000 %as of 2.17 3.60 0.00 12.37
1991

Biomass potential Estimated cumulative biomass 1,064.28 844.73 11.5%,335.92
guantities as of 1998 in 10,000
tons/year

Solar potential Technical daily max in 10,000 MWh7,437.54 6,013.21 156.064015.89
of total solar energy

Tax index Weighted index of corporate, sales, 1.19 1.14 0.00 4.00
industrial, and property tax options

Subsidy index Weighted index of grants, loans, and 2.34 0.62 1.00 3.00
rebates

Deregulation State is partially or entirely 26.4% 0.44 0.00 1.00

deregulated
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Outcome variables

| use two separate dependent variables. The first dependent variable tsithle na
log of RE percentage of electricity generation per y&anis variable is computed by
dividing each state’s annual amount of RE electricity generation, excluding
hydroelectricity, measured in Megawatt-hours, by the total amount ofieitgctr
generation by all sources. | emphasize that this outcome variableisrtemtagef RE
electricity out of total state fuel blends. In the second series, the dependibieva the
total amount of annual RE generation, excluding hydroelectricity, measured in thousands
of Megawatt-hours. This dependent variable is more consistent with the typEs of R
variables used in other analyses (Menz and Vachon, 2006; Bird et al., 2005; Langniss and
Wiser, 2003). Data on electricity generation come from the EIA statiieikyc

databases.

Policy Variable

The primary variable of interest is an RPS policy. | employ a dichotomous RPS
variable, equal to one if a state has an RPS policy in a given year and equalifttheer
state does not have an RPS pofi&\ll policy instrument data are extracted from the
Database of State Incentives for Renewables and Efficiency (D$N®Eh Carolina

Solar Center, 2009). The DSIRE outlines which policy instruments are operatimsas ac

® After performing a series of functional form tests kurtosis test for normality, a Bera McAleer fest
Box Cox test, and a Wooldridge test—I determinexd the dependent variable should be logged to avoid
specification error and possible biased estimatésconsistency as a result of this error.

® | additionally operationalize the RPS variablévim separate ways: as a continuous variable tfiatts

the percentage RPS goal at the terminal year; suath @rdinal value that reflects the degree of B&S,
where 0=no RPS, 1=voluntary RPS, 2= “weak” RPSs(than 12 percent RE by terminal year), 3=
“medium” (between 12 and 24 percent RE), and 4rofg}” RPS (greater than 24 percent RE). Both
variables generate model results that do not sotbsetdy differ from the main models.
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the country and the date of adoption for each electricity-based policy instroyneath
state.

Three assumptions are made about RPS policy program implementation. First, an
RPS policy is only considered operational according to the effective date of policy
implementation, not the adoption date, as listed on the DSIRE website. Second, any RPS
policy that became effective in either November or December is not codddcivef
until the following fiscal year. For instance, if a state effectivelyrizeg RPS program in
November 2003, the value of their RPS variable equals zero from 1998 to 2003, and one
thereafter. Third, | do not code any voluntary or “goal” based RPS policies as a dandate

standard.

Political and environmental institution factors

A diverse literature, embedded within the disciplines of political science and
public administration, argues that institutions frame the manner in which paliticas
operate, and both directly and indirectly shape the structure of policy outcaaes (s
Shepsle, 1989; Hall and Taylor, 1996; North, 1990; Steinmo and Tolbert, 1998;
Weingast, 1989). Many environmental policy theorists also hypothesize thapHuitga
of political organizations, the ideological underpinnings of political actors, arrd inte
party competition all affect the likelihood of environmental policy adoption and the
degree to which outcomes conform to the policy objectives (Bennear, 2007; Mazur and
Welsh, 1999; Ringquist, 2003; Ringquist and Clark, 2002; Sapat, 2004). In consideration
of these theories, and countless others that may posit more intricate hypothese

institutional dynamics and policy implementation, this study uses threecgbliti
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covariates to account for the institutions that help ensure, or alternato/elyt ensure,
the success of policy incentives or directly affect RE development and depldyment

First, | include a variable that represents a state’s legislativenttorant toward
environmental policy. State legislators are able to affect state pbiimygh their ability
to pass legislation, to continually uphold the tenets upon which a policy issue rests
through support of related future legislation, and through their control of agency$udge
as a possible means of control over agency capacity and ability to deahevrigly e
issues. The League of Conservation Voters’ (LCV) environmental scorecantheios
the annual average pro-environmental vote for all members of the House of
Representatives between 1971 and 2007. Following a conventional assumption, states
with governing bodies that are oriented toward pro-environmental legislation are
expected to demonstrate a greater commitment to green energy development and,
consequently, have higher rates of RE deployent.

Second, | include the number of per capita state and local employees in natural
resource governmental positions. This variable represents the capacitgtéhand local
bureaucracies have to respond to emerging environmental challenges. Ithegditdtes
with larger bureaucratic natural resource workforces will have aegralaility to address
imminent environmental issues, tackle a variety of environmental and energglrela

problems, and allocate goods and services that aim to increase RE development. This

" originally included a fourth political instituin variable, the number of 501(c)(3) nonprofit arigations
registered with the IRS that have an environmeguality and protection purpose according to thedya
Taxonomy of Exempt Entities Code. After analyzihg tesults of our model, however, | determined that
this variable is irrelevant and it would ultimatelgcrease the efficiency of our model if included.

8 |l intend for this variable to also reflect or east demonstrate great overlap with public awaseags
environment or energy issues. | do not includepasde public awareness variable in this modellsEa
1) such a variable is not available at the statel leith variation in time; and 2) such a variableuld be
highly collinear with the LCV environmental scoretaariable.
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variable is operationalized as the number of state and local natural resoplocgees
per 1,000 people, and is extracted from U.S. Census Bureau databases.

Third, I include the percentage of total gross state product (GSP) that is
attributable to petroleum and coal manufacturing. This variable is intendqutésent
the strength of fossil fuel-based interest groups and will likely have aiveegasociation
with RE deployment. These data are extracted from the U.S. Bureau of Economic

Analysis.

State socioeconomic factors

The model includes two state socioeconomic covariates: per capita gtess st
product and the growth rate of the populafi@oth variables are extracted from U.S.
Census Bureau data. Consistent with other environmental policy analyses (Rjngquis
1993; Sapat 2004), | predict that states with greater wealth, other thingsvatilnglve a
higher percentage of RE because they have the ability to invest more he&Hy i
deployment or other green energy opportunities. States with larger grogghwikt
likely build more power capacity to satisfy growing state demand fotrigigy;
renewable energy deployment may be a viable option for satisfying risingrdl. It is
also possible, however, that larger population growth rates will be associdted wit

increases in base load fossil fuel generation, such as coal-based power.

State electricity trends

° Originally, | also included household income add@ational attainment in the model; after findihgtt
both variables are irrelevant to the model, | reetbthem.

26



It would be inappropriate to estimate a model that considers the main drivers of
renewable energy deployment without controlling for motivating trends thapeuogfic
to state electricity markets. | control for three such state eliggtirends that, if omitted,
would confound the policy treatment variable and bias the estimates. The firbteveria
the annual amount of total electricity generated per state divided by tugatsg state
population per year. Similar to the annual population growth rate variable, iticsildit®
predict a priori the effect of greater electricity use per capita oneRByiment. It is
possible that greater demands for electricity could encourage RE developehéns y
also possible that greater rates of demand could promote larger investmentiaatdase
centralized power from coal or natural gas. The direction of associationkefyl li
depend on the type of electricity demand—base load, intermittent, or peak—and how this
demand contributes to seasonal and daily load curves.

The second electricity market variable, deregulation, indicates whetlste das
restructured its electricity market. States that have either padidully restructured
their electricity market are coded to equal one; states that have kept theit ma
regulated or have “destructured” their market after a period of deregutatve a
regulation variable equal to zero. The deregulation variable is time-invandrgo is
captured by the state fixed effects in the regular fixed effects model,ibaolided as an
independent variable in the FEVD model. To date, there is little consensus redaeding t
environmental and RE development effects of electricity deregulation (R4l8%%).
Some argue that deregulation will help ensure consumer choice, lead to greatetr produ
differentiation, and encourage increases in RE-based research and deve(D@ineas

et al., 2007). Counter arguments contend that deregulation will merely encouragma ris
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conventional, centralized fossil fuel generation due to traditional economies chdale
the cost advantage of fossil fuels over renewables.

The third electricity market variable is the average annual retail drededaricity
across all end-users, measured in cents per kilowatt-hour. Electricitydptacare
extracted from the Energy Information Administration’s Office of Coal, dagl
Electric, and Alternative Fuel’s electricity databases. E@ttrprice may be negatively
associated with renewable energy deployment; the higher the pricetatiledhe less
likely state utilities will be to invest in relatively more expensive watde energy
sources of electricity. On the other hand, electricity price may be pbgiissociated
with RE deployment: a higher price of electricity has the potential k& iR& more

economically feasible.

Natural resource endowment

All resource endowment variables are time-invariant and, therefore, ohlgeadc
in the FEVD model as separate from state fixed effects. For wind poweatiphteuse
Elliot and his colleagues’ 1991 estimates of the available land area in wiadltkes or
higher, excluding land with zoning restrictions (Elliot et al., 1991). It is impbttanote
that these data only include onshore land area, and do not include windy land that is
located offshore but still in a state’s jurisdiction. For biomass potentiad, adsh and
his colleagues’ 1998 estimates of cumulative quantities of all biomass soaomded
in tons/year (Walsh et al., 1998). Solar potential is recorded as the avenatipdyraolar
radiation over a time span of thirty years, 1961-1990, for a south-facing flat-pla

collector tilted at zero degree tilt (measured in k\WAtdiany), multiplied by the state area
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(measured in A). Measured in MWh per day, this variable represents the maximum
electricity output that is technically possible given the solar radiationsawiddrea of
each state. Solar data are from the National Renewable Energy Labgratday’
radiation databases (NREL, 1992).

Although these data are the most extensive of all possible sources, they do have a
few drawbacks: a few of these data sources are missing information foii Hiagva
Alaska; these variables rely on potentially outdated estimates; and thede data
represent actual electricity generation potential. The first issugres that | drop Hawaii
and Alaska from the sample. The second problem is not much of a concern—it is fair to
assume that natural resource endowments remain relatively steasly tatre and pre-
1998 resource endowment data is ultimately useful since these values are not
contemporaneously determined with RPS implementation. The final issue requites a
of caution. The natural resource figures used in this analysis do not represent the amount
or share of electricity that could come from these resource endowmentarehagrely
absolute figures that indicate resource potential. | do not convert from repoteoéal
to electricity potential because this conversion would require critical gsisun® about
the overlap between technical, economic, and political feasibility, which is beyend t

realm of this analysis.

Other state energy policies
| also control for the effects of other RE policies, including grants, loandesgeba
and tax incentives. Due to data limitations, | am not able to include sophisticated

measures of annual grant or tax incentive expenditures. Working with availtbfeoda
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DSIRE, | create two policy indexes: one represents the number of diffgnestdf

annual operational subsidy policies and the other tax incentive policies. Grants, loans
and rebates are transformed into an equal-weighted subsidy index that rangessdrom z
to three. If, for instance, a state has a grant program in 2003 and both a grant and a loan
program in 2004, then their subsidy index would equal one for 2003 and two for 2004.
The tax incentive index is similarly constructed: all forms of tax ingesti-corporate,
personal, property, and sales—are made into an equal-weighted tax index theat range
from zero to four. Both variables have little variation over the study period and so | onl
include these variables in the FEVD model. | recognize that both variablesude
representations of supporting policy instruments, yet this method allows meuteincl
these variables in the model without compromising degrees of freedom or unnbcessari
complicating the variance-covariance matrix used for model estimation.

The choice of whether and how much RE to deploy, as well as the choice of RPS
adoption, is likely influenced by regional RE markets. States within the saio& may
develop and deploy RE either to comply with their own RPS requirements, or to sell the
resulting RECs to surrounding states. | must, therefore, control for theniceloé
regional REC markets on state RE deployment. | do so by including a firethleain the
model: the percentage of regional states that have RPS policies, lagyss ymar. |
created this variable by dividing all states into their respective regiorest-Widwest,
Northeast, Southwest, Southeast—and documenting all regional relationships in a social
accounting matrix, and then multiplying the resulting matrix by a laggednr@$x. If
the percentage is high, | hypothesize, states will be more likely to deplanpdR&ell the

credits in the regional REC market. If only a small proportion of regional $tatesRPS
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policies, a state may be less likely, if at all, to deploy RE for region@l iR&rkets.
Clearly, the way in which | operationalize this variable is less idealithaimply
included location-specific REC prices or REC market size. Such direct esiabl
however, are not accessible for a large number of states or, in the evensthat it i

accessible, consistently measured across states and time (Holt&r20B)'°

Empirical results

Table 2.3 presents the results from the models with a dependent variable equal to
the share of RE electricity. Model 1 presents the fixed effects esiraati Model 2
presents the FEVD estimates. The results of both demonstrate that RPS paleia
small, positive association with RE share of electricity. This assoeistinot statistically
significant, however, thereby suggesting that RPS policies to date have niotasjyi

affected states’ shares of RE electricity.

19 RECs are most commonly traded in-state or witagian. To date, RECs are rarely traded inter-
regionally (Holt and Bird, 2005).
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Table 2.3. Regression Resultswith Dependent Variable: L ogged Share of Renewable

Energy Electricity
I'ndependent Variable

RPS

House LCV voting score

Natural resource employees per capita

Model 1: Fixed ertects

0.126
(0.141)
2.213
(0.424)%
1.540
(0.395)%*

Percent petro/coal manufacturing of total GSPL3.296

Gross state product per capita
Growth rate of population
Electricity use per capita
Average retail electricity price
Percent regional RPS
Tax index

Subsidy index
Deregulated

Wind potential

Biomass potential

Solar potential

Year 1999a

Year 2000

Year 2001

Year 2002

Year 2003

Year 2004

Year 2005

Year 2006

Year 2007

FEVD Residuals
Constant

Observations

Number of state fixed effects
R-squared

Note: standard errors in parenthesis; * p<.10,<¢10%, **p<.01.

a. Omitted category: 1998

(6.608)*
0.0001
(0.00002)**
-1.262
(4.509)
-0.120
(0.030)***
-0.289
(0.057)**
-0.684
(0.267)%*

-0.076
(0.166)
-0.024
(0.247)
0.020
(0.177)
0.126
(0.188)
0.302
(0.206)
0.222
(0.243)
0.213
(0.282)
0.167
(0.325)
0.108
(0.366)

-7.207
(1.095)%**
482
48
0.40
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Moael Z: FEVD

0.142
(0.091)
2.222
(0.165)**
1.498
(0.093)**
-12.837
(3.810)*+
@000
(0.0000007)**
-1.611
(3.606)
-0.118
(0.004)*
-0.281
(0.027)**
-0.622
(0.180)**
-0.004
(0.030)
0.369
(0.048)***
-0.753
(0.086)***
-0.119
(0.013)*
-0.00008
(0.00005)*
0.00006
(0.0000007)**
-0.065
(0.148)
0.004
(0.247)
0.049
(0.152)
0.169
(0.154)
0.340
(0.156)*
0.267
(0.161)*
0.251
(0.167)
0.191
(0.173)
0.161
(0.187)
0.987
(0.025) %
-7.905
(0.295) %
482

0.87



The regression results indicate that the political institution covariateshigivg
significant associations with RE share of electricity. The LCV sendegercentage has a
positive, significant association with RE share of electricity, as deesuimber of
natural resource state and local employees per capita. The percent elpe@aol coal
manufacturing contributions to total GSP is negatively and statistessiyciated with
RE share of electricity.

Table 2.3, with combined results from models 1 and 2, demonstrates that
additional variables are significant predictors of the percentage oeREtajion.
Electricity market trends and state fiscal resources are alsficagt predictors of RE
percentage growth. Both electricity price and electricity use jpetadaave negative,
statistically significant associations with the percentage of RE, holdialg@ constant.
Gross state product per capita is positively associated with the dependésievaha
percent of regional states with RPS variable is also statisticgflifisant, at the one

percent significance level, and negative.

The results of the FEVD regression demonstrate that additional time imtvaria
factors are highly associated with RE share of electricity. An additionsidyubolicy
has a positive and significant association with RE share of electricitshraé natural
resource endowment variables are significant, though the wind and biomass endowment
variables are, surprisingly, negatively associated with the outcome eaisyegulation
has a negative and statistically significant association with RE shalectricity.

Table 2.4 presents a second series of fixed effects models, in which the dependent
variable is each state’s total RE generation. The fixed effeatsatss presented in Table

2.4 are noticeably different than those in Table 2.3. The RPS variable is positive and
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statistically significant in both models. The political institution variablesnot
statistically significant at any conventional significance leveleshe natural resource
employee per capita variable. An increase in the amount of electricttypes@erson is
associated with an increase in the total amount of RE, holding all else constaliat\5imi
to the RE share model results, the average retail price of eledsioiegatively
associated with total RE deployment and gross state product is positivediatess. The
percentage of regional states with an RPS variable is also still negiatiségnificant. In
consideration of the time invariant FEVD parameters, deregulation, biomasscess

and solar potential have positive associations with RE generation, and wind patehtia
tax incentives both have negative associations. All FEVD parameters astcsifti

significant.
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Table 2.4. Regression Resultswith Dependent Variable: Total MWh of Renewable

Energy Electricity

Independent Variable Mode 1: Fixed effects

RPS 349,858.906
(109,869.039)***

House LCV voting score -135,001.074
(331,412.018)

Natural resource employees per capita -757,886.8

(308,676.621)**
Percent petro/coal manufacturing of total GSP 472,313.664
(5,166,499.483)

Gross state product per capita 65.305
(19.253)***
Growth rate of population 2,295,981
(3,525,241.033)
Electricity use per capita 12,206.701
(23,287.738)
Average retail electricity price -14,945.502
(44,542.739)
Percent regional RPS -757,230.118

(208,471.136)***
Tax index

Subsidy index
Deregulated
Wind potential
Biomass potential

Solar potential

Year 1999 -24,599.650
(129,623.244)
Year 2000 -98,071.396
(193,425.299)
Year 2001 -112,467.797
(138,593.232)
Year 2002 -22,279.132
(147,285.887)
Year 2003 -74,748.764
(160,993.048)
Year 2004 -166,206.408
(189,766.434)
Year 2005 -194,956.479
(220,199.723)
Year 2006 -196,022.132
(254,096.668)
Year 2007 -156,664.960

(286,100.312)
FEVD Residuals

Constant 157,952.138
(856,118.837)

Observations 480

Number of state fixed effects 48

R-squared 0.19

Note: standard errors in parenthesis; * p<.10,<105, ***p<.01.
a. Omitted category: 1998
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Model 2: FEVD

347,794.512
(70,843.243)%*
-117,188.2
(127,412.887)
-750,926.651
(72,912.117)%*
563,638.852
922,219.372)
64.937
(4.659)%*
2,520,749.922
862,383.485)
,962.653
(2,348.808)**
-13,283.360
(20,300.810)
-757,027.583
(140,951.934)*+
-111,710.227
(23,680.642)**
909,734.328
(37,241.407)%*
485,148.379
(67,397.871)%*
-432,039.773
(10,225.410)%*
687.014
(36.247)%
347.096
(5.638)**
-26,586.283
(116,818.474)
-104,577.874
(164,405.169)
-109,227.857
(119,747.861)
-16,892.397
(121,297.935)
-66,304.146
(122,244.820)
-156,852.153
(126,215.377)
-177,111.359
(130,419.071)
-168,726.629
(134,717.005)
-106,040.041
(144,308.048)
0.999
(0.010)***
-4,324,180
(242,842.624)%
480

0.98



Discussion

The results of this analysis confirm the mixed policy effects and eféadss
evaluations that RPS policies have received to date. On the one hand, | find no strong
evidence that RPS policies are, to date, obtaining their overarching ob#ctive
increasing the percentage of RE generation. An RPS policy is demonstrated 4o have
insignificant association with RE share of electricity; in other wordesstaith RPS
policies do not have statistically higher rates of RE share deploymentaieswsithout
RPS policies, holding all else constant. While it is documented that RPS poliges ha
already demonstrated positive returns in selected states (Langnisssard2003;
Gouchoe et al., 2002), these results reveal that other states may strugggstoi RE
development to a degree that ensures substantial increases in the percentage of RE
deployment. These results are consistent with Wiser and his colleague’sf{@0bigs
that, despite some success stories from a handful of states, other states beagn
track to meet their RPS targets.

On the other hand, Table 2.4 reveals that states that have operational RPS policies
have significantly higher rates of total renewable energy deployment #iaa sithout
RPS policies, holding all else constant. These results support findings made baridenz
Vachon (2006), as discussed above, as well as other analyses (Langniss and Wiser
2003). Based on the collective results of all sets of models, one could infer that RPS
policies are to date effectively encouragiatal RE investment and deployment but not
effectively increasing thpercentageof RE generation in states’ electricity portfolios.

A lack of consistent policy successes may be attributable to poorly sedictur

policy design features or weak enforceable penalty mechanisms, as Wdites a
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colleagues suggest (2007; 2004). It is also possible, however, that the rate oRE gro
may simply be overwhelmed by the rate of overall electricity demanalgrboth in-

state and by export sales to the national grid. From a policy evaluation stantf@siat
findings reveal a potentially significant shortcoming of RPS policies. Weak or
inadequately structured policy design features, a lack of enforceable gefaiti
noncompliance, or an inconsistency between demand growth and RPS implementation
are all potentially manageable problems that could be addressed at the state leve

From any standpoint other than those held by policy analysts, however, should
one care if states are falling short of their percentage RE eicgoals if they are still
increasing total RE generation? Some would argue that we ought not to care. RPS
policies are effectively encouraging RE investment and opening elgcinarkets to RE
development, thereby making renewable technologies more competitive witiotradi
systems. Furthermore, one may predict that the growth of the RE industries will
eventually become positively self-reinforcing as these businesses abguinbbying
influence to protect themselves and further enhance their growth and profitse but t
business climate simply is not there yet.

Others would argue differently. RPS policies are one of the strongest and only
mechanisms that the U.S. has yet to adopt to address climate change. Bwventgtates
have crafted regulation in promotion of RE generation and, within the next se\ansl ye
several more states and the federal government will consider adopting their siwn ver
of an RPS. Yet if forthcoming statistical applications reveal that RPSgmnsgare either
entirely effective or alternatively ineffective, then policymakaesy respond by rushing

similar legislation without addressing policy design problems or they maglgnti
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disregard RPS policies as a viable option, respectively. Finally, if the wdtintant of
RE-based legislation is to reduce emissions associated with climatgeehahich is the
case for some states, though not all—then increasing RE generation withouhgrdorc
decrease in fossil fuel generation will not achieve these objectivesasesra fossil fuel
generation, as well as some alternative energy sources, will cordimedase carbon
emission levels in the atmosphere. One may conclude, therefore, that RPS paljcies m
ultimately be more effective if implemented in conjunction with programgainget

energy demand with efficiency and conservation measures or, alternatitblgap-
and-trade mechanisms.

Although this range of interpretations regarding the effects of RPSqwbai RE
development and deployment are consistent with findings made by other resgatrecher
important to acknowledge that the interpretations made in the present analybis toay
speculative; and, in actuality, RPS policies are simply too new for the majbsitstes
to experience significant changes in RE deployment levels. Most statstdlan the
early stages of RPS implementation and it is plausible that implementitids, s
well as penalty and enforcement mechanisms, are not yet at full btrénbts is the
case, the present results reveal that RPS policies take a long time-Hpeaesaat
least—to achieve intended levels of implementation, enforcement, and outcome. success

The model results reveal that an increase in the percentage of regiosalgtate
RPS policies is associated with a decrease in RE percentage and Riedpttively,
holding all else constant. These findings are counter to my original hypothestsch |
predicted that a greater percentage of regional states with RPSgwaiiziEl encourage

a greater amount of RE development for the intent of REC sales. Given that this is the
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first empirical RPS analysis that attempts to include and control for Rfaias, | have
limited relevant literature from which to pull insights on these trends. | would, howeve
like to offer a couple of preliminary, yet largely speculative, explanafmrbese

findings.

First, the results from the third essay in this dissertabegarbonization: The
case of carbon mitigation and state policy portfglimgy lend some insights on the
negative relationship between percentage of regional RPS states and REndaploy
This analysis finds evidence of carbon leakage across state borders asad result
inconsistent renewable energy regulations. More specifically, when oadnatat
renewable energy-based electricity regulations and a neighboriegiets not, the state
with regulations is likely to export its excess fossil fuel-based geoetatthe state
without regulations, conditional on the need for additional generation in the neighboring,
non-regulated state. The state without its own renewable energy re)l#ienefore,
has little incentive to build its own new generation capacity, renewable-based or
otherwise, when it can import its neighbor’s relatively inexpensive excess.pdvese
findings indicate that states with regional RPS partners are faced wighwbain
conflicting incentives: either build new renewable energy and sell the RECs to
neighboring states; or hold off on some or all new generation facilities areidnst
import neighboring states’ excess generation. In the event that the lattgeisost-
effective, the negative association between RE and regional RPS statespaeyrelsin

this study, makes more sense.

The second possible explanation for these results is that REC marketd are stil

evolving. Although the first REC market for RPS compliance was establishedas ifex
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1999, by 2004 only a handful of states actively traded RECs, including: Texas,
Massachusetts, Connecticut, Maine, and, to some degree, New Jersey (Holtdand Bir
2004). If the creation of REC markets effectively encourages regional R peneit,

one should still expect a delay before that new RE is fully running and dispatchiag pow

onto the electrical grid.

The final possible explanation for these findings is that the variable of interes
percentage of regional RPS states, does not accurately represent RREG.dhile it is
fair to assume that a greater number of regional RPS states increasasnujmgsfor
renewable energy credit exchanges in that region, it may be a stretsb &sstime that
each additional regional RPS policy increases the likelihood thatansthin that region
will develop renewable energy for REC sales. As discussed above, a mor¢caREia
variable would be REC prices, by state and over time, or REC market potential,hn MW

per year.

Turning to other results, state-level political and environmental institutional
factors are effective determinants of a state’s share of RE dtgct@ipecifically, the
LCV estimate demonstrates that continued support for environmental legislation
positively affects the share of RE electricity. Similarly, an ineeaa natural resource-
oriented state and local government employees per capita is also poaitigely
significantly associated with an increase in RE share, thereby suggésit greater
bureaucratic capacity can significantly influence the share of REyepht. It is
difficult to draw policy recommendations from these parameter estspatbough some
may suggest that these results reflect the need to better inform steltgdegabout the

ramifications of disregarding environmental priorities. If policymakerssaaig and local
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bureaucrats demonstrate a commitment toward environmental progress, aayhtiigy/ c
to address evolving energy challenges, a transition toward diversified aad mor
sustainable state energy portfolios may be more likely.

The FEVD coefficients in both tables reveal that there are significant time
invariant fixed effects factors that are still captured in the residunal @f the time-
invariant parameters that are explicitly modeled, one can gather a couptleresting
insights. Subsidy programs are positively associated with RE share andaRiwletreas
tax incentives are negatively associated with both dependent variablesghltimly
statistically significant in the RE total model. In other words, for eachiadditgrant,
loan, or rebate program, holding all else constant, a state should expect easignifi
increase in RE; yet for each additional tax incentive program, states shpelct a
decrease in RE. The reasons behind these trends are not readily apparent.iltiés poss
that subsidies attract larger RE system owners, while tax incentixes &ttmeowners
and other micro-generation or distributive generation owners that make up adtionfra
of total RE generation. Or perhaps it is the case that having a greater mfnaxe
incentive offerings merely attenuates each respective incentivebyheducing the
effectiveness of any given incentive offering. Supporting RE policy instrulienatture
offers limited insights on this issue; this limitation highlights the neefuture studies
that focus on the specific and direct effects of subsidy and tax incentive pai@agesa
on electricity markets.

The results of this analysis indicate that deregulated states have lovestpges
of RE generation than regulated states, yet have higher rates of tatapRgment.

Competitive electricity markets, therefore, do encourage RE investment and
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development. Conventional fossil fuel energy sources are, however, still on average
relatively less expensive and thus the majority of new generation in daexhmarkets
is sourced from fossil fuels instead of renewables.

The amount of windy land area in a state is negatively associated withaRE s
and RE total. These results are surprising in light of others’ findings (BlehX/achon,
2006; Langniss and Wiser, 2003) and conventional logic, but are supported by the
underlying basic statistics used in this analysis. The bivariate cmretaefficients
between windy land and the RE dependent variables are both negative, although the
coefficient between windy land and RPS policy adoption is positive. A closer |tlok at
data reveal that a number of the states with the highest windy land area—Nebraska
North Dakota, South Dakota, Kansas, Oklahoma, and Wyoming—had not adopted a
mandatory RPS policy by the end of the study period, nor did they have high rates of RE
deployment. Furthermore, states with the lowest 25 percent of windy land&4@ (
km?) have an average RE share across the study period of 1.75 percent and states with the
highest windy land (> 26,475 Krhave an average of 1.41 percent. The states on neither
extreme of the windy land distribution (> 340 ¥amd< 26,475 km) have a significantly
higher average RE share of 3.79 percent. The total amount of RE summarized by windy
land area demonstrates similar trends. The least windy states had ge &ra
generation of 1.72 million MWh, the mid-level windy states had 2.29 million MWh, and
the most windy states had .70 million MWh.

It is evident from these statistics that mid-level windy land areesstaie most
aggressively pursuing RE development through RPS policies or other initiatetes St

with the smallest amount of windy land are understandably lagging behind the nhid-leve
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states, but are still deploying RE at a faster rate that states wihetitest windy land.
States with the greatest windy land area are evidently reluctant to aelagines that
promote RE deployment, perhaps assuming that development will occur without
mandates or costly incentives. It is worth noting that these states eattegwindy land
area have low population growth rates and rely heavily on base-load coal asithaiy
source of energy. These states, therefore, have less of a need for wind denthpin
deployment as a means for meeting relatively minor growth in demand.fftaaldi

despite these cursory attempts, to accurately identify the true sourceedtfrémets. The
empirical literature on this subject could benefit from future analyses thrat m

rigorously address this issue, and include new wind data that account for offshore wind
potential. For the purposes of this analysis, | can conclude that simply having decent
wind energy potential across a state’s boundaries is not enough to make RE deployment
economically viable over conventional fossil fuel sources.

In closing, | would like to highlight the importance of a time dimension in this
type of analysis. The present study takes an early look at the underlyia$j caus
associations between RE incentives and RE development. While | believaaiat |
appropriately captured early trends as a result RPS adoption and implemnetitatie is
a continued need to update these and other empirical results as RPS policies mature in
some states and are adopted in others. It will be particularly important to $sackeded

effects in coming years as states’ approach their individual RPS bekshmar
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Appendix: Alternative estimation approaches

Table 2.5. Alternative Estimation Approaches with Dependent Variable: L ogged

Shar e of Renewable Energy Electricity
FIXed erfects

Independent Variable
RPS

House LCV voting score

Natural resource employees
per capita

Percent petro/coal manufacturing
of total GSP

Gross state product per capita

Growth rate of population

Electricity use per capita

Average retail electricity price

Percent regional RPS

Tax index

Subsidy index

Deregulated

Wind potential

Biomass potential

Solar potential

Year 1999

Year 2000

Year 2001

Year 2002

Year 2003

Year 2004

Year 2005

Year 2006

Year 2007

FEVD Residuals

Constant

Observations

Number of state fixed effects
R-squared

0.126
(0.141)
2.213
(0.424)%
1.540
(0.395) %
-13.296
(6.608)*
0.0001
(0.00002)**
-1.262
(4.509)
-0.120
(0.030)***
-0.289
(0.057)**
-0.684
(0.267)%*

-0.076
(0.166)
-0.024
(0.247)
0.020
(0.177)
0.126
(0.188)
0.302
(0.206)
0.222
(0.243)
0.213
(0.282)
0.167
(0.325)
0.108
(0.366)

-7.207
(1.095)%**
482
48
0.40

FeEVD

0.142
(0.091)
2.222
(0.165)**
1.498
(0.093)***
-12.837
(3.810)++
0.0001
(0.0000007)**
-1.611
(3.606)
-0.118
(0.004)**
-0.281
(0.027)%*
-0.622
(0.180)**
-0.004
(0.030)
0.369
(0.048)***
-0.753
(0.086)***
-0.119
(0.013)*
-0.00008
(0.00005)*
0.00006
(0.0000007)**
-0.065
(0.148)
0.004
(0.247)
0.049
(0.152)
0.169
(0.154)
0.340
(0.156)*
0.267
(0.161)*
0.251
(0.167)
0.191
(0.173)
0.161
(0.187)
0.987
(0.025) %
-7.905
(0.295) %
482

0.87
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Random erTects

0.179
(0.142)
2.026
(0.393)*
551.5
(0.313)*
-10.235
(6.5
0.00008
(0.00002)***
0.451
(4.620)
-6.06
(0.015)***
-0.199
(0.054)%
-0.732
(0.269)***
0.062
(0.050)
0.205
(0.085)*
-0.332
(0.128)***
-0.188
(0.074)*
0.00006
(0.0003)
0.000006
(0.00004)
-0.050
(0.169)
0.008
(0.252)
0.146
(0.179)
0.309
(0.187)*
0.523
(0.199)*+
0.516
(0.225)*
0.538
(0.254)*
0.525
(0.287)*
0.613
(0.326)*

-7.941
(1.000)***
482

Pooled OL S

0.737
(0.191 )+
1.011
(0.347)%*
0.470
(0.191)*
19.514
(7.957)*
-0.00005
(0.00001)**
11.910
6(7)
-0.017
(0.008)**
0.290
(0.050)%**
404
(0.381)**
0.002
(0.064)
0.691
(0.101)*+
-0.301
(0.182)*
-0.137
(0.028)**
0.0002
(0.0001)**
0.00003
(0.00002)*
-0.007
(0.317)
-0.217
(0.444)
0.183
(0.325)
0.466
(0.329)
0.787
(0.332)*
0.941
(0.342)*
0.991
(0.354)*+
1.084
(0.367)*+
1.572
(0.392)*+

-7.581
(0.630)***
482

0.40



Table 2.6. Alternative Estimation Approacheswith Dependent Variable: Total
MWh of Renewable Energy Electricity

Independent Variable Fixed effects FEVD Random effects Pooled OLS
RPS 349,858.906 347,794.512 352,824.145 53,482.574
(109,869.039)***  (70,843.243)*** (110,65®9)*** (340,762.434)*
House LCV voting score -135,001.074 -183,289 18,624.795 301,410.106
(331,412.018) (127,412.887) (328,019)41 (617,442.053)
Natural resource employees -757,086.889 -750,926.651 -676,241.150 1,197,678.218
per capita (308,676.621)**  (72,912.117)*** 92951.872)** (340,969.012)***
Percent petro/coal manufacturing 472,313.664 a3B852 536,838.333 365,776.907
of total GSP ,166,499.483)  (2,922,219.372) (5,178,833) (14,168,521.060)
Gross state product per capita 65.305 64.937 63.027 59.576
(19.253)*** (4.659)*** (18.452)*** (22.589)***
Growth rate of population 2,295,9%1.4 2,520,749.922 2,370,992.79642,870,000.000
(3,525,241.033)  (2,852,383485 (3,556,713.028) (13,657,917.056)***
Electricity use per capita 12,206.701 11,662 2,495.487 -3,844.530
(23,287.738) (2,348.808)***  (18,915.178 (11,363.103)
Average retail electricity price -14,945.502 3,283.360 15,025.199 841,459.043
(44,542.739) (20,300.810) (44,493.340) (89,507.027)**=
Percent regional RPS -757,230.118 -757,027.583  9,338.644 -2,329,213.271
(208,471.136)*** (140,951.934)*** (211,210.8¢** (679,249.013)***
Tax index -111,710.227 -102,823. -268,112.838
e ind (23,680.642)***  (38,958.121)*** (114,5798)**
Subsidy index 909,734.328 23,515.330 6BLY17
y (37,241.407)**=*  (66,297.066) (180,236.084
Deregulated 485,148.379 49,599.562 -3809866
(67,397.871)*** (100,452.334) (324,137.971)
Wind potential -432,039.773 -400,904.224 -588,0805
(10,225.410)*** (139,021.466)***  (49,3216)***
Biomass potential 687.014 603.7 1,128.038
(36.247)**=* (501.485) (174.472)***
Solar potential 347.096 332.928 426.696
(5.638)*** (76.463)*** (27.070)**=
Year 1999 -24,599.650 -26,586.283 -14,086.9 932,629.376
(129,623.244) (116,818.474) (130,256.376) (582.,783)*
Year 2000 -98,071.396 -104,577.874 -89,0090.93 2,097,386.729
(193,425.299) (164,405.169) (194,562.593) (79D,183)***
Year 2001 -112,467.797 -109,227.857 -104,735.740 727,162.415
(138,593.232) (119,747.861) (139,668)96 (579,219.023)
Year 2002 -22,279.132 -16,892.397 1519, 1,121,336.769
(147,285.887) (121,297.935) (148,776.805) GB85.475)*
Year 2003 -74,748.764 -66,304.146 -42,9%.7 1,040,989.576
(160,993.048) (122,244.820) (161,252.548) (380,257)*
Year 2004 -166,206.408 -156,852.153 -132,668.127 968,380.164
(189,766.434) (126,215.377) (188,321.082) (682.426)
Year 2005 -194,956.479 -177,111.359 -147,433.024 802,098.595
(220,199.723) (130,419.071) (217,288.222) (630.,695)
Year 2006 -196,022.132 -168,726.629 -143,774.004 335,939.857
(254,096.668) (134,717.005) (249,859.874) (652,388)
Year 2007 -156,664.960 -106,040.041 -54,289.282 897,989.930
(286,100.312) (144,308.048) (287,135.274) @28.276)
FEVD Residuals 0.999
(0.010)***

Constant

Observations

Number of state fixed effects
R-squared

0.50

157,952.138
(856,118.837)
480
48

0.19

-4,324,110.186-2,167,087.644

-11,890,000.000

(242,842.624)**+(1,166,214.032)1,121,539.846)*+*

480

50

048 480

0.98



CHAPTER 3
DECENTRALIZATION: THE CASE OF DISTRIBUTED GENERATION AND

METERING STANDARDS

Introduction

Dating back to Edison and his close successors, the scale of electricatiayze
in the United States over the past century has steadily risen. WhereaS tetalied in
the late 18 century with dispersed generation units, it eventually built larger, deettal
generation units in conjunction with AC generation and a more dynamic amgiggte
transmission and distribution infrastructure. Exploiting economies of scale, thes
developments enabled power producers to spread higher voltages across gneatsdista
By the 1920s and 1930s, centralized electricity operations became the predonailigant sc
of electricity production; electricity became the biggest industry in thedd@homy,
while federal support for the deployment of electricity operations gren at
unprecedented level.

While centralized electricity and large-scale transmission andodistn
networks still dominate the industry, this model of electricity generatisiéan
challenged in recent decades. Critics of large-scale electricitgtapes question their
costs, security vulnerabilities, environmental impacts, and waste in ienexrad

transmission, and advocate instead for a more decentralized industry composed of a



greater number of smaller-scale and more localized generatitigefacin view of these
concerns, some industry leaders have begun to modify the scale of theiriglectric
operations. Policymakers have concurrently enacted legislation thaicabcibcuses

on size and alternative forms of production.

The present study aims to empirically identify the motivating fadiersnd the
trend toward a more decentralized electricity industry. Specificalky atmalysis
considers which factors lead an electric utility or a utility’s custameéeploy distributed
generation (DG) systems. Consistent with this objective, the followiegras questions
guide this analysis: do some ownership models demonstrate a greater grimsligitd
DG deployment than others and, are distributed generation policies and regulations

effective at removing the barriers to distributed generation adoption and dept@yme

Distributed generation: Moving beyond a definition
What is Distributed Generation?

Distributed generation is the subject of a rapidly evolving body of research. Ove
the past decade much attention has been devoted to the definition (Ackermann, et al.,
2001; El-Khattam and Salama, 2004; King, 2006; Pepermans, 2005) and classification
(Gumerman, et al., 2003; Lopes, et al., 2007; Pepermans, 2005) of DG systems. The
following is the author’'s own working definition of distributed generation systems,

classified according to defining characteristics that include sizéidocand application.

Location
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DG systems are frequently built close to the power load to minimizeieigct
losses and inefficiencies. DG units are either connected to the elgctatwork
(hereafter referred to as the “grid”) on the customer side of the meteherdistribution
network. Traditionally, either utilities own and operate their own DG systemgior t
customers own the systems and “borrow” or “lend” power to the electricity ¢nech w
needed. Net metering policies and programs—the former is mandated bydlor stat
federal government and the latter is self-initiated by specifi¢iest—allow commercial,
industrial, and residential customers to “hook” their DG units or other micro-gemerat
units to the grid. Under a traditional net metering framework, customerblar® duy
(or “sell”) electricity from (to) the grid when the DG capacity is $liior excess) of the

customers’ electricity needs.

Size

DG systems generally produce between 1 kW and 5 MW of power. Medium to
large DG systems can produce over 5 MW and up to 300 MW of power, though there is
some dispute over whether these larger systems can truly be classiiéduasts

(Ackermann et al., 2001).

The majority of studies that consider the role of DG power in the electricity,
industrial, or building sectors, with the exception of those who specifically focus on the
broader definition or classification of DG systems, tend to identify DG pownlgrby
location or size attributes. Some additionally classify DG power accaualityge of
technology, as is typical of Energy Information Administration (EIA) ssidind other

studies that aim to model the deployment of DG power over time (see, for instbxce, E
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2005 or Boedecker et al., 2002). Yet a definition based solely on these attributes does not
provide information about the application or specific use of DG systems, or about how
these attributes vary according to different types of DG applications.iritaef based

on application, as well as size and location, therefore, can help us identify the imgptivat

factors that lead to DG deployment in different circumstances.

Applications

There are a variety of DG system applications, all of which are designed/¢o s
different functions and use different, yet overlapping, technology and fusl type
conceptually divide these applications into six different classificati@ygoats: peaking
plants, standby power, combined heat and power units, micro-generation systeotes, re
applications, and localized conventional plants.

Peak load shaving plants provide supply security during times of peak electricity
usage. These plants generally deploy natural gas, diesel, petroleum, baltergy s
flywheel power. Peaking DG plants are typically owned by either &yuilia major
industrial or commercial electricity consumer. DG technologies have tlitg slbshave
peak electricity demand and concurrently reduce grid operator costs through the
provision of ancillary services and interruptible load operations (King, 2006).

Standby power systems are designed to provide power in times of outages or
failures. Standby power systems are able to serve the needs of both utilities atréhindu
or commercial facilities. Utilities use standby systems for grpert to help meet short-
term power needs during scheduled shutdowns or during power feed failures. Industrial

or commercial users deploy standby systems when facility outage cokighaoe when
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outages may potentially compromise human lives or have other severe effects. For
instance, hospitals are likely to own standby DG systems when poweraal ¢atiife
support. Diesel fuel is the most typical fuel source for standby power sy&EeRAs
2007).

Combined heat and power (CHP) systems, also known as co-generation systems,
are DG applications that generate electricity and also capture theatherergy from the
process’ waste heat. The thermal energy can then be used for cooling, heatiingr or
power applications, and helps increase fuel efficiencies by 80 percent ofdmenmeal
combustion engines (“reciprocating engines”), external combustion engBtesn§
engines”), and micro-turbines are the most common CHP units. Anaerobic digeste
industrial biomass operations can also be used with CHP technologies. CHP systems
often owned and operated by commercial or institutional organizations, metal eglustri
paper or chemical industries, or electricity providers.

Micro-generation units are small-scale systems that are prinpaxgred by
renewable or alternative sources, such as fuel cells, solar photovoltam-wmdr;, or
micro-hydro. These units are best catered to meet residentialapcteeds and
constraints. These units have positive environmental benefits but typically hhve hig
start-up and equipment costs.

The fifth type of DG technology, a remote power system, is the most general
classification. Anaerobic digesters or other biomass operations, micro;ldd or
solar power, or a variety of natural gas systems are capable of providiegtodwmes,
communities, or other facilities that are beyond a utility’s servicddgyror isolated

from the grid. When isolated from the grid, remote power systems ardéiethas
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dispersed power units; when connected to the grid, they are distributed genanés.
The final type of DG technology resembles a conventional power plant in
purpose—it functions as a standard utility investment in generation capacity-férg di
in size and location. These plants tend to be smaller and more localized than
conventional, centralized power plants. Localized conventional plants tend to burn

natural gas and some alternatively deploy renewable fuel sources.

Barriers to Adoption

A number of economic and institutional barriers currently prevent DG
technologies from playing a more prominent role in the U.S. electricity sédttarfer,
et al., 2000; Budhraja, et al., 1999; Dondi, et al., 2002; Johnston, et al., 2005; Johnson,
2003; King, 2006; Morgan and Zerriffi, 2002; Strachan and Dowlatabadi, 2002; Van
Werven and Scheepers, 2005). The following is a list of the most frequently citiedsbarr
that may, depending on political and economic circumstances within each state, hinde
the adoption and deployment rate of all DG types.

e There are no national procedures for standard interconnection of DG systems,
insurance policies, technical standards for the necessary connecting equipment,
standard tariff payment schemes, and power quality characteristics;

e DG system operators must get an approval of various technical parts tihem ei
the local serving utility or their state’s regulatory commission, wheghires
considerable time, financial resources, and effort;

e The U.S. does not currently have greenhouse gas emissions’ regulations;
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e Utilities have inexperience dealing with DG operators and thereby raredy h
standard interconnection procedures of their own;

e The approval process for DG systems can be long and require significaiyt eff

e The associated fees for interconnection to the central grid may be very high;

e Regulatory appeals may be prohibitively expensive;

e DG systems may not recover appropriate payback due to a lack of standard tariff

schemes.

Policy Instruments

In effort to address the barriers to DG, state governments across the t@wetry
introduced a variety of policies and regulations to support DG electricity tnarke
penetration. DG policies and regulations include interconnection standards, metgnete
programs, and renewable portfolio standards (RPS). Interconnection standataleare s
implemented standards that explicitly outline the protocols—including technical,
contractual and procedural—that a utility must adhere to when hooking DG units up to
the grid. Net metering programs, as defined previously, mandate thag¢sutiitist allow
DG owners to hook their systems up to the electrical grid, conditional on spexfansl
type of generation constraints. DG owners can then give or take power from the grid.
Renewable portfolio standards mandate that a certain share of elegegration
comes from renewable or alternative energy sources. RPS policies vaayein sheir

design features, benchmark goals, and enforcement mechanisms.

Previous Findings on DG Motivators
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Over the past five years, the number of quantitative analyses that focus leasDG
increased significantly. The majority of these economic analyses cotisidd@market
performance of different DG systems. Some analysts review the sestsated with DG
technologies (Abu-Sharkh et al., 2004) and compare them to traditional electricity
operations (Ackerman, 2007). Some have devised systematic methods to track the costs
and benefits of DG systems, while others have estimated a full cost-beabfgis
(Costa, 2006; Gulli, 2004; Gumerman, et al., 2003; Poullikkas, 2007). A number of
analysts have used energy and building data, and occasionally DG building paderm
software, to model either actual or hypothetical DG systems accordingntabpti
technology performance, location of load, and system costs (Abu-Sharkh et al., 2004;
Bailey et al., 2002; Poullikkas, 2007). Finally, some analysts have estimated DG
penetration rates in traditional electricity markets under differentatayy scenarios
(Maribu et al., 2007; Zoka et al., 2007).

While these analyses do not necessarily share a consensus regardingetbish
most effectively contribute to DG deployment, many of these analystsssuttnait
deployment could be accelerated with the implementation of policy incentides a
regulatory measures that address the barriers listed above. Strachan atdi2olv
(2002) evaluated which factors have influenced the UK and the Netherlands to deploy
high rates of DG capacity; they found that buy-back tariffs are eféentbtivators,
particularly in conjunction with interconnection charges, government subsidies hand ot
performance-based regulation. Few studies, however, have empiricaltiytteste

association between U.S. state policy incentive adoption rates and DG deplatesnt r
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Dismukes and Kleit (1999) evaluated which factors lead industries to sell their
DG generation to the grid or to keep their power for internal use. They found that
increases in retail electricity prices and greater industrial oagmitibute to the
likelihood of industrial DG connection to the grid.

There are no studies that consider which motivating factors lead actors to adopt
DG operations. With limited insights from the supporting literature and a lack of
comprehensive data on the subject, this analysis begins to approach this issudywith fa
general questions and simple hypotheses regarding the motivating factofs f
deployment. The aim of this analysis, therefore, is to provide a foundation of eipirica
findings upon which future analyses can build. | test two main hypotheses. The first
hypothesis is that state DG policies and regulations are effectivelyoaigléuice the
barriers to DG adoption and deployment. The second main hypothesis that this analysis
tests is the following: private utilities are more inclined to deploy D@aégpthan are
various public utilities. This hypothesis is built on the assumption that private cosipanie
are more willing to make investments in relatively newer, perhaps ris@&rard financial

perspective, technologies and are more concerned with managing peasityl&udds.

Empirical approach

The econometric model used in this analysis considers utilities’ decisions of
whether to adopt DG operations and, if so, how much capacity to deploy. Roughly 94
percent of the utilities in this sample do not have active DG units hooked to the grid in
their service territory. These observations, as a result, have a dependéte-veDi&

capacity—that is equal to zero. These zeros effectively represent thiecattomes, i.e.
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what is observed, as opposed to missing data or potential outcomes. Potential outcomes
are latent, partially observed variables. An example of a potential outcomepireseat
context would be the amount of DG capacity that a utility would daplioyad DG units
hooked into their service territory, whereas the actual outcome abseevedamount of
DG capacity among those utilities that have chosen to hook up DG units. If one is
interested in potential capacity deployment, he or she would use a selection rhedel. T
present analysis, however, is interested in the actual deployment and, thenabogse
the more efficient two-part model. A two-part model is able to identifyatigel

proportion of zeros, which are non-missing “corner solutions,” and does not lose
efficiency from the inclusion of the inverse Mills ratio, as a selection medeld under
these circumstances (Dow and Norton, 2003). The two-part model will alsotestima
lower mean squared errors than standard selection models.

The two-part model has two equations. The first part of the two-part model is a
standard probit estimation of the probability that the dependent variable has\gepositi
outcome:

Prly > 0| X] = ®(XBy, &), (1)
wherey is the dependent variable, utility has DG capaeitig a vector of utility- and
state-level parameter estimates, anig the error term, assumed to be normally
distributed. The second part model is a simple ordinary least squares estimation,

conducted on the subset of the sample that has a positive dependent variable:

Ely|y>0,X] = X2+ E[e2|y>0,X], (2
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wherey is the dependent variable, measured in MW of DG capacit/the same vector
of parameters estimated in (1), ands the error term, also assumed to be normally
distributed.

The choice of the two-part model has important consequences for the
interpretation and estimation of predictions and effects. When estimatinmelafiects
and significance of hypothesis tests it is important to similarlynesgi the actual effects,
and not simply the potential effects. | estimate the actual margfeatetising the

equation presented by Dow and Norton (2003), and then bootstrap the standard errors:

OE[y] / ox«= (Prly > 0| X] x (GE[y |y > 0, X] / 0xc)) +
(Ely |y >0, X] x (oPrly > 0| X]/ ox)), 3)

wherey andx are the same as above,\P¥[0 | X] is the probability of a positive
observed outcome, andyH[y > 0, X] is the mean outcome, conditional on that outcome
being positive.

The DG units in this sample are either owned by the utility or owned by a
commercial or industrial consumer within the utility’s service territorg allowed
access to the grid by the utility. The data used in this analysis do not explistthguish
between utility-owned and consumer-owned DG capacity. This distinction, howaser, h
specific relevance to the research question and a failure to measure flleesecdis in
ownership-type could potentially result in misleading or incomplete informatiaifort
to capture the differences between utility-ownership and consumer-ownershi the
units in this sample, | draw inferences from supporting data to obtain a rougatesiim

the breakdown in ownership type across all units in the sample; the details of this proces
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are outlined below. I then run separate probit mdels the two sample subsets; the
first model tests which factors are related to consumer-owned DG adoptidreand t
second model tests which factors are related to utility-owned DG adoption. Tiusexe
provides a few additional insights regarding DG ownership and the relationshigehet
utilities and their customers in the presence of DG operations.

| additionally test for heteroskedasticity with a White test (White, 1980) a
multicollinearity by checking the variables’ variance inflation factord bivariate
correlations. | also test the functional form of important independent varial@esure

that we operationalize these variables appropriafely.

Data

This analysis considers which types of utilities are more likely to adopt D@rpow
generation and, additionally, which factors motivate these utilities to inEiGdm their
total electricity generation mix. In this vein of inquiry, | employ aetgrof data sources
that include information on utility characteristics, state policiestratéy trends, and
socio-economic factors. The data are primarily extracted from Enefgynation
Administration 2005 data. As part of EIA’s “Annual Electric Power Industry Rgpor
utility-level data are gathered via Form EIA-861. There are both adesnagl

disadvantages to using these data as our primary source of information. Thegesanta

| only run the first part of the two-part modeietprobit model, because the second part, theamgdin
least squares, would have incorrect standard efirmrsa sample size that is too small.

121t is not apparent, on either a theoretical basisfter looking over the data, whether utilityéév
variables should be combined to represent a publisus private utility construct, or left to repeas
entirely different utility structures. If | were tmmbine utility types, we would clump state, feder
municipal, political subdivision, and municipal rkating authorities (MMA) together as “public,” but
leave private and cooperatively owned facilitiesheey are. | estimate a series of specificatiotstes
Wald test and a Lagrange Multiplier (LM) test—taeatenine whether | should combine all public utility
models or keep them separate; the results arerpegskelow.
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that Form 861 has a wealth of utility-specific data on firm revenues, tefstdhed

power, retail sales, number of customers by sector, and, crucial to this analysis
distributed generation figures. The disadvantage to using these data istloat tios
contain plant-specific details. Although it would be informative to include data on plant
capacities, the break down of plant types by utility, or fuel expenditures, this atform

is not available in Form 861. A second disadvantage is that the type of DG capacity
included in the database is not clearly defined or classified. In effort ta'cliesDG
capacity considered in this analysis according to the defining chasiceediscussed
above, | use supporting information in the EIA-861 database about the fuel source and
technology, as discussed below.

For the purposes of the present analysis, | compile aggregate operational data
from file 1, net metering data from file 5, and distributed generation data teofdf
EIA-861. Additional variables—most of which are measured at the state level—are
collected from the U.S. Census Bureau and the Database of State Incentives for
Renewables and Efficiency (DSIRE). These data are limited to obsas/&iom the 48
contiguous U.S. states and exclude information on D.C., Hawaii, Alaska, American
Samoa, and Puerto Rico. The resulting database is aggregated at thevdilitytlea
sample size of 3,277 for the first-part model and 194 for the second part model. The
sample size drops to 3,226 in the customer-owned DG probit model due to a few
independent variables that perfectly predict the outcome variable. All data are in 2005

values, the most recent figures available at the time in which this analgstonducted.

Dependent Variable
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The dependent variable is the total amount of distributed generation capacity per
utility, measured in megawatts (MW). This variable is extracted from88A As
explained above, the DG units in this sample are either owned by the utilitpitsel
owned by a commercial or industrial customer within the utility’s serviceasy. This
analysis does not include dispersed generation—qgrid-isolated smalleseetricity
units—in the DG capacity estimates. This means that all DG systems ohatuithes
sample are connected to the grid at the customer or utility side of the mdtareaall
subject to utility oversight.

Two forms of the dependent variable are needed for a two-part model: the first
part of the two-part model uses a dichotomous transformation of the variable, equal to
one if the utility has DG capacity and equal to zero otherwise; the secondgzatthels
subset of the variable that is continuous, contingent on the DG capacity being positive.

The two probit models that check the differences between customer-owned and
utility-owned DG capacity use the dichotomous version of the DG variableingiisth
between customer-owned and utility-owned DG capacity based on whether tes utilit
have net metering customers. If a utility reports under file 5 of Formrs8BIAthat they
have net metering customers and they also report under file 6 that they have Bi§y,capa
then we assume that this capacity is consumer-owned. If, on the other hand, the utility
does not participate in net metering protocols, then we assume that all the d2{byaap
solely owned by the utility.

| provide a visual representation of the sample to help guide the reader through
the discussion of each model’s results (see Figure 3.1). The two-part modelsthploy

dependent variable labeled “A” in the diagram, which encompasses both “B” and “C”.
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The consumer-owned and utility-owned probit models use “B” and “C” as the dependent

variables, respectively.

Figure 3.1. Visual of Sample Distribution

Electricity Market: the total sample (n=3277)

Utilities and their
customers that do not

B. Utilities C. Utilities with have DG capacity
with consumer- | utility-owned DG (n=3083)
owned DG capacity (n=153)

capacity (n=41)

A. Utilities with DG capacity (n=194)*
|

* Diagram is not drawn to scale.

Independent Variables

The primary variables of interest include utility ownership types andsbéitees
and regulations. Beginning with the former, Form EIA-861 includes seven utility
ownership models: private, cooperative, municipal, Federal Power Marketing
Administration, state power authority or organization, municipal marketing atythori
(MMA), and county-level subdivision, irrigation district, or utility district.dBaof these
variables is transformed into a dichotomous variable, equal to one if it appropriately
represents the utility’s ownership model and equal to zero otherwise. Throughout the
remainder of this study, | refer to all utilities that are independentledwas “private”

and all government- or cooperative-owned utilities as “public”.
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The policy instrument variables include net metering standards, RPS policies, and
interconnection standards. | include a binary net metering variable nwdkhgart model,
equal to one if the utility has net metering customers and equal to zero othehisse. T
variable is not included in the consumer-owned versus utility-owned probit models.
Instead, as explained above, this variable is used to help distinguish between the two
ownership types. The RPS policy and interconnection standard variables are both
dichotomous, coded as a one if the policy is active in 2005. Both variables are compiled
from the DSIRE database. Any state that enacted a policy during or aeftemider,

2005 is considered to have an inactive policy during the period of analysis and is coded to
equal zero.

Additional utility-level characteristics are included as covariatescovigrol for
summer peak power output, measured in megawatts. Since peak load shaving plants are
one of the primary DG units included in this analysis, we assume that higher peak
capacity will be associated with greater DG deployment. Peak powernsastismum
amount of power that was sold in the summer of 2005 during the month and the specific
day of highest electricity demand. Total sources of power, another utigi/uariable,
is the total megawatt-hours of power sold in retail markets over all of 2005. Tiaislea
is re-scaled by a factor of 10,000 MW. Therefore each 1 MW of total sources in the
summary statistics and regression outputs represents 10,000 MW.

State-level electricity characteristics include the price ottty and the state’s
status of electricity market restructuring. The price of elettriextracted from EIA
electricity data, is the average of electricity prices fromladitacity sources per state in

2005. The deregulation variable indicates whether a state has restructuredritstyle
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market. States that have either partially or fully restructured tleeitrieity market are
coded to equal one; states that have kept their market regulated or have “desffructur
their market after a period of deregulation have a regulation variable eqeabt

Finally, I control for the following state demographics: average household
income, measured in $1,000 of U.S. dollars; population, measured in 100,000 citizens;
and binary regional dummy variables. We include the region variables to control for
location-specific dynamics that may affect DG deployment ratgsulBtion and

household income data come from U.S. Census Bureau data.

Results

Results of the collinearity diagnostics revealed that multicollinebetyween
variables did not exist; variance inflation factors were all small armhvbsgandard
threshold levels and all bivariate correlations were well below .8. The Wkiitdide
detect heteroskedasticity, however, and so we estimated robust standartheh®ffinal
version of our two-part model to correct this probfém.

Before turning to the empirical results, it is informative to consider depéende
variable, and note how well it conforms to the working definition of DG systems, as

defined above. Beginning with a discussion of DG applications, Form EIA-861 does not

13 Additional specification tests revealed somewlnaiflicting information about the most appropriatert
of the utility-type variable. | first conducted aald test on both parts of the two-part model to wdeether
the public utility parameters were equal to eattentThe resulting chi-squared test statisticsy vatr
degrees of freedom, were .77 for the first part ehathd 159.62 for the second part model. | theeefor
could not reject the null hypothesis of equalityhie first part, which estimates likelihood of atlop, but
could reject the null hypothesis in the second, pelntch estimates total capacity conditional onihgwany
at all. A two-part model, however, should idealiglude the same set of parameters in both patteof
model. | similarly conducted an LM test on bothtparf the model to further explore this issue of
specification. The NRfrom the second part equation, with five degrddseedom, was 60.16 and thereby
significant at all conventional significance levdt®r the LM calculation in the first part equatidn
adjusted for non-linearities and heteroskedastitpart of the NRcalculation. The resulting NR
estimate was 12.62, which was significant at thedi@ent significance level. | concluded that thikty
parameters should not be clumped into one pulilityutariable but should remain separate variables
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explicitly distinguish between different applications of DG power—for ingabetween

peak load shaving and micro-generation—with one exception: CHP units are excluded
from the DG classification. | can draw additional conclusions about the D&rsyst
attributes from EIA-861 supporting data. Figure 3.2 presents the percentageltiistri

of DG units by fuel type. Distillate fuel and natural gas are the most compes ¢y

fuel, which collectively contribute 72.6 percent of the total units. Water and other
renewables provide fuel for 8.5 percent of the DG units in the sample. Figure 3.3 presents
the percentage distribution by technology type. The majority of the DG unitsemsal
combustion engines or combustion turbines. Roughly 11 percent of the DG units in the
sample come from wind or hydroelectric power. Although it is not demonstratetien ei
graph, roughly 32 percent on average of the DG capacity is used for back-up power, the
majority of which comes from internal combustion engines using distillakeThuis
information does not allow one to fully classify the technology distribution of DG umit

this sample according to the above definition, although it does provide a rough picture of
DG type and fuel sourcé Based on these attributes, | conclude that the DG variable in
this sample primarily represents peak load shaving and backup power, sonzedocali
conventional DG plants, as well as an occasional remote power systenctratasted

to the grid. CHP is not included and micro-generation is hardly included, if &t all.

DG capacity size is discussed below in the Reseltsion.
5 These conclusions regarding the DG variable haes lwonfirmed by the Department of Energy’s Form
EIA-861 contact in a personal phone meeting.
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Figure 3.2. Percent Distributed Generation by Fuel Type
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Figure 3.3. Percent Distributed Generation by Technology Type

Distributed Gener ation by Technology Type
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| further divide DG fuel types according to whether the system is ownad by
utility or a customer. Figures 3.4 and 3.5 reveal that utility DG systems ararityi
fossil fuel-based, with roughly 78 percent of the systems powered by digtillate
natural gas. The customer-owned DG systems, on the other hand, include asbesater
of renewable fuel types. Customers appear more inclined to adopt renewaddkas

systems than utilities.
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Figure 3.4. Utility-owned Distributed Generation by Fuel Type

Utility-Owned Distributed Generation
by Fuel Type
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Figure 3.5. Customer-owned Distributed Generation by Fuel Type
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Because | employ a two-part model, separate summary statistipgeaented for

the entire sample, where the dependent variable is dichotomous (see Table 3dt), and f

the sub-sample of utilities that had positive DG capacity (see Table 3.2). Theumax

DG capacity owned by one utility was 1,391 MW. As explained above, 3,083 utilities, or

94 percent of the sample, did not have any DG capacity. Of the remaining 18&sutili

that did have DG capacity, they averaged roughly 53 MW of capacity per. utility
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Table 3.1. Variable Definitionsand Summary Statistics for the Entire Sample

(n=3,277)
Variable Description Mean (or %)  Std. Dev. Min M ax
DG capacity Utility has distributed generation 5.94% 0.236 0 1

capacity
Utility Ownership
Private Utility is a private company 6.67% 0.250 0 1
Co-op Utility is a cooperative 26.91% 0.444 0 1
Muni Utility is a municipal 56.17% 0.496 0 1
Federal Utility is a Federal power marketing

administration 0.27% 0.052 0 1
State Utility is a state organization 0.76% 0.087 0 1
MMA Utility is an Municipal Marketing

Authority 0.61% 0.078 0 1
Pol-sub Utility is a county-level subdivision,

utility-district, or irrigation district 3.87% 0.193 0 1
Utility-level characteristics
Summer peak Megawatts (MW) of maximum power

sold during peak summer month 290.38 147211 0 31,924
Total sources Total sources of power (MW) 265.64 1,569.38 0 42,689
Net meterin Utility has net metering customers 5.71% 0.232 0 1
State-level characteristics
RPS policy State has a renewable portfolio standarg, 530 0.469 0 1
Interconnection State has distributed generation
standards interconnection standards 55.93% 0.497 0 1
Access laws State has renewable energy access lawsg g, 0.450 0
Deregulated State is fully or partially deregulated 29.29% 0.455 0
Household income  Average state household income 4521 556 32 63
Population Total state population 75.19 71.37 5 361
Price of electricity ~ State’s average price of dieitt,

averaged across end-use consumers 752 1.97 5 18
Northeas State is in the Northeast region 9.86% 0.298 0 1
Southeast State is in the Southeast region 21.06% 0.408 0 1
Southwest State is in the Southwest region 11.57% 0.320 0 1
Midwest State is in the Midwest region 43.91% 0.496 0 1
West State is in the West region 13.61% 0.343 0 1
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Table 3.2. Variable Definitionsand Summary Statistics for the Subset of the Sample
with Distributed Generation Capacity (n=194)

Variable Description Mean (or %)  Std. Dev. Min M ax
DG capacity Total Megawatts of distributed

generation capacity 3.15 40.19 0 1391
Utility Ownership
Private Utility is a private company 30.26% 0.461 0 1
Co-op Utility is a cooperative 10.26% 0.304 0 1
Muni Utility is a municipal 52.31% 0.501 0 1
Federal Utility is a Federal power marketing

administration 0.51% 0.072 0 1
State Utility is a state organization 1.03% 0.101 0 1
MMA Utility is an Municipal Marketing

Authority 1.03% 0.101 0 1
Pol-sub Utility is a county-level subdivision,

utility-district, or irrigation district 3.87% 0.193 0 1

Utility-level characteristics
Summer peak Megawatts (MW) of maximum power
sold during peak summer month

1411.98 3419.06 0 22,361

Total sources Total sources of power (MW) 911.8 2652.67 0.04 28,611
Net meterin Utility has net metering customers 21.1% 0.409 0 1
State-level characteristics
RPS policy State has a renewable portfolio standargaoo% 0471 0 1
Interconnection State has distributed generation
standards interconnection standards 62.56% 0.485 0 1
Deregulated State is fully or partially deregulated  32.829% 0.471 0 1
Household income Average state household income 46.84 5.41 33 61
Population Total state population 71.15 70.74 6 362
Price of electricity = State’s average price of dieitt,

averaged across end-use consumers 7.9 228 5 18
Northeas State is in the Northeast region 9.79% 0.298 0 1
Southeast State is in the Southeast region 7.73% 0.268 0 1
Southwest State is in the Southwest region 7.73% 0.268 0 1
Midwest State is in the Midwest region 46.39% 0.5 0 1
West State is in the West region 18.56% 0.39 0 1

Of the 194 utilities that had adopted DG units by 2005 (area “A” in Figure 3.1),
59 of them were private utilities (26.9% of all private utilities in sample), 102 wer
municipals (5.5% of all municipals in sample), 20 were cooperatives (2.3%), nine were
political subdivisions (7.1%), two were MMAs (10%), one was state (4.8%), and one was

federal (11%). The distribution of DG ownership between utilities and customers is
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discussed below. Additionally, of the total amount of DG capacity, roughly 71 percent
was present in states with RPS policies and 66 percent of the capacity wassiwghat
interconnection standards.

Results of the two-part model are presented in Table 3.3. All ownership
parameters are in reference to private utility, which was selected asitited category
to make the interpretation of coefficient estimates—private versus vaoious of
public utilities—more logical. Beginning with the first part equation, which can be
interpreted as a standard probit model, one should note that all utility-typeieoeff
estimates are negative; this implies that all utility ownership msagdete less likely to
deploy DG units than private companies. Cooperatives and municipals are payticularl
less likely to deploy DG than private utilities; these estimategatistally significant
at the 1% and the 5% levels, respectively. Other utility- and stateeleaecteristics are
also found to be statistically significant: higher summer peak levetstieity price, and
household income are found to make DG adoption more likely; utilities that operate
under deregulated markets are also more likely to adopt DG capacity; arebsulikt
follow net metering protocols and have net metering customers are sighyfivane
likely to deploy DG capacity. A larger population in the state in which a givety'stil
service territory is located, on the other hand, appears to make DG adoption lgss like
Finally, relative to the Midwest, the Northeast is found to be less likely to ad&pt D

capacity.
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Table 3.3. Two-Part Mode Resultswith Dependent Variable: Distributed
Generation Capacity in MW

Independent Variable First Part Equation: Probit Second Part Equation: OLS

Utility Type
Cooperativé -.807** -22.73
(.144) (23.03)
Muni -.284** -11.65
(.120) (26.31)
Federal -.439 21.11
(.607) (55.21)
State -.434 1257.61%=
(.485) (42.39)
MMA -.030 131.58
(.402) (121.73)
Pol-sub -.262 18.10
(.206) (50.81)
Utility-level Characteristics
Summer Peak .000086*** .016*
(.000021) (.0087)
Total Sources -.0000054 .0031*
(.000025) (.0013)
Net metering 715%* 26.20
(.130) (33.70)
State-level Characteristics
RPS .012 -35.82**
(.106) (16.16)
Interconnection Standards .042 -33.79
(.101) (2510
Deregulation .216 * -19.09
(.116) (15.25)
HH income .017 * 1.61
(.0099) (1.38)
Population -.0025%** 411
(.00076) (.258)
Price electricity .090 *** 294
(.030) (4.62)
Northeast regich -.906%* 54.36
(.216) (46.88)
Southwest region -.266 43.72
(.172) (37.02)
Southeast region .025 23.66
(:122) (21.92)
West region =177 2.49
(:132) (21.37)
Constant -2.56 *** -35.94
(.446) (78.13)
Observations 3277 194
R? 0.6539

Note: standard errors in parenthesis; * p<.10,<105, ***p<.01.
b. Omittedegory: Midwest

a. Omitted category: private utility
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The second stage of the two-part model can be interpreted as an ordinary least
squares (OLS) regression output. Of this sub-sample of utilities that havegDsHi
capacity (only area “A” of Figure 3.1), state utilities are esticthadehave 1,258 MW
more DG capacity than private utilities. Increases in summer peak loaotansburces
are associated with a 16 and a 3-kilowatt increase in DG capacity, resiyeeind are
both statistically significant. Holding all else constant, states witheaRPS policies are
estimated to have significantly less DG capacity than states withoutdtiPi®p The R-
squared in this second stage equation is .65, from which one can infer that this model
explains a decent degree of the variation in DG capacity. It is also ppksivever, that
such a high R-squared reveals a possible over-fitting of the model since we havelinclude

19 variables for 194 observations.

Actual marginal effects from the combined model—with bootstrapped standard
errors—reveal that cooperatives are estimated to have, on average, 4.4 lesORBW of
capacity than private utilities, while state utilities are estichedéhave 73.4 more MW
than private utilities (see Table 3.4). Additionally, utilities that have@ctet metering
programs with enrolled participants are estimated to have 4.8 more MW thaasutiliti

without net metering programs.
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Table 3.4. Bootstrapped Mar ginal Effects from the Two-Part Model with Dependent
Variable: Distributed Generation Capacity in MW

Variable First Part M odel Second Part M odel Combined M odel
Marginal Standard Marginal Standard Marginal Standard
Effect Error Effect Error Effect Error
Utility Ownership
Co-op -0.064*** 0.011 -22.73 25.02 -4.42% 2.58
Muni -0.031** 0.015 -11.65 27.13 -2.20 2.87
Federal -0.033 0.081 21.11 46.06 -0.058 3.97
State -0.033 0.024 1257.61** 623.26 73.35%** .0B
MMA -0.003 0.036 131.58 130.55 7.63 7.85
Pol-sub -0.023 0.016 18.10 51.07 0.234 3.24

Utility-level characteristics

Summer peak 0.0016 0.0013 0.016 0.014 0940 0.00071
Total sources 0.00032 0.0018 0.0031 0.022 0.00018 0.0011
Net metering 0.115%** 0.029 26.20 33.77 78k 1.71

State-level characteristics

RPS policy 0.0013 0.249 -30.853** 16.05 -2.02 .251
Interconnection

standards 0.0044 0.0095 -33.79 25.56 -1.65 117
Deregulated 0.024* 0.014 -19.09 19.061 8.04 0.960
Household income 0.168 0.154 1.61 1.44 0.096 .088)
Population 0.043 0.027 0.411 0.272 0.024 .01®
Price of electricity -0.306 0.557 -2.94 5.2 -0.163 0.311
Northeast -0.060 0.426 54.36 47.96 2.35 4.11
Southwest -0.024 0.187 43.72 40.61 1.87 2.52
Southeast 0.0027 0.014 23.66 22.84 1.47 1.36
West -0.017 0.065 2.49 22.08 -0.469 1.53

Note: Bootstrapped standard errors are run vathrgpetitions

When | divided the subset of the utilities that have DG capacity according to
whether they have active net metering programs or not, | found that 41 of the 194
observations have net metering customers (see area “B” in Figure 3.1), thafefore,
that 21 percent of all utilities that report DG ownership are actually comsawmed DG
operations. The average total DG capacity reported by this sub-samptesafreer-
owned operations is 91 MW, the average DG capacity reported by the remaining 153
cases (see area “C” in Figure 3.1), those that are utility-owned and dpé&satgd MW.

As explained above, | ran two separate probit models on the consumer-owned and the
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utility-owned DG capacity, respectively. Standard probit results asempied in Table

3.5 and bootstrapped marginal effects are presented in Table 3.6.

Table 3.5. Probit Model Resultswith Dependent Variable: Distributed Generation

Capacity in MW
Independent Variable

Model 1: Customer-Owned DG

Model 2: Utility-Owned DG

Utility Type
Cooperativé -.838*** N R
(.221) (.161)
Muni -1.18%* -.165
(.226) (.129)
Federal T -.037
(.587)
State T -.215
(.485)
MMA t .128
(.404)
Pol-sub -.704** -.154
(.355) (.222)
Utility-level Characteristics
Summer Peak .00011*** .000056 ***
(.000031) (.000022)
Total Sources -.000025 .0000046
(.000051) (.000024)
State-level Characteristics
RPS AB4** -.079
(.222) (.115)
Interconnection Standards 1.03*** -.130
(.260) (.110)
Deregulation -.241 .281**
(:199) (.128)
HH income .027 .022**
(.019) (.0112)
Population -.0035*** -.0017*
(.0011) (.00087)
Price electricity .003 .684
(.050) (.033)
Northeast regich -419 -.873#
(.362) (.236)
Southwest region .207 -.322*
(-303) (.189)
Southeast region .020 .051
(-309) (.126)
West region .480** -.293
(.214) (.152)
Constant -3.64%* -2.88***
(.859) (.494)
Observations 3226 B27

Note: standard errors in parenthesis; * p<.10,<¢10%, **p<.01.
a. Omitted category: private utility b. Omittedegory: Midwest
T dropped due to perfect prediction
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Table 3.6. Bootstrapped Marginal Effects from the Probit M odelswith Dependent

Variable: Distributed Generation Capacity in MW

Variable

Model 1: Customer-Owned DG

Model 2: Utility-Owned DG

Utility Ownership
Co-op

Muni

Federal

State

MMA

Pol-sub

Utility-level characteristics
Summer peak
Total sources

State-level characteristics
RPS policy
Interconnection standards
Deregulated

Household income
Population

Price of electricity
Northeast

Southeast

Southwest

West

Mgfge'(r:tal Standard Error
-.019** 0.0078
-.032%** 0.011
T
T
T
-.011%* 0.0041
0.0000026***  0.00000088
0.00000058 0.0000011
0.012* 0.0071
0.018*** 0.0044
-0.0056 0.0059
0.00063 0.00054
-0.000081* 0.000042
0.000061 0.0015
-0.0079 0.0077
0.00047 0.019
0.0055 0.011
0.014 0.0093

Mgfge'(r:tal Standard Error
-0.048*** 0.010
-0.016 0.014
-0.0033 0.091
-0.017 0.029
0.013 0.044
-0.013 0.019
0.0000051 00@040
0.0000043 000@B4
-0.0071 0.010
-0.012 0.010
0.029* 0.014
0.0021** 0.3009
-0.00015** 0.00806
0.0077* 0031
-0.051*** 0.010
0.0048 0.012
-0.024** 0.012
-0.023** 0.0093

Note: Bootstrapped standard errors are run withrBpétitions
T dropped due to perfect prediction

Statistical predictors of utility-owned DG capacity resemble thiwestewere found

in the first part of the two-part model: cooperatives are less likely thaneptitibties to

deploy DG capacity; greater peak loads, a deregulated electricketnaousehold

income, and the price of electricity are all positively related to DG de@oimand

larger populations make DG deployment less likely. In the case of the customed

DG capacity, | call attention to the probit estimates and marginal ffecRPS and

interconnection standards. Both variables are positively and significastigiated with

customer DG adoption. Additionally, cooperatives, municipals, and political subdivisions

are significantly less likely to have customers that own their own DG ¢gplaan

78



private utilities. Summer peak levels are also positive and significant janesdod

customer-owned DG deployment.

Discussion

The two-part model and the probit models collectively reveal a puzzle of
overlapping and complementary results, some of which confirm my hypotheses and
others suggest deeper insights into the growing trend toward a more decentralized
electricity market. | focus my discussion below first on DG ownership thipe,dn state
policies and utility programs. Whenever possible, | draw distinctions betivedactors
that motivate customer-owners and utility-owners.

The results from the two-part model and the utility-owned DG probit model
indicate that private utilities are more likely to adopt DG capacity tHaar atility types,
particularly cooperatives. The reasons for these findings, | believeedlgirelated to

the primary benefits of DG systems, as discussed in supporting literati€baEhm

and Salama, 2004; Costa, 2006; and Pepermans et al., 2005; Zerriffi, 2004), including the

following:
e DG systems offer cost savings due to large efficiency gains and reduced or no
transmission and distribution costs;
e DG systems can potentially provide security, reliability, and availgbilit
improvements over conventional systems;
e DG technologies have the ability to reduce peak electricity demand and
concurrently reduce grid operator costs through the provision of ancillargesrvi

and interruptible load operations;
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e DG deployment could potentially defer transmission and distribution
infrastructure investments and also reduce the vulnerability of an oveedtress
transmission system.

Evidence suggests that private utilities are most able to take advantage of thes
benefits. Kwoka (2005), for instance, has demonstrated that private utilitiedgoovi
average lower power reliability than public utilities; Kwoka finds that investored
utilities have annual service interruption values that are roughly two greater than
municipal values. In this same analysis, Kwoka also finds evidence that prilrags ut
have higher transmission and distribution costs than public utilities but loweatener
costs, and vice versa. A source of power, therefore, that is able to increase syste
reliability and decrease transmission and distribution costs could thedydteahore
valuable to private utilities. The additional benefits associated with DG peudr as its
ability to reduce or shave peak power and the opportunity it offers to delay transmissi
and distribution infrastructure improvements, can also work, although not exclusively, i
the private utility’s favor.

Results of the customer-owned DG probit model demonstrate that, relative to all
other ownership types, private utilities are more likely to have customeé@ithdG
systems. | attribute this finding to three factors. First, private aslprovide the lion’s
share of U.S. generating capacity. They serve a disproportionately gneaieer of
customers and it is not surprising, therefore, that a larger total number oé jutiNigy
customers own DG systems than total public utility customers. Second, aseaplai
above, private utilities have been found to provide lower system reliability than public

utilities. Private utility customers that cannot risk losing power during poutages,
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therefore, can purchase DG units to function as stand-by power. Third, stdétioeg

that either directly or indirectly encourage DG adoption are not always maadatory

for public utilities, as they are for private utilities. Net meteriwgslafor instance, are

only binding in some states for investor owned utilities. The difference betweendtew s
regulations affect customers versus utilities is further discussed beddareBproceeding
to further discussion, however, | would like to take a moment to emphasize the inherent
limitations that | faced in splitting the sample between customer and Diglity

ownership. | address these limitations again below, in the limitationsrsegtt it is
important to bear in mind while discussing results that we have no verifiablyasecur
way to split the sample and, therefore, results can only indicate potentiabdiaad
strength of relationships.

Private utilities may be more likely to adopt DG units, yet out of thosdedtilit
that have adopted DG, these model results predict that state utilities depkater
amount of actual DG capacity than do private utilities. There is only one sligyetae
Long Island Power Authority, that deploys DG capacity in this sample; athg same
state that deploys the greatest total DG capacity of the entireesarhpl state utility
coefficient estimate in the second part and combined models, therefore, somoes a
surprise and does not necessarily lend itself to any deeper insights.

One of the most frequently cited barriers to DG deployment is a lack of regulator
procedures or interconnection rules that standardize DG installation and technical
requirements (Alderfer, et al., 2000; Morgan and Zerriffi, 2002; Zerriffi, 2004). The
results of this analysis demonstrate that state policies that aim to redsedarriers are

effectively obtaining their policy objectives. As found in Tables 3.5 and 3.6,
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interconnection standards and RPS policies significantly increase thiedddethat a
customer will adopt DG capacity. It can be inferred that a trend toward megeated
and standard protocols for electricity interconnection—including connectingregot,
standard tariff payment schemes, and power quality characteristidgeesecosts and
bureaucratic hassles associated with customer DG hook-ups. In the case RS,
it appears as though utilities that face RPS mandates are more inclineepi accc
perhaps even support, their customers’ adoption of alternative energy-basagdaibyc
so that utilities can obtain credit for these units. Utilities can support customed DG
by reducing administrative hurdles, decreasing connection fees or prodessingr
making the hook-up process more understandable and transparent.

Utility DG adoption is not enhanced by technical and technological standards, as
are customer DG operations, but is instead strongly related to standard ot f
Specifically, deregulation, electricity price, and household income gpestlvely and
significantly associated with utility DG adoption (see Tables 3.5 and 3.6).

To date, there is little consensus regarding the effect of deregulation on the
diversification of electric fuel sources. Some argue that, in the shortderagulation
will increase the amount of fossil fuel generation because large powés ata less
expensive than smaller, more decentralized sources. Others argue that tienegilla
lead to greater consumer choice, enhanced product differentiation, and higher levels of
research and development funding (Delmas et al., 2007). These results, in part, confirm
the latter. The results of the two probit models demonstrate that deregulation has a
positive and significant marginal effect on utility-owned DG adoption but hadeu ef

on customer-owned DG adoption (see Tables 3.5 and 3.6). Electricity deregulation, in
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other words, is more likely to motivate utilities to adopt DG power than it is to nmtiva
customers. It may be inferred from the first part model that deregulatioasesre
competition in the industry and allows power producers to adopt new and innovative
sources of electricity, perhaps as a response to consumer demand for moeeadiders
alternative fuel sources (see Tables 3.3 and 3.4). However, the total metfgicteof
deregulation, as obtained by combining the first and second parts of the two-pdrt mode
is not statistically significant at any conventional significaneellé=urther research on
these dynamics could contribute insights into more urgent questions about the evolving
structure of the U.S. electricity market and the potential long-term £téckeregulation

on the scale and scope of electricity operations.

When the customer-ownership and utility-ownership types are combined to
represent overall DG ownership, as is the case in the two-part model, most pdlicy a
utility program variables lose significance. This is because, as sestabove, these
policies and programs have different effects on different owners and, whémedm
these potential effects are attenuated toward zero. There are, however j¢warnubl
program variables that are significant and noteworthy in the two-part modeleteztmg
and RPS policies.

Table 3.4 demonstrates that net metering protocols are one of the only factors that
has a positive and statistically significant marginal effect on overakh@gption (part
one of the two-part model) and actual DG deployment (combined two-part model
results). Net metering protocols reduce the technical barriers to DGydepit and
make DG adoption on the customer side of the meter more feasible. Not only do these

estimates confirm that net metering protocols are effective, they atsund&rate that
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there is a significant difference between customer-owned DG and utilitgebDG,
which | attempted to highlight in my discussions above.

The various effects of RPS policies are not entirely realized to date gesehaht
duration in which most state RPS programs have been in effect. One potentiahsffec
discussed above, is that RPS policies encourage utilities to remove barrig®toeas-
owned alternatives-based DG deployment. A second effect not yet discusgielkn in
the second part of the two-part model (Tables 3.3 and 3.4): out of all utilities that have
DG capacity in their service territories, those who operate under RRtataa have
significantly less DG capacity than those without RPS mandatesidadtilitat are
mandated to comply with an RPS policy appear to have to prioritize their invesiment
renewables over their investment in DG. After all, it would take a large nuvhber
renewable DG units to produce an equivalent amount of power to that which a wind farm
can produce. These findings suggest that utilities may invest in DG capaciyhleut
faced with RPS mandates, the investment will be small. In short, RPS progrgreacta
to direct competition between large-scale renewable energy and snaltistabuted
resources.

The connection between DG systems and renewable energy could benefit from
further consideration and analysis. Many tout the environmental attributes ey4€ns
and encourage DG adoption based on the potential for low to no emissions and high
levels of efficiency. Yet the present analysis has identified severalesoof information
that challenge this claim, at least in part. First, when one classsigbdied generation
according to application, and possibly further into technology type, it becomes evident

that not all DG systems use renewable energy, nor do they all emit fengsians per
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kWh of power than some conventional sources. Second, micro-generation, combined heat
and power, and renewables-based remote power or localized conventional powér, can al
employ renewable or relatively efficient and low-emitting energy souye¢she actual
distribution of DG sources in 2005 was heavily dominated by distillate fuel. Third,
empirical results reveal that there may be conflict between |laaje+enewable energy
deployment and DG deployment. While the emissions’ potential of various D@syste

has already been the source of considerable debate, (see, for instasoe,alidl Lents,
2002;Bluestein, 2000; Greene and Hammerschlag, 2d@@th, et al., 2005; Strachan

and Farrell, 2006) supporting literature has, to date, given little consideration to the
connections between renewable energy and distributed generation development and

deployment.

Limitations

This analysis likely suffers from a few limitations. First, if there any omitted
variables that | excluded from the probit models, even if they are not correldtetth@vi
other independent variables, then these estimates may be biased. Omutads/grat
are captured in the error term of probit models increase the size of the dtamdaand,
therefore, decrease coefficient estimates. This is because aitieoedfare the beta-
estimates divided by the standard error. A likely omitted variable is ty atilstate buy-
back rate. While other countries such as the Netherlands have standard buyesack rat
the U.S. has a patchwork of different rates that target different techemlagioss

various states. Because there is no consistent type or regulatory body fachksayrbthe
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U.S., I was not able to include this variable in the model. Future studies ought to find a
way to operationalize this variable and include it in similar models.

Another potentially important omitted variable is the cost of a utility’s @rym
sources of fuel, particularly fuel used for peaking loads. If a utility maunpplies a
particular resource during peak hours, for instance, and the price of that res@stce ris
the utility may be more likely to invest in DG capacity as a backstop techndlbgy
utility could then deploy the DG before the more expensive, alternative cesshen it
is economically efficient to do so. | was not able to include these data, however, due t
aforementioned limitations of the EIA-861 database—the data used in this siaatysi
utility-specific but not plant-specific. | use peak power output and elegtpiite
variables in attempt to control for fuel prices, assuming that electpicdgs generally
track fuel prices, both peaking and non-peaking, within a given service territory.

Second, my estimates for customer-owned versus utility-owned DG gaypegit
not be perfectly accurate due to our assumption regarding the connection between net
metering and customer-owned DG capacity. | acknowledge that my infereticadme
may overestimate the number of customer-owned operations and underestimate the
number of utility-owned operations. | have no verifiable method for testing this ke

assumptiort® Although these estimates may not be exact, the results of these models do

18| do, however, run a back-of-the-envelope serisitanalysis on these results. Since my concetiais
too many DG systems are classified as customer-dha are truly utility-owned, | randomly select
customer-owned observations and reclassify theutili#g-owned, re-estimate the model, return the
observations to their original classification, threpeat. | estimate the sensitivity analysis mogehty
times, ten times with 25 percent of the originadtomer-owned sample randomly reclassified asytilit
owned, and ten times with 40 percent of the samgidomly reclassified. Given an original count &f 4
customer-owned systems and 154 utility-owned systen25 percent sensitivity analysis changes the
count to 31 and 164, respectively, and a 40 perdsamges it to 25 and 170. The results of the Beihgi
analysis models demonstrate small changes in sidsignificance for some variables, though no ckang
in both sign and significance simultaneously. TBg2rcent models reveal only one notable source of
instability: the RPS variable is no longer sigrafit for customer ownership in three out of ten rie 40
percent models reveal a bit more instability. Tolofving variables vary in significance but notsig

86



not indicate potential measurement error or other error due to misspexnificbthe
dependent variable. Nonetheless, | urge readers to consider the results of thereustom
owned versus utility-owned probit models as representing a solution space of possible
effects. The probit results from the two-part model, in which all DG owners are
combined, represents one boundary of the solution space. The probit results from the split
sample represents the opposite boundary, in which we have accounted for all potential
customer-owned DG applications.

Furthermore, an alternative method of generating these data does nahesest
limitations highlight the lack of data and, consequently, the lack of empiricalsasain
this subject. When DG data are available, as is the case with EIA-861, thealedlniti
attributes of the DG capacity are often lacking or entirely missingnstance, as
discussed above, Form EIA-861 does not specify which types of power applications can
be considered DG capacity and so the utilities that fill out this form must make
assumptions about what classifies as distributed generation. Hence, manyly3@sana
continue to focus on the definition and application of DG systems with an inability to
translate findings into results. Without rigorous empirical research aathleesesults on
this subject, as well as other intricately related topics, future attéonptsitribute to
public policy debates or inform the general public will only perpetuate an pletan

understanding of how DG operations can be integrated into our current electri@ty.syst

Conclusions

roughly half of the ten runs: political subdivisionstomer ownership; municipal utility ownershil?®
under customer-ownership; and Western utility amgt@mer ownership.
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This analysis sought to test the hypotheses that private utilities arenclored
to deploy DG capacity than are various public utilities; and DG policies gnthtions
are effective at removing the barriers to DG adoption and deployment. The empirical
results indicated that private utilities are, in fact, more likely to adopt gridydgreater
amounts of DG capacity than are public utilities, particularly cooperathdesitionally,
state policies that aim to reduce economic barriers, standardize intetg@mnec
procedures, and increase competition in the electricity sector have thusrfaatheer
effective at obtaining their policy objectives. My estimates indicate, Yenyvthat there
may be conflicts between concurrent movements or transitions within thcelec
industry, specifically between a move toward greater reliance on renesvedntgy versus
distributed generation. These findings also reveal that policies and regsiiaffect
utility and customer DG owners differently. Customer owners are moreaddio adopt
DG power with the passage of technical and technological standards;avheys are
more motivated by market forces that introduce competition and price sigtuass i
historically heavily regulated market.

The present analysis has contributed to the DG literature by helping move the
focus beyond a mere classification and typology of DG operations and toward an
empirical understanding of the main motivations behind DG adoption and deployment,
and ultimately behind the evolving market transition toward increased reliance on
decentralized power. As the electricity industry continues to evolve, the needlfseana
that build on the basic premise of this study will increase. Analyses thatexpdor
potential conflict between large-scale renewable energy development ahdcateaDG

development, for instance, or that consider the effects of deregulation and increased
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competition on customer DG ownership behavior will inevitably help inform public and

private debates regarding the future of our electricity sector.
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CHAPTER 4
DECARBONIZATION: THE CASE OF CARBON MITIGATION AND ENERGY

PORTFOLIOS

I ntroduction

Motivated by Pacala and Socolow’s “stabilization wedge” concept (2004dkelas
as similar ideas presented by the Electric Power Research Irstitgéprism”
(2007)—and others, an increasing number of states have adopted energy policy portfolios
(or packages) since the early 2000s in effort to reduce carbon emissions. Arrede ditir
portfolios, as opposed to singular policies, is appropriately captured in a common energ
policy saying: “there is no silver bullet.” Indeed, by the very nature of togistruction,
portfolio strategies allow states to assemble complimentary dusterstruments, which
may not produce significant effects individually but, when combined, have the potential
to provide synergistic carbon mitigation effects (Gunningham and Gabrosky, 1998).
Furthermore, state portfolios tend to include a combination of policies froniesywvair
sectors, including electricity supply, transportation, agriculture, fordatrg-use, and
residential, commercial, and industrial. A multi-sector strategy alkiates to spread the
costs and responsibility of carbon mitigation among various industries. Portfolio

strategies can also be more effective than singular instruments ddvayfave the



potential to target multiple externalities at once and achieve carbonioeduat a lower
overall cost than a singular policy (Fisher and Newell, 2008).

There is a great need—in both the policy realm and the energy policy literature
for information on how well state portfolios perform in the electricity sectastM
immediately, empirical evidence on the carbon mitigation, or “decarbonizatitectse
of state level energy policy portfolios could help states draft future &igis) reevaluate
and amend past legislation when appropriate, and form more complete perceptions about
the actual effects of these policies on carbon mitigation and other energy isextsr t
Empirical evidence could also lend insights into questions about the effects of
“progressive federalism” or “collaborative federalism” (Rabe, 2008)hengy and the
environment. For instance, is it effective for states to implement cliacéitsh plans on a
state-by-state basis rather then pursue a regional or national leviél Effpalternatively
conceptualized, is there value in tailoring specific portfolios to spetafiesor would
regional or national standards ultimately be more effective? Should siatesie to
implement energy policy portfolios even if a national level carbon tax or permit
legislation is passed? This type of analysis potentially could provide braausugsions
about the overlap between energy policy and climate policy, and suggest wayshin whic
these two policy foci can merge in future state or national legislation.

The present analysis seeks to address this need in the policy realm and eontribut
further empirical insights into the energy policy literature. The guidisgareh question
is as follows: is a state energy policy portfolio an effective decarbanzstrategy? This
analysis is an exercise of explanation and prediction based on scenad@leas#city

sector modeling. An energy modeling exercise allows one to track muttiptent
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trends within the electricity sector as a result of various policy scspamnd also
consider firm decision-making procedures as a result of these sameascelta intend
of the present analysis is to compare potential policy effects in tha@tgector,
primarily on carbon emissions, and secondarily on electricity price ande&lect
generation portfolios, and to draw inferences regarding the overall effecsvehstate-
level policy portfolios. In this vein of inquiry, | build a series of policy portfoli
scenarios, and apply them at first to the state level and second to the regionhldetel

| run the same scenarios with the inclusion of a carbon tax, and compare results.

Background

Although the approach varies a bit from state to state, states genssaliylde
and prioritize different combinations of energy policies via an interactarepig
process. This process is typically guided by a policymaker-appointed wagrking of
stakeholders and members with state-specific technical knowledger(@@er@émate
Strategies, 2008). Outside consultants may provide technical and analgiaracssto
the working group. The working group and consultants collectively generateadeclim
action plan, or climate change mitigation plan, which outlines all possible raciars
policy options, the carbon mitigation potential of each, and the cost per ton of avoided
carbon. Some plans also provide suggestions for policymakers on which policies most
effectively reduce the state’s greenhouse gas emissions below a ttegahold. To
date, twenty states have undergone this type of process, several moreeautéy/darthe
middle of similar processes, and roughly ten states have established policlqgsortf

through different means (Center for Climate Strategies, 2008; see the Cedmfate
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Strategy’s website for an interactive map of different state actibngjtal, 37 states
have drafted some version of a climate action plan (Energy Information Acthatiiois,
2009). Often as a result of this type of taskforce, specific policies ardfielais the
most promising options, and further analyses are performed on the cost-efffess or
overall costs of these policies.

The majority of climate action plans, state level carbon inventories, and specifi
policy cost estimates are performed using complex spreadsheet arfabesefor
instance, New Mexico Climate Change Advisory Group, 2006; North Carolina Climate
Action Plan Advisory Group, 2008; Montana Climate Change Advisory Committee,
2007). These analyses include information on historic energy data and Energy
Information Administration (EIA) projected growth rates. In a review lodtake-level
renewable portfolio standard (RPS) cost analyses performed before March Bé067, C
and his colleagues found that 16 out of 26 studies used spreadsheet analyses (Chen et al.,
2007). Spreadsheet analyses may be appropriate for estimating carbon enr@sions f
state forestry or land-use policies, for instance, in which linear prafsotif policy
effects may be fairly straightforward. It is immensely difficult, heare to capture the
dynamics of an electricity sector in a linear spreadsheet projectiomdSpeets cannot
capture fluctuations in state exports and imports as a result of a new potisgigsion
constraints, electricity system operating characteristics, walelgpower prices, or
utility-level decisions that are made about which resources to develop and deploy i
response to new regulatory circumstances.

The supporting peer-reviewed energy policy literature contains a number of

analyses that employ dynamic models to estimate potential nationakeélepblicy
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effects on carbon emissions. Kydes (2006) and Palmer and Burtraw (2005) recently
modeled RPS policies using bottom-up energy models. Kydes analyzed the potential
effect of a 20 percent federal non-hydro based RPS on energy markets in therd.S. usi
the EIA’s National Energy Modeling System (NEMS). He concluded that RPSgoli
effectively increase renewable energy adoption, reduce emissions, andartbeeaost

of electricity by three percent. Palmer and Burtraw modeled variationdextleRPS
policies and tracked policy effects on electricity prices, utility itmesit levels, resource
deployment portfolios, and carbon emissions. They used Resources for the Future’s
Haiku model and the EIA Annual Energy Outlook 2003 data to model the RPS policies.
They concluded that RPS costs are low for goals of 15 percent or less but rise
significantly with goals of 20 percent or higher. Palmer and Burtraw alspa@d the
effects of an RPS policy with those resulting from an expanded renewablg energ
production tax credit. They concluded that RPS policies are more costveffinatn a tax
credit at decreasing total carbon emissions and increasing renewalhe ég@oyment.
They found that a cap-and-trade system, however, is more cost-effeativeitter an

RPS or a renewable energy production tax credit.

A number of analysts modeled the clean energy technology policies (Brown et al,
2001, Gumerman et al., 2001; Hadley and Short, 2001) propoSegiarios for a Clean
Energy FuturgInterlaboratory Working Group, 2001), a Department of Energy
document that lists and discusses the highest priority energy technologes anlb/ses
clustered policy instruments into a moderate policy scenario and an advanced policy
scenario, respectively, and then sought to measure the economic and environmental

effects of these scenarios using NEMS software. Results from thessesnaljicate that
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national-level energy policy portfolios have the potential to significantlyae carbon
dioxide emissions by 2020.

In a recent study, Fisher and Newell (2008) built a simplified two-period
electricity model, which they used to estimate the effects of variousyemedgclimate
policies on carbon mitigation and renewable energy development and deployment. Fisher
and Newell’s analysis has three defining characteristics thategiritfrom previous
studies. First, their two-period model allows for the endogeneity of techoalogi
innovation. Second, their analysis includes both energy and climate policies. They test
the effects of these policies on energy and climate outcomes, i.e. renenaigg
development and carbon reduction, respectively. As a result, the authors are able to dr
conclusions about the relative effectiveness of energy policies for elpoaty
objectives and of climate policies for energy policy objectives. Third, FislteNawell
compare the relative effectiveness of policy portfolios to singular poliopomés. They
find that an emissions price is the least costly option for emissions reductitowsetbl
by an emissions performance standard, a fossil fuel power tax, a rensheatade
requirement, a renewable power subsidy, and a research and development subsidy,
respectively. The authors also find that an optimal policy portfolio is associdlted w
significantly lower cost of emissions reduction than any single policy option.

Despite the insightful contributions that these analyses provide to theuliggrat
not a single study models energy policy instruments or portfolios at the stltevlet, to
date, the majority of U.S. decarbonization efforts are concentrated in the'States

National policy modeling, as is the norm in the literature, allows for a germenglazison

" More recently, regional level action is on theris well; although regional level efforts tendise
carbon policies, such as cap-and-trade initiativdgreas state level efforts use energy policyfplars.
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of policy effects or costs, but one cannot be sure that these results translstat@it
relevant lessons. National level models do not capture the interaction between
neighboring states, for instance, when one state has a policy and a second staté doe
National modeling exercises also do not contribute insights on energy fedesalh as
the relative effects of state versus regional or national level policysfiven the
current trends of state level leadership in the energy-climate policy,reatl the
possibility of national legislation that may alter these trends in still urdeneways, the

need for state-specific analyses is great.

Modeling framewor k

Following the precedent set by these national-level energy modelingasylye
present study tests various energy portfolio scenarios in a dynamic modeling
environment. This exercise has three characteristics that distinguisim itHife literature.
First, this modeling analysis specifically focuses on state level portfallush are, as
just described, currently overlooked in the supporting literature. Second, building on the
efforts of Fisher and Newell (2008) and others (Brown et al, 1991, Gumerman et al.,
2001; Hadley and Short, 2001), this analysis focuses on policy portfolios, not just
singular policies in isolation. Finally, the present analysis models politiploeffects
that are specific to the electricity sector.

This analysis employs an electricity dispatch optimization model, AURMDIRA
to test various policy scenarios. AURORAxmp is used, as opposed to an integrated
energy model such as NEMS, because it is exceedingly difficult to isasts,she

focus of this analysis, in an integrated model. As Chen and his colleagues explain, “an
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integrated energy model such as NEMS is designed to analyze the natiogglsecsor
and may require substantial modification to obtain the specificity and detas that
necessary to accurately model state-level policies” (Chen et al., 2007, 37QRAKRP
is frequently used by state utility commissions and electric utilbisgulate short-term
resource dispatch based on competitive electricity market forces. AUR@RAIs0 has
the capability to perform long-term capacity expansion modeling, which dsfoisthe
purposes of this analysis, based on hourly forecasts of fuel prices and eladtneéyd.
AURORAxmp’s optimization model maximizes the real levelized net present
value (in $/MW) of all available resources with realistic transmissionc@igp@onstraints
in order to meet instantaneous electricity demand. This calculation ismpedaising a
chronological dispatch algorithm. Resources with optimum net benefits—on a pure cost
minus benefit basis—are selected for deployment in a given zone in a given hour.
Resources that are not cost-competitive are retired. The resultimgédalaresources
determines the market-clearing price for each zone in each hour. Thesedmpatgh
decisions are combined in an iterative process until the model is able ta thdrac
resource mix that is most cost-effective over the life of the analysigaA®f the
resource optimization logic, AURORAXxmp tracks capacity expansion andyfacili
retirements, performs lifecycle analyses, considers a range of new seglrces,
selects resources for deployment based on hourly market values, and trackissransm

exchanges between states and regions.

AURORAxmp’s long-term optimization model requires the following inputs:
o electricity demand growth rates;

. annual load growth;
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o generation capacity characteristics, such as fixed and variable casgtapst

times, capacity factors, and efficiency factors;

. a list of existing resources or forced builds;

o emissions prices and emissions rates for each fuel type;
. transmission links between zones and regions;

. new resource options.

Aurora generates outputs on an hourly, daily, monthly, and annual basis. For a
long-term study, | am interested in the annual estimates. Standard annua madpde
total generation by fuel type, electricity price by area, inteaand inter-regional
transactions, emissions estimates, and imports and exports figures. The modekprovi
greenhouse gas (GHG) emissions but does not break them down by type of greenhouse
gas. Therefore, it is necessary to use the GHG output as an indication of the carbon

mitigation potential of policy portfolios.

The data used in this analysis come from a variety of sources. Retail and
wholesale electricity cost figures are compiled from EIA data, andsept those figures
reported in the 2009 Annual Energy Outlo®EQD2009. Other sources of cost estimates
include Federal Energy Regulatory Commission (FERC) data, EleotnierfMonthly,
and Natural Gas Week. Locational data of power plants come from EIA-860 database
Demand data come from the Federal Energy Regulatory Commission’s Formhid#, w
contains data on historical annual load-shapes for selected utilities. &rissies come
from the Environmental Protection Agency’s “Clean Air Markets” datatdaBé (2009).
Resource information is primarily taken from the North American EteBeliability

Corporation’s (NERC) Electric Supply & Demand database (NERC, 2009). The stat
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policy data that inform the various policy scenarios come from each statdng
legislation, the Database for State Incentives for Renewables an@fdffi{DSIRE,
2009), and supporting literature.

AURORAxmp databases are divided according to NERC regional boundaries,
which necessitates that | draw a research sample at the region levekdipte
research intent is to draw results that can be generalized to the national $exveésAilt,
research efforts are focused on the Western Electric Coordinating Coun@IGWE
which is the largest and most diverse of all NERC electric regions, and haedtesy
generalizability potential. Much of the WECC is also actively involved in plarfioing
future climate change policy at the regional level via the Westemma@iInitiative; and
multiple WECC states recently passed state-level legislatiaslifoate action plan
policies. The WECC includes 14 U.S. states, as well as Baja, Mexico, and Alberta and
British Columbia, Canada. While the analysis is focused on the WECC, the #iectric
dispatch model still tracks transmission and distribution links between WECC and other
NERC regions and, thereby, still captures all retail and wholesale@tgdrades among
regions. With an objective to track policy effects from state-specific ppbetjolios, it
IS necessary to select states from within the WECC on which to model policyisseha

select two states for this purpose, Utah and Arizona.

Using these data, | build various policy scenarios in AURORAxmp. | begin with a
business as usual case, which represents electricity dispatch deadsonsugrent
energy trends and in absence of any state policy legislation. The output of thé case i
hereafter referred to as the “baseline”. Next, | model a series oy palitfolio scenarios

in Utah and Arizona, respectively, then across the entire WECC, and compare model
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results. Finally, I run the same policy portfolio scenarios first at tie Isteel and then at
the regional level, but this time include a national carbon price. Policy portfodios ar
assumed to become effective on Janudr2@10, and run through Decembef*32030.
All scenarios are run between 2006 and 2035; but only data from 2010 and 2030 are
extracted and reported. This step is generally recommended for long-tetncigje
dispatch modeling, because it removes any “kinks” that might occur in earlyg gekats
of the iterative, dynamic optimization procedure. All cost and price data are in 2006
dollar values.

Similar to other electricity dispatch models (Chen et al., 2007), AURORAxmp
calculates electricity prices based on short-term supply curvesfleat rearginal costs
of operations. When one models a policy by forcing a resource online at a ¢ertain t
(for instance, if one forces 100 MW of wind power online in 2010 as a result of an RPS
policy), the overnight capital costs of that resource are not included in thecelect
price. Yet it is unrealistic to believe that utilities will not have to pay thged costs and
recover their investments over time via rate increases. To deal with thisl isaloellate
the additional annual cost associated with all forced resources outside of the model, and
then factor this additional cost into the retail price of electricity. RoveaV supply-side

resources, | calculate the additional annual cost with the following equation:

Cost=CGC * CRR,
whereCC is the total capital cost of the resounces the type of resource in yeaand
CRRis the capital cost of recovery. TG&Ris calculated with the following equation:

CRR = d/1-(1+d)™,
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in whichd is the discount rate amdis the number of years over which the investment is

amortized.

Modeling Parameters
Baseline

All generation capacity in the model is categorized as either exis{iagicaor a
“new resource,” available for deployment if it is economically efficterdo so. Existing
capacity is documented at the power plant level, and includes all generatiore$attit
are currently in operation or planned for deployment in future years. The rawoes
types and generating characteristics that are included in the modsteaten Table 4.1.
All generation characteristics are extracted fromAB©2009 and represent the average
cost estimates to build a power plant in a typical region of the country. Bebausést
some variation in the manner in which different electric providers count expenses a
either fixed or variable operations and maintenance (O&M), | apply an mxdjasfactor
to these two variables. | take 20 percent of the fixed O&M, spread over the assumed
lifetime of the power plant, and add this value to the variable O&M. The remaining 80

percent is classified as fixed O&M.

18 This assumption is made per advice from AURORAXsmpanagement team. Without this adjustment,
AURORAxmp dispatches plants too often.
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Table4.1. New Resour ce Option Parametersincluded in Baseline Scenario
New Resource Type Heat rateCapacity Variable  Fixed Forced Annual Total Max Leadtime Fuel Price
(BTU/KWh) (kW) O&M 0&M outage Max per per State (years) ($/mmBTU)
($/MWh) ($/MWIwk) (%) State  (# units)

(# units)
Geothermal 33,729 50,000 3.66 4,599 5 10 50 4 1.74
Solar Photovoltaic 10,022 5,000 0.27 11,047 45 5 010 2 0.00
Biomass 9,646 80,000 7.96 6,721 5 1 2 4 0.05
Municipal Solid 13,648 30,000 2.55 5,346 5 1 3 3 1.16
Waste/Landfill
Wind 0 50,000 0.65 3,298 60 2(UT), 10(UT), 3 0.02
0(AZ) 0(AZ)
Scrubbed Sub-Critical 8844-8600* 600,000 5.03 3977- 7.5 1 2 (AZ),0 4 1.45-1.66*
Pulverized Coal 3784* um
Integrated Gasification 8309-7200* 550,000 3.68 4702- 7.5 o(UT), o(UT), 4 1.45-1.66*
Combined Cycle 4343* 1(AZ) 1(AZ)
Advanced Gas-Oil 6682-6333* 400,000 2.57 1869- 4 10 100 3 0.17
Combined Cycle 1738*
Combustion Turbine
Advanced Simple Cycle 9043-8550* 230,000 4.6 1270- 6.5 5(UT), 50(UT), 3 0.00
Combustion Turbine 1159* 10(AZ) 150(AZ)

* indicates that variable ranged in the model dirae. The number on the left is the 2008 value tarchumber on the right is the
2050 value.

Demand projections are exogenously determined, and manually entered into
AURORAxmp. | use the default demand growth projections for Utah, Arizona, and all
other states within the WECC. Utah’s annual demand growth rate is 1.8 percent and
Arizona’s is 2.5 percent between 2010 and 2030. Both of these growth rates represent
actual demand growth over the past five years, as documented by the EIA. Thhe avera
annual growth rate in demand across the WECC is 2.0 percent.

The baseline contains a number of additional assumptions as well. First, the price
of GHG emissions is set to zero, which indicates that there are no restracti@t3G
emissions, and reflects current conditions. Second, | assume thairfg3ions are
regulated and capped, according to the 1990 Clean Air Act Amendments. Third, | assume
that NOx is regulated according to the 1990 Clean Air Act Amendments as oueth F

| assume no investment tax credit or production tax credit adjustments for any
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technologies. Finally, all states are modeled as energy-policy fréés,tha state has a
pre-existing energy policy that could potentially increase renewablgyeoeenergy

efficiency, or decrease fossil fuels.

Baseline Sensitivity Analysis

| additionally run five-baseline sensitivity analyses. The first gyesent
scenarios in which the prices of both natural gas and coal in the WECC region are higher;
the first scenario assumes a 15 percent increase in natural gas andocweé nesces
across the study period and the second scenario assumes a 25 percent increase. These
scenarios attempt to account for the fact that many long-run electoi@tasts tend to
underestimate the cost of natural gas, (Palmer and Burtraw, 2005) as eozll.as

The third baseline sensitivity analysis represents cost improvementseofaige
resources due to technological innovation. Given the nature of AURORAxmp’s linear
optimization logic, the model cannot endogenously determine the cost of technologies
that experience improvements due to learning and experience. In order to ttegstare
improvements, | apply “learning parameters” to the fixed operations andemance
costs of wind, solar photovoltaic, landfill, and geothermal systems, and enter thestew ¢
streams into the model as exogenous parameters. The learning parareet&tsacted
from theAEO200%nd include a one percent improvement in the cost of wind by 2025,
twenty percent in solar, five percent in landfill, and ten percent in geothermal. Each
percentage improvement parameter is a conservative figure, designatedByp2009

as the minimum total learning by 2025 (EIA, 2009).
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The final two sensitivity analyses adjust demand growth rates for Utah and
Arizona, respectively. Demand assumptions can have significant consequences on the
performance of energy models. Because it is possible that the growth ratalfon tthe
AEO2009s too low and Arizona’s is too high, the final two sensitivity analyses adjust
each state’s demand growth rates. The first of these scenarios iaddéaiss demand
growth rate from 1.8 to 2.1 percent; and the second decreases Arizona’s growtinrate fr

2.51t0 2.2 percent.

Policy Portfolios

As discussed above, each state traditionally chooses unique combinations of
different policy instruments to include in their portfolios. For the purposes of this
analysis, | build a portfolio that includes policies that: 1) are found in most' stiateste
action plans; 2) represent a range of different energy policy instruraeaits) are
modeled at the national level in supporting literature. Guided by these critadkhide
renewable portfolio standards, demand-side measures, tax incentives, and gaiten ca
and sequestration in the state portfolio scenarios. A description of each policy @mtrum
and a discussion of the parameters used to operationalize these instrumentaets outli

below.

Renewable Portfolio Standards
A renewable portfolio standard (RPS) requires that a minimum level of esstate’
overall electricity generating capacity must come from renewablgyeriEypically,

states mandate that a specific percentage of renewable energy must beddeplay
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terminal year, e.g., 25 percent by 2025tates tend to select low renewable energy
percentage benchmarks for the first few years of RPS operations, whieh atllities
and private energy organizations to make initial investments and the longeteswable
energy credit market to develop. The standards then rise by a few percentagyegubint
year until they hit their goal. Common eligible energy resources under BiB&tien
include wind, solar photovoltaic, solar thermal, wave, tidal, ocean thermal, biomass,
hydroelectric, geothermal, and waste recovery or waste heat captige. &wme states
allow all of these renewable energy sources, while others allow only? féon-
voluntary RPS programs are currently active in 27 states and the §t@otumbia.
Nine of these states implemented their RPS program in 2007 (DSIRE, 2007).

The RPS policy scenario in the present study is operationalizated as a 2@ perce
renewable energy mandate by 2025. | assume that this percentage requirdrgemtwi
at a constant rate from zero percent on the eve of policy adoption, in year 2009, to 20
percent by 2025, and then remain constant at 20 percent from 2025 to 2030. The

benchmarks for each five-year increment are as follows:

e 1.25% by 2010
e 7.50% by 2015
e 13.75% by 2020

o 20% by 2025

9 Under the majority of state RPS programs, eaditytgiobligation is tradable in the form of Renebia
Energy Credits (RECs). Each credit of which awytilalls short is subject to charge. This analggies not
explicitly model REC transactions because reneweabégy certificates do not exist in AURORAxmp’s
dispatch logic.

2 Some states also allow energy efficiency or adedmwal generation to count toward their RPS
requirements.
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To determine the total amount of Megawatt-hours of renewable energy needed on
an annual basis, | take the baseline total generation for each yegylyniuitty the
percentage benchmark, and then subtract out existing renewable capac#il from
baseline and previous year-RPS renewable energy sources. | then ctieulatal
system capacity needed for each renewable resource by taking thertetedble MWh
needed from the previous step and dividing it by the product of the resources’ capacity
factor and the total number of hours in a year. These steps are combined, anddexpresse
with the following equation:

[(Gh* RPS)-X RE]/(CF* 8760),

wheren is the yearG is the total Megawatt-hours of generation in ygd&PSis the
percentage benchmaiREis the total renewable energy that is deployed in the baseline,
is the fuel type, 8760 is the number of days in a yearCéanid the capacity factor for

each fuel type. | assume a capacity factor of 36 percent for wind energy.

The present study assumes that 100 percent of all new generating capacity
intended to meet RPS requirements—i.e., the renewable capacity needed beyond that
which already exists in the baseline—will be met with wind energy. | densie
following energy sources from the baseline as RPS-eligible: wind, sotdhegmal,
biomass, hydroelectric, and municipal solid waste. In addition to these asmsnjptis
also the case that no renewable energy credits are traded amongatdtetate must

satisfy their own RPS mandates and cannot purchase them from neighboring states

After | calculate the total annual capacity of wind energy needed sbystdue
RPS requirements, | force this amount of capacity online throughout the study period.

Because a RPS is a mandatory regulation, it is fair to assume thigsuilt not decide
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whether or not they want to deploy new renewable energy units, they will instead be
mandated to do so. As a result, the utilities will need to decide how to redistribute
resources to comply with demand, availability, and fiscal constraints eftineiforce the
renewable energy capacity online, as opposed to allow the optimization lomosec
renewable energy when it is cost-efficient. In calculating the arnegbtiapital cost of
RPS wind power, | assume a discount rate of 10 percent, which is appropriate for a

private sector investment, and an investment payback period of 30 years.

One would expect an RPS policy to increase the retail price of electradtyce
total carbon dioxide emissions, force the retirement of some natural gasapidnt
displace new natural gas capacity, since both natural gas and wind servediatierme

loads.

Demand Side Management

Demand side management (DSM) refers to any program or policy that alters
electricity demand, either via changes in the pattern of electricitgrusdhe total
quantity. A variety of policy instruments can be considered under the umbrella of DSM,
including but not limited to the following: lighting standards, building codes and
standards, energy efficiency portfolio standards, public benefit funds, weatioeriz
programs, and loans, grants, and rebates for energy efficiency. Stateddyztee a

different combinations of these DSM instruments over the years.

In the present study, | conceptualize a DSM policy as a gradualsedrethe
percentage of energy savings over time. | assume that the percentagegd starts at

one percent in 2010 and rises by one percentage point each year, until it hits 20 percent in
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2029. To operationalize this policy scenario, | convert these savings into changes i
demand escalation. For instance, instead of a 1.8 percent growth in demand between yea
t and yeat+1, as is the case for Utah’s baseline, Utah instead experiences a 0.7 percent
demand growth in the DSM scenario.

Similarly to all forced supply-side resources, AURORAxmp does not include the
cost of demand-side programs in the model. The annual cost of DSM programs,
therefore, must be calculated outside of the model, and then factored into the retdil cost
electricity. To perform this calculation, | assume that the cost of a DSMagonag 3.4
cents/kWh, a cost-effectiveness figure estimated by a Resourdbs feuture study
(Gillingham et al., 2004) for DSM programs. | additionally assume thBXSi program

costs are paid in full during the year in which the DSM savings are realized.

A DSM program will likely decrease total carbon emissions, and prolong the need

for new power plant builds.

Tax Incentives

There are a variety of tax incentive mechanisms among which statelsozse
that alter the cost of alternative energy and, as a result, make altesmatire cost-
competitive with conventional energy sources. Tax incentives generally reducgidghe
or overnight, cost of an alternative energy system by a specific payeeftee most
common tax incentive mechanisms include the personal income, sales, corporags incom
and property tax incentives. Most states have at least one of these incentemtsyanrr

place.
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| build a tax incentive scenario in which a reduction of 35 percent of the overnight
capital costs is applied to the following new renewable energy deploymesnsoptiind,
solar, geothermal, biomass, and municipal solid waste/landfill. The new overrpght ca
cost is then added to the other fixed 0&M costs, and the resulting estimate, theedtal
O&M, is entered into the model. Table 4.2 summarizes the changes in fixed cost

parameters between the baseline and the tax incentive scenarios.

Table 4.2. Fixed Operations and Maintenance Costsfor Basdlineand Tax I ncentive
Scenarios

New Resource Baseline Fixed O&M Tax Incentive Scenario Fixed O&M
($/MW-wk) ($/MW-wk)

Wind 2,837 2,025

Geothermal 4,599 3,852

Solar Photovoltaic 11,047 7,244

Biomass 6,721 4,706

MSW/Landfill 5,346 4,074

Tax incentives will reduce the cost of renewable energy and, thereby, make
renewable resources more cost-competitive with conventional fossil fuel resofisca
result of lower prices, one can predict that more renewable energy sysiiébe
constructed and dispatched throughout the study period, which will displace, at least in
part, the construction of new coal and natural gas systems, and reduce the total

greenhouse gas emissions throughout the study period.

Carbon Capture and Storage
Carbon capture and storage (CCS) is the process of collecting carbon dioxide that
is produced at power plants or during fossil fuel processing, compressing it &gyestor

and transportation, and injecting it into deep underground geological layers. Carbon
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capture technologies are commercially viable in the petroleum procésdusgry and
technologically proven for small-scale gas-fired and coal-fired boilestute

technologies are not yet demonstrated, however, for large-scale poweapghcdtions
(Rubin et al., 2007). The sequestration and storage aspect of CCS is demonstrated on a
large-scale in three separate counties (IPCC, 2005; Rubin et al., 2007). Despiterthe rec
advances made in CCS technological development, a variety of regulatory and legal

barriers continue to prohibit wide-scale deployment of CCS technologies.

CCS policies are not typically formed at the state level, but are more ¢cemtiuc
regional or national level policymaking. Yet a variety of states have incluG&d C
policies in their climate action plans. Utah, for instance, has identified CQ$epals a

top priority option, which they describe as the following:

Some of the key questions to be addressed in the development of a consistent
regulatory framework for carbon capture and sequestration (CCS) are: itymuni
from potentially applicable criminal and civil environmental penalties;gntyp
rights, including the passage of title to £@cluding to the government) during
transportation, injection and storage; government-mandated caps on long-term
CGQO; liability; the licensing of C@transportation and storage operators,
intellectual property rights related to CCS, and monitoring of i&rage

facilities. Regulatory barriers may include revisiting the tradititeesdt-cost/least
risk regulatory standard or mitigating added risks and financing cheieafg

CCS projects with assured, timely cost-recovery (Utah Governor’s Blue Ribbon
Advisory Report, 2007).

For the purposes of the present analysis, a CCS policy is defined as that which
removes the regulatory barriers to CCS deployment and defines a legalénkntieat
monitors and regulates CCS developments. | assume that these effortsniulbye

render CCS as technologically viable and available for widespread commlmation. |

additionally assume that CCS will be deployed in conjunction with advanced, efficient

114



fossil fuel operations, such as integrated gasification combined cycle (CZ3}-or
natural gas combined cycle plants (NGCC-CCS), with cost and performance
characteristics outlined in tieEO2009 and an 86 percent improvement in carbon
emissions’ rate over conventional, non-CCS plants. | assume that both pfzerisree
technological improvements throughout the study period, as is typical of most new
generation technologies. To represent technological improvement, | reduwsethight
capital costs and heat rate of IGCC-CCS and NGCC-CCS plants, respectively

throughout the study period. Table 4.3 displays these assumptions.

Table 4.3. Carbon Capture and Storage Technological | mprovement Model
Assumptions

IGCC-CCS NGCC-CCS

Year Heat rate Fixed O&M Heat rate Fixed O&M

(BTU/KWh) ($/MW/wK) (BTU/KWh) ($/MW/wK)
2007 10781 8612 8613 4594
2010 10074 8532 8226 4550
2015 9191 8373 7951 4464
2020 8307 8142 7652 4339
2025 8307 7920 7652 4219
2030 8307 7702 7652 4101

This CCS “policy,” therefore, is modeled as an electric generation cesour
option, which a utility in a CCS policy state can choose, among other resource options, t
build and deploy. According to these assumptions, | build the CCS policy scenario by
including IGCC-CCS and NGCC-CCS as new resource options. Beginning in 2012, these
technologies become available—deployable on a commercial scale—but regjuiire ei
years of permitting and construction time before the plant is up and running. Thus, the
first year in which a CCS plant can dispatch power online is 2020. Table 4.4 shows the

CCS plant characteristics, as entered in AURORAXmp.
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Table 4.4. Carbon Capture and Storage Policy Scenario Parameters

New Capacity Variable Year Construction GHG rate Forced Annual Total Max
Resource (MW) O&M available time (years) (Ib/mmBTU) outage (%) Max per per State
($/MwWh) State (# units)
(# units)
IGCC-CCS 380 7.09 2012 8 28.7 7.5 1 2
NGCC-CCS 400 3.62 2012 8 16.7 4 2 5

Assuming that the cost and performance parameters render CCS technologies
cost-competitive with other sources of electricity generation, one shouldt €&p8&c
technologies to displace new coal and natural gas power plant builds, resulting in a

reduction of total GHG emissions over the course of the study period.

Policy Portfolios

| combine these four policy instruments into two policy portfolio scenarios. The
first scenario is a strong portfolio, in which | do not adjust for any overlap inypolic
objectives and merely combine and run all four instruments as-is. Under thisgcena
one should expect more renewable energy deployment than that which is mandated by
the RPS, since the tax incentive will encourage additional renewable engratglaisn
the second scenario, the moderate portfolio scenario, | adjust for overlap in renewabl
energy deployment. Under this moderate portfolio scenario, | subtract theatdee
energy that is dispatched as a result of the tax incentives from the total ameneitgyf
that | force online as a result of the RPS policy. The difference betweenaihg and
weak scenarios, therefore, is the amount of total wind energy that is forced thdine:
strong scenario has more wind energy and the weak scenario has less. Ascexplaine

above, I first model these two policy portfolio scenarios in isolated states, hdtah a
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Arizona, respectively, and then model the portfolio scenarios across the eBME€ W

region.

Carbon Price Scenarios

In the last series of runs, | add national carbon prices of $25/metric tgnaD@
$50/metric ton C@e, respectively, and compare the results to the non-carbon price
scenarios. As described above, due to limitations in the modeling software, it is not
actually possible to model a price on &€xclusively; instead, the price must be placed
on all greenhouse gas®dt is fair to assume that a state would respond to a GHG price
in the same manner in which it would respond to an exclusivepp@e¢. | hereafter
refer to the GHG price as the “carbon price,” although all tables and gregdesit GHG
emissions and savings.

Pre-carbon price policy adoption, | assume that the cost of carbon is zero dollars.
Beginning in 2012, for the $25 carbon cost run | assume that the cost of carbon rises
steadily from $1 to $15/metric ton G&in the first year, and $15 to $25/metric ton,€0
in the second year. Similarly, the $50 carbon cost run has an increase in the cost of
carbon from $1 to $25/metric ton @&in the first year, and from $25 to $50/metric ton
CO.e in the second year. Once the cost hits its maximum value, at $25/ metricton CO
and $50/ metric ton C£, respectively, it remains steady at that value throughout the
duration of the study period.

| additionally run two carbon price sensitivity analyses that allow for the m

realistic assumption that demand is elastic and will decrease in respongsetim dhe

2L Carbon dioxide is the second most abundant gagndevater vapor, in the composition of greenhouse
gas.
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price of electricity from a carbon price. In effort to capture thesetsffedecrease
demand growth rates across the entire WECC region. In the $25/metric terc&X@, |
cut demand growth rates by one-sixth, beginning in the first year in whicb@nqganice
is imposed. In the $50/metric ton @case, | cut demand growth rates by one-fourth.
The average growth rate across the WECC is 0.9 in the baseline scenario, and range
from 0.77 and 0.55 in the $25/metric ton £Qensitivity scenario and 0.7 to 0.61 in the
$50/metric ton C@e sensitivity scenario.

When emission costs are included in dispatch decisions, AURORAxmp adjusts
variable costs for each energy resource according to the following@guati

VOM=R* HR* P/ 2x10,

whereVOM is variable operations and maintenance costs for the energy resource
(measured in $/MWhR is the unit emissions rate (measured in Ib/mmBi& js the

unit heat rate (measured in Btu/kWh), &b the emission price (measured in $/Ton).

Results of Scenario Analysis
Baseline

Figures 4.1 and 4.2 below display the mix of total generation resources in Utah
and Arizona, respectively, between 2010 and 2030. Utah’s generation mix is heavily
concentrated with coal, and grows increasing more so throughout the study period, from
85.9 percent in 2010 to 90.5 percent in 2030. Utah also generates natural gas,
hydroelectricity, and biomass. Natural gas generation declines throughstudie
period, while the generation of hydroelectricity and biomass remaitiviedly steady.

Although it is not visible in figure 4.1 below, Utah also has 23 MW of geothermal
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capacity, which it dispatches in 2010 and 2011, but retires by 2012. Utah has no nuclear
energy. Utah adds no new generation between 2010 and 2030 and, instead, slightly
decreases generation, almost entirely via natural gas plantretit® In order to satisfy
in-state electricity demand, Utah decreases exports and slighrthyagss imports

throughout the study period.

Arizona’s generation mix is a bit more varied, with roughly one-third coal, one-
third natural gas, and one-third a combination of nuclear and hydroelectricggna
also has solar photovoltaic and landfill in its generation mix, although in such minor
concentrations that it is not visible in Figure 4.2. Arizona adds new generatomcdal
and natural gas early in the study period, beginning around 2016. By 2021, Arizona
maintains a steady generation of coal but continues to increase natugahgeation to
satisfy its rising electricity demand. Eventually, Arizona gemsratore natural gas than
coal. Arizona also adds new biomass generation, although a relatively minor amount
compared to the other energy resources. Both nuclear and hydroelectratigane

remain steady throughout the study period.

Figure4.1. Utah Baseline Generation Figure4.2. Arizona Baseline Generation
Utah Baseline Arizona Baseline
Generation by Resource {in Million Mh) Generation by Resource (in Million Mwh)
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Arizona generates significantly more electricity than Utah. In 2020, Arizona
generates roughly 37 percent more electricity than Utah. By 2030, Arizonaigsnzs
percent more electricity. In the beginning of the study period, Arizona and Utahage
roughly the same total amount of coal, although the percentage of coal out of the total

respective generation mix is not even.

Table 4.5 presents additional model results. Total GHG emissions remain
relatively steady in Utah, around 41 million metric tons. Arizona’s emissises ri
throughout the study period, from roughly 59 million metric tons in 2010, to 69 in 2020,
and to 80 in 2030. The average electricity price is roughly equivalent across the two
states, both of which rise by over 150 percent between 2010 and 2030. Both Arizona and
Utah are net electricity exporters. As mentioned above, Utah’s exports gndprantly
over the course of the study period and its imports rise slowly; by 2030, Utah’s exports
and imports nearly converge. Arizona also demonstrates decreasing exports and

increasing imports, albeit to a lesser degree than Utah.
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Table 4.5. Basdline Scenario Summary Resultsfor Utah and Arizona, 2020 and 2030

Utah Baseline

Arizona Baseline

Year

GHG emissions (tons)

Average electricity price (2006$/MWh)

Total generation (MWh)
Coal
Natural gas
Nuclear
Hydroelectric
Wind
Solar PV
Geothermal
Biomass
Landfill/IMSW

Total New Generation (MWh)
Coal
Natural gas
Wind
Solar PV
Geothermal
Biomass
Landfil/IMSW

Electricity demand (MW)
Exports (MW)
Imports (MW)

2020

42,817,980
$59.69

45,677,199
40,420,559
3,620,296
0
964,879
0
0
0
671,464

o o
000

4134
1,781
748

2030 2020
42,330,430 68,982,250
$94.74 $60.58

44,626,119132,678,868
40,370,177 51,091,534
2,623,095 42,723,130

0 28,005,315
963,217 10,334,871
0 0

0 40,437

0 0
669,630 245,754
0 237,827

0 12,096,511

0 9,343,980

0 2,752,531

0 0

0 0

0 0

0 0

0 237,827
493 12634
1,037 2,927
923 491

2030

79,998,250
$94.73

161,227,928
55,276,935
65,847,285
28,005,315
10,310,864

0

40,327

0
1,510,027
237,177
59,193,580
13,587,788
44,103,671
0

0

0
1,264,944
237,177

16164
2,762
577

Sensitivity Analysis: Cost Parameters

The results of the five baseline sensitivity analyses are presented eT@laind

Table 4.7. Beginning with the first sensitivity analysis, the increase iprite of coal

makes both states produce slightly less of it; although neither state reyiresadh plants.

As aresult of a 15 percent increase in natural gas and coal, respebitkelgtates

generate more natural gas power and less coal, and increase both exporoaisd im

albeit only slightly. These results reveal that the increase in the casdladftsets the

effect of an increase in natural gas and so, despite the higher cost of regutiaége

states replace some coal generation with natural gas. The retabfpeleetricity rises

accordingly. Neither state, however, replaces coal or natural gas mathakle energy;
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therefore, the increase in fossil fuel price was not enough to make renewabiecerst-

competitive across comparable load level, i.e. base load, intermediate, or peak.

Utah responds to a 25 percent cost increase in natural gas and coal with a

reduction of both sources of fossil fuel, and a resulting overall decrease in total

generation and GHG emissions. Utah also reduces both exports and imports, and

experiences an increase in the retail price of electricity. With antedimilar to the 15

percent cost increase scenario, Arizona decreases coal generathbly, iskkgeases

natural gas generation, decreases both exports and imports, and expernisecestie

price of electricity.

Table 4.6. Utah Basdline Sensitivity Analysis Summary Results, 2030

Baseline 15% Cost 25% Cost Technological Demand
Increase Increase Innovation Growth
Adjustment

GHG emissions (tons) 42,330,43042,437,190 42,243,450 42,422,220 42,717,550

Average electricity price $94.74 $96.62 $95.6¢ $96.28 $97.00

(2006$/MWh)

Total generation (MWh) 44,626,11944,893,176 44,486,517 44,826,394 45,515,386
Coal 40,370,177 40,353,105 40,324,914 40,368,471 40,380,297
Natural gas 2,623,095 2,907,224 2,528,755 2,825,076 3,502,241
Nuclear 0 0 0 0 0
Hydroelectric 963,217 963,217 963,217 963,217 963,217
Wind 0 0 0 0 0
Solar PV 0 0 0 0 0
Geothermal 0 0 0 0 0
Biomass 669,630 669,630 669,630 669,630 669,630
Landfill/IMSW 0 0 0 0 0

Total New Generation (MWh) 0 0 0 0 0
Coal 0 0 0 0 0
Natural gas 0 0 0 0 0
Wind 0 0 0 0 0
Solar PV 0 0 0 0 0
Geothermal 0 0 0 0 0
Biomass 0 0 0 0 0
Landfill/IMSW 0 0 0 0 0

Demand 4,941 4,941 4,941 4,941 5,241

Exports 1,037 1,106 928 929 847

Imports 923 963 827 787 931
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Table4.7. Arizona Baseline Sensitivity Analysis Summary Results, 2030

Baseline 15% Cost  25% Cost Technological Demand
Increase Increase Innovation Growth
Adjustment
GHG emissions (tons) 79,998,25080,223,270 80,160,130 79,155,510 79,776,490
Average electricity price $94.7: $95.02 $95.14 $95.65 $94.20
(2006$/MWh)
Total generation (MWh) 161,227,92461,825,800 161,695,971 159,311,296 160,701,503
8
Coal 55,276,935 55,275,848 55,276,152 55,268,571 55,270,228
Natural gas 65,847,28566,446,243 66,316,109 63,464,662 65,485,684
Nuclear 28,005,315 28,005,315 28,005,315 28,005,315 28,005,315
Hydroelectric 10,310,864 10,310,864 10,310,864 10,310,864 10,310,864
Wind 0 0 0 0 0
Solar PV 40,327 40,327 40,327 40,327 40,327
Geothermal 0 0 0 0 0
Biomass 1,510,027 1,510,027 1,510,027 1,510,027 877,555
Landfill/IMSW 237,177 237,177 237,177 711,531 711,531
Total New Generation (MWh)  59,193,58059,318,188 59,762,314 57,255,392 61,013,478
Coal 13,587,788 13,587,788 13,587,788 13,587,788 13,587,788
Natural gas 44,103,67144,228,279 44,672,406 41,691,130 46,081,687
Wind 0 0 0 0 0
Solar PV 0 0 0 0 0
Geothermal 0 0 0 0 0
Biomass 1,264,944 1,264,944 1,264,944 1,264,944 632,472
Landfill/MSW 237,177 237,177 237,177 711,531 711,531
Demand 16,163.68 16,163.68 16,163.68 16,164 15,243
Exports 2,762 3,214 2,544 2,177 3,248
Imports 577 978 287 220 211

Sensitivity Analysis: Technological Innovation Parameters

In the technological innovation sensitivity analysis, Utah and Arizona

demonstrate consistent, albeit complex trends. In the case of Utah, the innbaagdn-

renewable energy cost parameters are not significant enough to induceethe lstad

new renewable capacity, which is not surprising given that Utah does not buiéwn

capacity in the baseline scenario either. The technological innovation pasadtete

however, cause surrounding WECC states to increase landfillMSW and wing,energ

and retire some older coal and natural gas plants. These resource chaniy@s a

decrease of surrounding states’ exports, which, in turn, affects Utah’s snapolrcauses
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Utah to retain some of the generation that it would otherwise export. Utah also responds
to these changes in imported supply by ramping up its natural gas generation by roughl
200,000 MWh. In the case of Arizona, the technological innovation cost adjustments
make landfill energy more cost-competitive with natural gas; asu#i,rAsizona builds

more landfil/MSW and less natural gas in the technological innovation scentaivere

to the baseline scenario. Arizona does not replace natural gas with [&i®iMlbn a
one-for-one basis and so it does not have as much excess capacity to export to
surrounding states, including Utah. In summary, both states decrease ister-stat

electricity trades as a result of the technological innovation senstivalysis.

Sensitivity Analysis: Demand Parameters

A higher rate of demand growth causes Utah to increase coal and natural gas
generation, which results in an increase of GHG emissions and an increasgricetio¢
electricity. Utah does not, however, build any new power plants to provide for this
greater demand; besides ramping up coal and natural gas plants, Utah reduxpestas
and increases its imports. By 2030, Utah is a net importer of electricity in tleendem
growth adjustment sensitivity scenario.

As a result of a lower rate of demand growth, Arizona builds and deploys half as
much biomass generation and slightly decreases coal generation. Areparts rise
and its imports fall. Both GHG emissions and the price of electricity dexieesaa result

of Arizona’s demand growth adjustment sensitivity scenario.
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Policy Portfolio Scenarios

As discussed above, each state’s policy portfolio includes an RPS, a DSM
program, renewable energy tax incentives, and a CCS policy. Portfolio polices we
modeled as “isolated state” scenarios and as “regional coordination” ssematin two
variants of policy strength. The results of these portfolio analyses ir2§8@arare
summarized in the tables beléfn effort to focus the conversation on broader trends, |
only present results from the strong policy portfolios in the corresponding graphs. I do,
however, present the moderate portfolio results in the summary tables fdkelhod sa

comparison. Overall, moderate and strong portfolios produced similar results.

Policy Portfolio Scenarios: Utah

Beginning with Utah’s results in Table 4.8, the top two rows reveal that each
portfolio scenario reduces GHG emissions and increases the retail prieetotigy in
Utah relative to baseline projections. The two isolated state scenarioslightlg lower
emissions than the baseline. The regional coordination scenarios have lower GHG
emissions than both the isolated state scenarios and the baseline. The lawesicest
in 2030 is in the strong regional coordination portfolio scenario. Figures 4.3 and 4.4

present these two variables, Utah’s GHG emissions and retail elggtrice, over time.

22| also modeled each individual policy in isolagtdtes and across the region. Results of the hati
policy scenarios are not presented in this analysi€an be obtained via personal request.
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Table 4.8. Utah Portfolio Scenario Resultsin 2030

Baseline Moderate Strong Moderate Strong
Isolated State Isolated Stat  Regional Regional
Portfolio Portfolio Coordination Coordination
Portfolio Portfolio
GHG emissions (tons) 42,330,43042,012,020 42,020,000 41,138,700 40,224,960
Average electricity price $94.74 $121.92 $123.80 $112.36 $111.46
(2006$/MWh)
Total generation (MWh) 44,626,119 49,284,319 50,212,348 48,462,353 48,177,891
All Coal 40,370,177 40,314,138 40,319,958 39,453,392 38,619,945
IGCC CCS 0 0 0 0 0
All Natural gas 2,623,095 2,018,306 2,034,780 1,967,137 1,700,337
NGCC CCs 0 0 0 0 0
Nuclear 0 0 0 0 0
All renewables 1,632,847 6,951,874 7,857,609 7,041,823 7,857,609
Hydroelectric 963,217 963,217 963,217 963,217 963,2
Wind 0 5,319,027 6,224,762 5,408,976 6,224,762
Solar PV 0 0 0 0 0
Geothermal 0 0 0 0 0
Biomass 669,630 669,630 669,630 669,630 669,63
Landfill/MSW 0 0 0 0 0
Total New Generation (MWh) 0 5,319,027 6,224,762 5,408,976 6,224,762
All Coal 0 0 0 0 0
IGCC CCS 0 0 0 0 0
All Natural gas 0 0 0 0 0
NGCC CCs 0 0 0 0 0
All renewables 0 5,319,027 6,224,762 5,408,976 6,224,762
Wind 0 5,319,027 6,224,762 5,408,976 6,224,762
Solar PV 0 0 0 0 0
Geothermal 0 0 0 0 0
Biomass 0 0 0 0 0
Landfill/MSW 0 0 0 0 0
Electricity demand (MW) 4931 3,953 3,953 3,953 3,953
Exports 1,037 2,283 2,254 2,227 2,273
Imports 923 637 496 682 763

Figure 4.3. Utah GHG Emissions

Figure 4.4. Utah Retail Price of Electricity
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These graphs reveal that the Utah-only policy portfolio has minor carbon
mitigation effects. Regional policy portfolio coordination, however, has avelati
substantial effect on carbon mitigation. The isolated state scenario setipgireame total
Utah investment as the regional coordination scenario—both the state and regional
scenarios have the same new RPS wind resources, demand curtailment, paitoyesice
and CCS technology options—yet the total GHG savings of the two scenarios
significantly differ. The greater “bang-for-your-buck” of the regiot@brdination
scenario is evident in Figure 4.4, which demonstrates that both portfolio scenarios will
increase the total retail price of electricity in Utah, but the isolaggd portfolio will
increase retail prices more than $10/MWh over the regional coordination portfolio by
2030. Table 4.9 below shows the difference between GHG emissions in the baseline
scenario and GHG emissions in the state and regional scenarios, respeltiesty
estimates reveal that, for the same investment from the state of Ug¢gipraat portfolio
has 2.7 times the decarbonization potential than a state portfolio in 2020, and up to 6.8
times by 2030. If one considers cumulative GHG emissions over the entire stiodly pe
the regional coordination portfolio has roughly 5.1 times greater decarbonization

potential as the isolated state portfdfio.

Table4.9. GHG Emissions Differ ence between Basaline and Portfolio Scenarios,
Utah

State Portfolio Regional Portfolio Factor of Diféeice
Year 2020 424,250 1,155,650 2.7
Year 2030 310,430 2,105,470 6.8
Cumulative 2010-2030 3,967,960 20,325,700 5.1

3|t is worth noting that a regional scenario wikult in a greater bang for Utah’s buck but widical
require surrounding states to make policy investmasa well.
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Which factors contribute to the greater decarbonization potential of regional
portfolios for the case of Utah? Returning to Table 4.7, other model results lerdsinsig
on this issue. As a result of all portfolio scenarios, Utah experiences aoedodbtal
in-state electricity demand, as one would expect given its DSM effdehk.dlso uses
less natural gas, and even retires a few natural gas plants, als afrke new wind
generation. Hydroelectricity and biomass remain unaffected, relative basleéne
scenario. Yet total generation rises in all four scenarios. In the case afl#tedsstate
scenarios, coal generation rises rather substantially; the combinatiew @find power
and increased coal generation—note that Utah does not actually build new coaltplants, i
simply ramps up generation at existing plants—causes total generatise. tib is only
the retirement of natural gas plants that causes the isolated stat@gsceénarios to
experience a reduction—albeit, recall, minor—in GHG emissions vis-a-visagaine

scenario.

If electricity demand in Utah, however, is 20 percent below a business as usual
case, why would Utah generatmrecoal power than it would in the absence of a policy
portfolio? The reason is that Utah can export its relatively inexpensiltbased
electricity to neighboring states, a phenomenon referred to as “carbon leakdge” i
literature. In the absence of their own renewable energy, energyrefficiar carbon
dioxide legislation, neighboring states will take advantage of the opportamtychase
Utah’s excess coal. In the case of the regional coordination scenario, however,
neighboring states also have to meet demand-side and supply-side regofatiens
own and, therefore, purchase less of Utah’s excess fossil fuel generation. &hdsarte

evident in Figure 4.5, which displays net exports minus imports over time. Thenbaseli
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scenario experiences converging values for exports and imports. Both ¢henstat
regional scenarios experience an increase in exports and a decrease B8) nelptvte to
the baseline. The isolated state scenario has the largest net exportdiffigramnce,
which indicates that Utah is the biggest exporter of electricity wheni¢isrtly state

with a policy portfolio.

Figure 4.5. Utah Net Exports-Imports
Utah Net Exports-Imports {in M)
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Policy Portfolio Scenarios: Arizona

Arizona’s results are summarized in Table 4.10. As this table revealsyrall fo
policy scenarios reduce GHG emissions significantly below baseline poogect
Similarly to Utah, the regional coordination scenarios result in the lowekGidta
emissions. There are, however, only minor differences between GHG emissiggssavi
the isolated state portfolios and the regional coordination portfolios. The retaibpr
electricity also rises in all four cases but the strong regional coordinagaarso has the
lowest price by 2030. Figures 4.6 and 4.7 display Arizona’s GHG emissions and retail

price over time, respectively, as a result of the portfolio scenarios.
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Table4.10. Arizona Portfolio Scenario Resultsin 2030

Baseline Moderate Strong Moderate Strong
Isolated Sta Isolated Stat  Regional Regional
Portfolio Portfolio  Coordination Coordination
Portfolio Portfolio
GHG emissions (tons) 79,998,250 67,111,2986,415,066 66,467,080 64,743,290
Average electricity price $94.73 $118.64 $121.35 $110.59 $108.09
(2006$/MWh)
Total generation (MWh) 161,227,928 139,614,5639,977,049 140,997,418 141,001,189
All Coal 55,276,935 58,182,91058,161,484 54,558,253 53,248,062
IGCC CCS 0 2,950,491 2,950,491 0 0
All Natural gas 65,847,285 25,353,73124,236,932 30,393,390 29,606,316
NGCC CCs 0 0 0 0 0
Nuclear 28,005,315 28,005,31528,005,315 28,005,315 28,005,315
All renewables 12,098,395  28,072,6029,573,318 28,040,460 30,141,496
Hydroelectric 10,310,864 10,310,86410,310,864 10,310,864 10,310,864
Wind 0 15,737,03617,870,219 15,467,712 17,331,571
Solar PV 40,327 40,327 40,327 40,327 40,327
Geothermal 0 0 0 0 0
Biomass 1,510,027 1,510,027 877,555 1,510,027 1,510,027
Landfill/MSW 237,177 474,354 474,354 711,531 948,708
Total New Generation (MWh) 59,193,580 36,965,103 38,465,814 31,057,574 33,117,805
All Coal 13,587,788 16,538,27916,538,279 13,587,788 13,470,185
IGCC CCS 0 2,950,491 2,950,491 0 0
All Natural gas 44,103,671 0 0 25,600 102,398
NGCC CCS 0 0 0 0 0
All renewables 15021 17,476,334 18,977,045 17,444,187 19,545,223
Wind 0 15,737,03617,870,219 15,467,712 17,331,571
Solar PV 0 0 0 0 0
Geothermal 0 0 0 0 0
Biomass 1,264,944 1,264,944 632,472 1,264,944 1,264,944
Landfill/IMSW 237,177 474,354 474,354 711,531 948,708
Demand 16164 12,873 12,873 12,873 12,873
Exports 2,762 3,267 3,301 3,625 3,620
Imports 577 264 254 466 570

Figure4.6. Arizona GHG Emissions

Figure4.7. Arizona Retail Price of

Electricity
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Figure 4.6 demonstrates that the regional portfolio has slightly lower GHG
emissions throughout the study period, with the exception of the years between 2026 and
2028. The retail price of electricity in the regional scenario is, howevenstamtty
lower than it is in the state scenario, as displayed in Figure 4.7. Table 4.11 provides
Arizona'’s decarbonization potential factors. The regional coordination policy ignkg t
more effective at reducing GHG emissions—per Arizona dollar spent on policy
portfolios—than the state portfolio, which is the case at 2020, 2030, and cumulatively

across the entire study period.

Table4.11. GHG Emissions Differ ence between Basaline and Portfolio Scenarios,
Arizona

State Portfolio Regional Portfolio Factor of Diféerce
Year 2020 10,819,110 11,622,010 11
Year 2030 13,583,184 15,254,960 1.1
Cumulative 2010-2030 185,011,874 195,898,470 11

These factors of difference are based on the premise that both the state and
regional scenarios will require the same policy expenditures made bpthefsfrizona
but will have different effects on total GHG emissions. The policy costaet@éd into
the retail price of electricity; but the retail price also includes ativestment decisions
made throughout the study period. It is instructive to consider, therefore, whgltteds
state scenario results in a higher electricity price than the regiooalination scenario,
despite the small difference in total GHG emissions. It is additiomafppitant to
consider why Utah has such a significant difference between regional ansicetadirios

yet Arizona’s difference is minor.
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Returning to Table 4.10, it is evident that Arizona is forced to make more
complex resource decisions than Utah as a result of the policy scenarios. \NJtarea
has relatively steady demand and ample coal resources to satisfgitediisArizona
has an increasing demand growth rate and needs to build new power plants throughout
the study period to satisfy this demand. In the baseline scenario, Arizonailgrbudds
new natural gas plants to satisfy increasing demand, but also builds coal, beomdass
landfill generating units. In the policy scenarios, Arizona is forced to meke
investment decisions regarding which resources to build. Figures 4.8, 4.9, and 4.10

display which decisions Arizona makes.

Figure 4.8. Arizona New Generation
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Figure4.9. Arizona Generation, State  Figure 4.10. Arizona Gener ation, Regional

ArizonaIsolated State Scenario Arizona Regional Coordination Scenario
Generation by Resource (in Million MWh] Generation by Resource (in Million MWh)
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Collectively, these graphs reveal that Arizona reduces total generaaae st
of the policy scenarios. This reduction in generation is a significant facfsizona’s
large GHG emissions savings across all policy scenarios. Arizona stitl hadd new
generation to satisfy rising demand, which it does with new coal and RPS wind. The new
wind generation entirely displaces the new natural gas builds that occur irséhaeda
scenario. Arizona still needs to satisfy growing base load demand, however, which it
cannot do exclusively with wind power, since wind is a better intermittent load cesour
than a base load resource. The wind that Arizona deploys allows the state to pd&tpone t
construction of new coal plants in both the state and regional scenarios, untiluadyent
needs to build the additional base load coal generation. Once Arizona builds these coal
plants, it has excess coal-based energy, which it can then export to surrounding states
until Arizona requires the entire load for itself.

Arizona has to build new coal power plants earlier in the isolated state ecenari
because it cannot import as much base load generation from other states. Once
surrounding states have their own portfolio policies, as is the case with the regional

coordination scenarios, they have excess base load coal generation—arsat| @t
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which is from IGCC-CC&—to sell to Arizona, which allows Arizona to further
postpone the construction of new coal plants until 2025. Beginning in 2026, Arizona has
excess coal power, generated with the most advanced and efficient coal taelnolog
which it sells to surrounding states.

These trends are evident in the export-import graph below. Both policy scenarios
cause Arizona to export more power, relative to the baseline, over the coursaudyhe s
period. Imports rise in the regional coordination scenario, beginning around 2016, exact
when Arizona postpones its first coal plant build. Imports fall again and exports rise
when Arizona builds its regional coordination scenario coal plant in 2025. Between 2026
and 2028, Arizona exports more coal power in the regional scenario than in the state
scenario. Save these years, Arizona has a higher net export-import valuesalaties i
state portfolio scenarios, which are the only years in which the regional oisfafiore
cost-effective than the state portfolio.

Figure4.11. Arizona Net Exports-I mports
Arizona Net Exports-Imports (in MW)
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24 Arizona builds an IGCC-CCS plant only after it axsts its IGCC with no CCS limit of one power plant
and its scrubbed sub-critical pulverized coal liofitwo power plants. These trends indicate th&0G

with no CCS and sub-critical pulverized coal popfants are preferred to IGCC-CCS in the absenee of
carbon price.
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The final set of models combine portfolio with carbon price scenarios. The results
from the strong regional portfolios combined with the carbon price scenarios are
presented in Table 4.12 and Table 4.13. These tables also include the demand growth

sensitivity scenarios.

Table4.12. Utah Carbon Price Portfolio Results, 2030

Baseline Regional Regional Regional Regional
Portfolio & Portfolio & Portfolio & $25 Portfolio & $50
$25 GHG $50 GHG GHG with GHG with
Demand Demand
Sensitivity Sensitivity
GHG emissions (tons) 42,330,430 37,548,740 25,710,150 38,636,930 25,958,750
Average electricity price $94.74 $129.2¢ $164.8¢ $132.19 $167.61
(2006$/MWh)
Total generation (MWh) 44,626,119 45,785,514 37,490,244 47,134,922 36,533,035
All Coal 40,370,177 36,134,930 23,336,549 37,002,228 23,508,173
IGCC CCS 0 0 0 0 0
All Natural gas 2,623,095 1,614,157 4,616,155 2,094,504 4,988,047
NGCC CCS 0 0 0 0 0
Nuclear 0 0 0 0 0
All renewables 1,632,847 8,036,426 9,537,540 8,038,190 8,036,815
Hydroelectric 963,217 963,217 963,217 963,217 963,217
Wind 0 6,224,762 6,224,762 6,224,762 6,224,762
Solar PV 0 0 0 0 0
Geothermal 0 180,426 181,058 181,477 181,237
Biomass 669,630 668,021 1,931,325 668,733 667,599
Landfill/IMSW 0 0 237,177 0 0
Total New Generation 0 6,405,188 7,907,942 6,224,762 6,224,762
(MWh)
All Coal 0 0 0 0 0
IGCC CCS 0 0 0 0 0
All Natural gas 0 0 0 0 0
NGCC CCS 0 0 0 0 0
All renewables 0 6,405,188 7,907,942 6,224,762 6,224,762
Wind 0 6,224,762 6,224,762 6,224,762 6,224,762
Solar PV 0 0 0 0 0
Geothermal 0 0 0 0 0
Biomass 0 0 1,264,944 0 0
Landfil/MSW 0 0 237,177 0 0
Demand (MW) 4,931 3,953 3,953 3,863 3,822
Exports 1,037 1,840 1,022 2,086 845
Imports 923 595 725 596 518
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Table4.13. Arizona Carbon Price Portfolio Results, 2030

Baseline Regional Regional Regional Regional
Portfolio & $25 Portfolio & Portfolio & $25 Portfolio & $50
GHG $50 GHG GHG with GHG with
Demand Demand
Sensitivity Sensitivity
GHG emissions (tons) 79,998,250 55,974,080 41,122,600 53,720,590 40,693,920
Average electricity price $94.7% $125.4C $151.1¢ $128.36 $155.41
(2006$/MWh)
Total generation (MWh) 161,227,928 134,433,978130,982,117 130,308,993 123,473,138
All Coal 55,276,935 48,807,496 28,316,060 45,344,357 25,959,029
IGCC CCS 0 2,950,373 5,891,468 2,946,480 2,943,482
All Natural gas 65,847,285 25,741,120 42,786,073 27,292,553 40,475,608
NGCC CCS 0 0 0 0 0
Nuclear 28,005,315 28,005,315 28,005,315 28,005,315 28,005,315
All renewables 12,098,395 31,880,046 31,874,669 29,666,768 29,033,186
Hydroelectric 10,310,864 10,310,864 10,310,864 10,310,864 10,310,864
Wind 0 17,331,571 17,331,571 17,331,571 17,331,571
Solar PV 40,327 40,327 40,327 40,327 40,327
Geothermal 0 0 0 0 0
Biomass 1,510,027 2,774,223 2,768,846 1,509,653 876,072
Landfill/MSW 237,177 1,423,062 1,423,062 474,354 474,354
Total New Generation 59,193,580 33,028,352 32,311,089 26,277,061 21,381,878
(MWh)
All Coal 13,587,788 11,743,832 5,891,468 7,206,193 2,943,482
IGCC CCS 0 2,950,373 5,891,468 2,946,625 2,941,125
All Natural gas 44,103,671 0 5,135,100 0 0
NGCC CCs 0 0 0 0 0
All renewables 1,502,121 21,284,521 21,284,521 19,070,869 18,438,397
Wind 0 17,331,571 17,331,571 17,331,571 17,331,571
Solar PV 0 0 0 0 0
Geothermal 0 0 0 0 0
Biomass 1,264,944 2,529,888 2,529,888 1,264,944 632,472
Landfill/IMSW 237,177 1,423,062 1,423,062 474,354 474,354
Demand (MW) 16,164 12,873 12,873 12,328 12,058
Exports 2,762 2,624 2,618 2,905 2,345
Imports 577 201 582 415 343

The carbon price scenarios produce predictable results: the price otectri

rises; GHG emissions fall; total generation decreases in all cageshedJtah $25 GHG

scenario; and renewable energy deployment increases and displacesrarisve

fossil fuels. A carbon price of $25/metric ton §&@auses both states to make relatively

small reductions in coal generation and large reductions in natural gas. A cacleanf pr
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$50/metric ton C@ has the opposite effect: major coal reductions and minor natural gas
reductions, as is the case for Arizona, or natural gas additions, as is thar ¢isd f

In the low carbon price scenario, Utah increases total generation; thesmcse
due to new RPS wind and the ramping up of Utah’s geothermal operations. Utah also
reduces coal generation, although not substantially, as well as natjrahdancreases
exports and decreases imports. The price of carbon is significant enough irhtpadeg
scenario to cause Utah to deploy new biomass and landfill energy, and cut total coa
generation nearly in half. Given that natural gas is the least carbonvetérssil fuel,
and also has the ability to serve as base load power, Utah builds new natural gas plants i
the high carbon price scenario to replace a portion of its coal-generated base load.
total, Utah generation decreases, imports increase, and exports decredsefor ditah
to provide enough electricity to meet its consumers’ electricity demamaisiatal cost.

These conditions make the retail cost of electricity rise.

In Arizona’s low carbon price scenario, the state retires a substantiahtiof
coal generation, but replaces much of it with new IGCC-CCS and sub-critichbed
pulverized coal units. Arizona also retires more than half of its natural gas afaht
replaces them with new renewable energy systems, including biomass,,|landfiRPS
wind. The high carbon price causes Arizona to take more drastic measut@gsitoneer
half of its coal plants; replaces a fraction of the coal with IGCC-@E&eases natural
gas and replaces a portion of that power with renewable energy geneaationgcreases
imports.

Figures 4.12 and 4.13 display each state’s total GHG emission savings, telative

baseline values, as a result of the portfolio and carbon price scenarios. These graphs
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demonstrate that carbon prices, coupled with portfolio policies, have significantiglote

to reduce GHG emissions over the long run. Beginning around 2015, a carbon price of

$50/metric ton C@ and a regional coordination portfolio cuts Utah’s emissions by

almost one-half, and Arizona’s emissions by one-third.

Figure4.12. Utah Carbon Price
Scenarios

Utah GHG Emissions in Carbon Price
Scenarios (in Million Tons)

Figure4.13. Arizona Carbon Price
Scenarios

Arizona GHG Emissions in Carbon Price
Scenarios (in Million Tons)
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Carbon Price Sensitivity Analyses

The demand sensitivity scenarios represent a decrease in the rate of demand
growth across all WECC states that more realistically captieeslasticity of demand
that accompanies a carbon price. The sensitivity results once again higidight
intricacies of state level electricity dynamics, in which statdsendéferent dispatch
decisions based on each state’s mix of generation resources, its export and import
constraints, and the activities made in surrounding states. Vis-a-vis tim&asenarios,
both Utah’s and Arizona’s outputs from the sensitivity scenarios are considietioge
from the carbon price scenarios, as outlined above. When one instead compares the
sensitivity scenarios with the carbon price scenarios, a couple of differeacesrth

noting. First, a lower rate of demand growth leads both states to cut back on the amount
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of new renewable generation, particularly biomass and landfill, that eachtodrdisl.
Arizona also cuts back on new coal power plant builds. Second, given that there is less
new generation in WECC states but there is still a need for electric hppgan match
demand in these states, both Utah and Arizona ramp up generation from their natural ga
plants. Utah also increases coal and geothermal generation, although notsitiypific

Both states find it advantageous to increase their already existingtgagaamarily

from less carbon-intensive fuel sources—instead of building new generation. ©hel, s

of this increase in already-existing generation is to satisftate-slemand and the rest is

for out-of-state demand. In states with relatively low demand and high capachyas

Utah, net exports are the greatest. Utah is able to significantly inengases and

decrease imports in the $25 carbon price with demand sensitivity scenario.totiah’s
generation is actually higher in the demand sensitivity scenarios than ihésaarbon

price scenarios because it is able to deploy this already-existingqaienand sell it to
surrounding states; although this results in a greater amount of GHG emissions and a
higher retail price of electricity in Utah. Given that Arizona has leistieg capacity to

ramp up, and also cuts back on the new capacity that it builds, Arizona needs to import a
greater amount of generation in the $25 carbon price with demand sensitivityagscenar
Finally, both states cut back on new power plant builds, and decrease both imports and

exports, as a result of the $50 carbon price with demand sensitivity scenario.

Regional Models
| additionally modeled a series of carbon price and portfolio scenarios at the

regional level to track the differences in carbon mitigation effects awaenergy and
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climate policies. Figure 4.14 presents the summary findings. WECC greerasuse
emissions increase throughout the study period in the baseline scenario. Therg50/met
ton CQe scenario causes the WECC to experience two years of rapid transition, or a
tighten-the-belt period, in which it must quickly shift from carbon intensive foeisore
efficient and less carbon-intensive sources. After those two yearsj@misontinue to

rise at a rate that is similar to, if not slightly smaller, than the bassemario. In the
presence of a coordinated regional or national energy policy portfolio, but withoaga pri
on carbon, the WECC is able to roughly stabilize emissions at 2010 levels and generate a
“stabilization triangle” (refer to the area above the red line in figur4; £acala and
Socolow, 2004). The combination of the energy policy and the climate policy—the
regional portfolio and the carbon price—causes the WECC to once again tighten its belt
for a few years, but also has the combined effect of a change in the overall ret& of G
emissions growth. The new rate of growth is close to zero and, at timesysiiggpitive.
These results confirm that both energy portfolio policies and climate ofiaie the
potential to reduce GHG emissions significantly; but neither is asigfestisolation as

they are when combined.

Figure4.14. WECC GHG Emissions

WECC GHG Emissions in Combined Scenarios
{in Million Tons)

Baseline

400
| =550 Carbonprice
300 |

StrongRegional Portfolio

| ——StrongRegional Portfolio
100 4 with $50 Carbon Price
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Discussion

Results from the combined set of analyses confirm that: 1) spreadsheet
projections of the climate mitigation effects of state energy polioytefare not
adequate; and 2) national level policy analyses—focused on both singular and portfolio
policies—cannot be generalized to the state level. Regarding the fanmpresent
results reveal that the electricity sector cannot be captured easiipn@aaspreadsheet
projection, in which tracking state-by-state electricity trade exggmrtransmission
constraints, and utility cost minimization decisions is immensely diffidgarding the
latter, all national level modeling analyses reviewed above demonstraietéiméial cost-
effectiveness of policy efforts that are heterogeneous and continuous tatess S
Previous national level findings are akin to the regional level results generated in the
present study, which conclude that a coordinated policy strategy has sigrodaon
mitigation potential. In short, both state level spreadsheets and national modeling
projections overestimate the effectiveness of state energy policy psribol carbon
mitigation because they do not account for—or have the resolution to identify—changes
in inter-state exporting behavior, the potential for carbon leakage, treemetit and
building of new power plants, or changes in the relative price of electriciyebptstates
as a result of policy variation across state borders.

A summary of the model results is as follows. State energy policy portfaias
the potential to reduce GHG emissions over the long run. Coordinated energy policy
portfolio efforts, as facilitated across multiple states, a region, or tlmmnean produce
minor (e.g. Arizona) to significant (e.g. Utah) improvements in the decarbionizat

potential of policy actions. The difference in decarbonization potential betwsated
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state policies and larger, more coordinated policy efforts is due to in large parbon
leakage, which is the export of carbon intensive fossil fuel-based elychigeoss state
lines.

The difference between the GHG mitigation potential of state efforts versus
larger, coordinated efforts depends on the individual circumstances of eachilstate
present study considered two states, Utah and Arizona, and identified which factors
contributed to the states’ GHG savings over time. In the case of Utah, whkialdwa
demand growth rate and an abundance of coal generation, an isolated state policy
portfolio causes Utah to decrease natural gas generation and exportsdl eale
generation to neighboring states. A regional coordination portfolio, on the other hand,
reduces the neighboring states’ demand for inexpensive base load power, arsd Utah i
forced to retire some of its older, less efficient coal power plants. Theetdi¢in
decarbonization-effectiveness between the two scenarios, thereforgeidiiahe case
of Arizona, which has a high rate of electricity demand growth and a varidtfferent
electricity resources, both an isolated state and a regional coordinatiamtipodtise
Arizona to make significant changes to its resource portfolio mix. Both portfolio
scenarios force Arizona to reduce total generation and delay new fossil fuelgiamte
builds. The regional coordination portfolio has greater decarbonization potentialdecaus
Arizona builds less new coal generation, and thereby has lower carbon leaksdiye, rel
to the isolated state scenario.

It is additionally instructive to consider the behavior of the individual policy
instruments that are included in the energy portfolios. First, the RPS poliegsed

wind generation, which tended to displace new or replace existing natural gestigane
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The scenarios in this analysis confirm that an RPS policy can effectivebase
renewable energy deployment, but it has limited ability to control fossigkregration,
reduce demand, or control GHG emissions, as the literature has recenthgetsRabe,
2008; Carley, 2009). Second, DSM policies were found to decrease in-stateiglectric
demand, but, as was the case with Utah, not necessarily cause total pmestatéion to
decrease accordingly.

Third, tax incentives of a 35 percent capital cost reduction had minimal effects on
total renewable energy generation in all non-carbon-price policy scenaaios. T
incentives did not affect Utah’s dispatch behavior, but they did cause Arizona to deploy
extra landfill instead of new fossil fuel generation. These resultsirinaga 35 percent
capital cost tax incentive is not enough to make most renewable resources cost-
competitive with conventional energy sources. With an incentive, landfill eneaipeis
to compete with other new resources, but not existing resources. In the combined carbon
price and portfolio scenarios, the tax incentive helps improve the cost-compesisivvéne
landfill, geothermal, and biomass resources.

Finally, the CCS policy had noteworthy results. No state in the WECC built
NGCC-CCS technologies in any of the policy scenarios. Utah did not deploy a power
plant with CCS technology; but this is not surprising, given that Utah had no need to add
extra base load generation at any time during the study period. ArizoogepECC-

CCS generation in the isolated state scenarios, beginning in 2030, after the state
exhausted its IGCC with no CCS and scrubbed sub-critical pulverized coal pomter pla
builds. Arizona did not deploy any IGCC-CCS in the regional coordination policies,

although surrounding states did. This result is due to the timing of Arizona’s power plant
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construction needs, and the lack of overlap between its needs and the availabili§ of CC
technologies. In the high carbon price and regional coordination portfolio scenario, 100
percent of Arizona’s new generation capacity was supplied by IGCC-Q@SeT

collective results reveal that, given current EIA cost and performancactéastics,
IGCC-CCS technologies have the potential to be cost-competitive and more tham car
competitive with other coal generating units, but only in the presence of carbon
restrictions. Scenario results indicate that IGCC-CCS will noizes#ilis potential,

however, until 2027 or beyond.

The final results of this analysis revealed that energy policy portfolies hav
carbon mitigation potential, and that larger, coordinated policy efforts have enhanced
potential. Results also confirmed that a carbon price of $50/metric tgs 2@ generate
substantial carbon savings. Although both policy options—energy policy or climate
policy—are effective, neither is as effective alone as when the twogstésatae
combined.

Returning to the discussion of carbon leakage, this analysis is by no means the
first to document this phenomenon. Many studies have used this term to classify the
migration of carbon-intensive firms or industries from regions of carbonatguto
those without regulation. In other words, as a result of a climate policy, emissions
increase outside of the policy-enforcing region. Numerous examples of irdeahat
emissions leakages associated with cap-and-trade policies have@mesgpent years.
Rabe (2008) has identified the problem of carbon leakages in the U.S. as well, which
accompany the Regional Greenhouse Gas Initiative (RGGI). Rabe and Baskrabk

colleagues (Bushnell et al., 2007) extend the notion of carbon leakages, or “reshuffling”

144



as Bushnell et al. refer to it, to include the transfer of relatively inexpeniactricity

from a regulated area to a non-regulated area. The consequences of this ayperof c
leakage is that it increases the price of electricity—the incidencaiohws more often

than not passed along to the consumer—and costs the government financial relsaurces t
could be used for other public purposes, all for minor or potentially negligible safings
global greenhouse gas emissions. As Rabe (2008) explains, “the impact ofaignific
leakage could be to neutralize any potential carbon reduction of RGGI and eten crea
substantial sinks that could accentuate the attractiveness of elegirodtyced in
nonregulated states and provinces.” In keeping with these observations, both the
European Union and RGGI have recently raised this concern, and facilitatedgvorkin
groups to study the extent of the problem and ways in which it can be addressed (RGGI,
2007; EU, 2009).

The supporting literature to date has focused exclusively on the climate policy-
carbon leakage connection. The present study additionally identifies the connection
between energy policies and carbon leakages. These findings are pertineseleS.
climate change efforts are, to date, primarily state-run energy dfmys, and the
likelihood that leakage is already present is high. It is possible that thiategppear to be
U.S., and even global, leaders in climate change efforts may have a minimoak if

negligible, effect on global greenhouse gas emissions.

In the continued absence of national climate change legislation, the cost-
effectiveness of state decarbonization policies can be improved with effgderdinate
energy and climate policy action across state borders, via either stasrgiap

agreements or regional policy coordination. Assuming that the primary objectve of
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climate action plan, or energy policy portfolio, is to reduce GHG emissionshe/éng
run, individual states can also make concerted efforts to align the policynasdgeeind
therefore the policy design features, of the various policy instruments in thateclim
action plans. Several studies have also confirmed that policy instrument coordoaati
increase the effectiveness of energy and climate policy efforts [SordeSijm, 2003;
Gonzalez, 2007). Furthermore, individual states can add stipulations to their renewable
energy and energy efficiency legislation that additionally regulatesntio@int or
percentage of fossil fuel generation that can be produced and consumed inrstate. O
alternatively constructed, states can mandate that new RPS renenatgjg capacity or
DSM “negawatts” must be matched one-for-one across comparable load lgkels w
carbon-intensive fossil fuel plant retirements.

It is worth noting, however, that each energy policy instrument that is included in
a state portfolio is designed to address a fundamentally different mallest than just
GHG emissions. For instance, RPS policies address the market failureataslseith
renewable energy market penetration. It is important to note that energy polic
instruments can have some effect on GHG mitigation—and they can be optimally
designed and coordinated so as to maximize total GHG mitigation potenaauesl
above—however, energy policy instruments are not the same thing as climeye poli
instruments; and each type of instrument is associated with a different setativels]
market failures, and mechanisms for policy action.

This analysis raises issues regarding the potential effectivenasprofgressive
federalism” approach. It is not yet clear how much authority the natiomatgment will

grant states to maintain their own energy and climate policies, in the evematibagl
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climate change legislation is passed in coming years. The proposed WaarieeyM

bill, “H.R. 2454, the American Clean Energy and Security Act of 2009,” provides some
insights on the possibility of federal preemption. The bill mandates thattael staist
comply and cannot interfere with the federal cap-and-trade during thivieryears of
operation, 2012-2017. After 2017, the bill allows states to set their own cap limits, so
long as the state caps are more stringent than the federal caps. The bifegffer
additional details regarding the authority of state governments, whichsssigjoat the

bill will likely preserve states’ authority to enact and maintain staté émexgy policy
portfolios. However, many of the major policies that are currently found in $tatge
action plans are proposed as national regulations in the Waxman-Markey bill. For
instance, the bill proposes a national RPS as well as an efficiency portfotiarsta
Therefore, if the bill is enacted as proposed, any state with energy pthiatiesatch or
are less strict than the national policy will be forced to abandon previous glatgions
and instead comply with national standards.

While some states, such as many in the Southeast, object on economic grounds to
the national government setting energy policy regulations in addition to carbon
regulations, this analysis finds evidence that a national policy portfolio could have a
larger effect on global greenhouse gas emissions than state-lesl. &foombined
federal cap-and-trade and national policy portfolio has the potential to prdwuce t

greatest carbon savings.

Limitations

147



There are a number of limitations to this type of modeling analysidirSheet
of limitations is associated with the choice of model, and with modeling arathy@e
generally. The second set of limitations includes those that are due to Huelalegical

approach of the present study.

Modeling Limitations

AURORAXxmp is a bottom-up electricity model and, similar to other bottom-up
models, it tends to demonstrate overly optimistic technology diffusion behavior. This is
because a model such as AURORAXmMp neglects to account for non-standard economic
conditions in its optimization equation, such as transition costs, market uncertaimdes
market imperfections. As a counter-balance to this trend, however, AURORAXxe® bas
its optimization logic purely on a cost-minimization equation, and therebyatege
consider that some market actors deploy new energy systems due to nactoost For
instance, homeowners may install solar photovoltaic panels on their roofs beeguse th
believe that it is worth spending extra money on electricity in order to hanmnai
impact on their environment.

Another counter-balance to the overactive diffusion behavior is AURORAXmMp’s
failure to retire coal power plants at a specified terminal year. AUR@T does retire
some coal power plants, but only those plants that the electric industry hag alread
publicly designated for retirement. The remainder of the coal power planiseadya
over 30 years old. Yet the only way that these plants will be retired is if &meypt
compete with the real annualized net present value of alternative resdiuttoese plants

are already paid off, the chances of retirement are small. By the drasititly period,
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many of the WECC'’s coal power plants are well over 60 years old, and some up to 80
years of age. In reality, one should assume that a portion of these coal glargsdvo

be replaced between 2010 and 2030, which will increase electricity costs and pyptential
decrease GHG emissions. Considering the case of Utah, it is possible thabulih w
make different construction and dispatch decisions if it had to replace a majpowea
plant during the study period. Instead of constructing a new coal power plant, for
instance, Utah may consider a biomass co-combustion plant.

Non-linear bottom-up models also fail to consider technological change. More
advanced, non-linear models make energy resource costs endogenous, which provides
more realistic projections of future circumstances. This omission likidgtafrenewable
and alternative energy options the most, since these resources arpatireing
downward trends on their respective marginal cost curves.

Finally, AURORAxmp is an electricity dispatch model, not an integratedbm
economic model such as NEMS or a macro-economic model such as the Applied
Dynamic Analysis of the Global Economy model (ADAGE). Therefore, Aurora doe
have the ability to find the lowest cost energy solutions across the entire ecarnismy;
merely able to find the lowest cost electricity source given constrain@pacity,

transmission and distribution capacities, and costs.

Methodological Approach Limitations
This type of analysis is not rooted in causal inference. It is merely aingpdel
exercise based on electricity dispatch optimization logic. Model resal{zadictions

based specifically on hypothetical scenarios, and dependent on variables that may be
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inaccurate projections of future circumstances. Furthermore, some sceglagsn
simplified assumptions; for instance, | assumed that 100 percent of all new RPS
renewable energy would come from wind power with no trading of renewable energy
certificates (RECSs). In reality, an RPS policy will encourage the dey@oyof a variety

of different renewable energy resources, including resources that wenelanded in
these scenario models, such as distributed renewable generation. The tradi@s of R
across a region will also facilitate a more cost-effective renenai®rgy deployment
pattern. The inability to model these options in the present analysis has Igwdtgdan
cost estimates that are too high.

In recognition of the inherent limitations of modeling analyses, howevan,d r
series of sensitivity analyses on the baseline scenario, and modeled vangpolnsyi
portfolio strength and carbon price levels. Results across the model variagi@n&inty
consistent, and demonstrated mild sensitivity to model parameters, such ag primar
resource costs. Variation in carbon price was found to be one of the most sensitiwe polic
parameters.

It was necessary to make additional assumptions concerning the study sample.
selected the WECC region for this sample, and Utah and Arizona as represetitaés
within this region. The intent was to generate descriptive results that have
generalizability; that is, the Utah and Arizona results could indicate bretder
experiences, the WECC results could suggest national level trends, and the combinati
could lend insights into the dynamics of electricity sector interactionsigustates and
across regional boundaries. It is possible that Utah and Arizona are poor repoesentat

of the average state’s characteristics. What is more likely, howevieat idere are a few
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states that have extreme characteristics—for instance, Maine, whiels sindy one state
border and generates 29 percent of its total electricity from hydroelgetrand simply
cannot be represented by any other state. This study does not presumettiat allis
respond to policy portfolios or carbon prices in exactly the same fashion ad ##gheor
Arizona. Nor does it presume that a national level coordinated policy portfolio wdl ha
the exact same effect as a regional coordination policy. Fortunately stnesg
assumptions are unnecessary. Future analyses may choose to improve theajgligra
of the present results via a modeling exercise that includes the entiretjpopsdanple,

all 50 U.S. states. Future studies could additionally seek to empirically ydehiih
factors are associated with improved or reduced cost-effectivenesbarh caitigation

policy portfolios.

Conclusions
This study sought to explore whether state policy portfolios are effective
decarbonization strategies. The results of a scenario-based electrictdepdeling
exercise revealed the following descriptive trends:
¢ Regional coordination policy portfolios demonstrate greater potential for
decarbonization than do isolated state policy portfolios;
e Some states benefit more from regional policy coordination than others,
depending on the state’s demand growth, resource mix, and export-import
strategy, among other unaccounted for factors;

e Emissions leakage attenuates the effect of isolated state poliaylipsrtf
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e A carbon price coupled with regionally or nationally coordinated policy q@a$f
is the most effective carbon mitigation option.

The need for further investigation of the effects of state level policgmpeathce,
and the federalist implications of state energy and climate policyriFapes immense.
As our global society progresses with international climate changeragnts, lessons
from the U.S. states can provide valuable insights on the performance of energy
portfolios, the occurrence of carbon leakage, and the interaction between pltiate

and energy policy.
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CHAPTER 5
CONCLUSION: LESSONS FROM THE ERA OF STATE ENERGY POLICY

INNOVATION

U.S. energy and climate change policy has evolved from the bottom up, led by
state governments and internationally recognized for the use of unconventional and
innovative policy instruments. After roughly a decade and a half of statedbauim
energy and climate policy, what have we learned about the effects artivefffess of
state policy tools as they relate to the diversification, decentralizatidn, a
decarbonization of the U.S. electricity sector? What lessons can betedtabout the
use of policies that have shaped the era of state energy policy innovation and what do
these lessons suggest about the role of state energy policy in the U.S. tyisetcior?

This three-essay dissertation sought to address these questions and, in doing so,
empirically evaluate some of the leading policy instruments that $tavesdeployed
throughout this era. | first evaluated the effects of RPS policies on statemh{ages and
total amount of renewable electricity generation. In the second essagdlwdsither
policies and regulations that aim to reduce barriers to distributed generatieffeative
at motivating utilities or utility customers to adopt and deploy distributed generat
units. In the final essay, | explored the decarbonization effects, among déuts, edf
state level policy portfolios. These essays do not provide exhaustive answers to the

guestions that they seek to answer but they do collectively provide a detailestireesges



of various state level policy instrument effects. They provide some iasighivhich
instruments function as intended and which do not, how well various instruments work
together, and which policy design features may require further examination.

Each of the three essays provides three contributions to the energy policy
literature. First, each essay reveals that previously employed metlead® widress
related research questions suffer from statistical biases or methadblagprecision
that affect the validity of empirical results. Second, each essaydsxtiee current
understanding of its respective topic in new directions: the diversificatiay adgances
the RPS literature beyond a discussion of RPS-driven total renewable eneoyyrosyi
toward a more accurate consideration of RPS effects on the percentage oblenewa
energy; the decentralization essay moves the literature beyond a meiteodafin
consideration of DG, and provides a first attempt to identify the main drivers behind DG
trends; and the decarbonization essay introduces the need for state level modeling
analyses, and identifies the phenomena of carbon leakage as a result of gigte ene
policies. Finally, each essay provides new conclusions and associated pplicgtions
on the effects and effectiveness of state energy policy instruments.

In this final, concluding chapter, | seek to synthesize the findings from these thre
essays and, in conjunction with findings from the literature, provide a summaey of t
current state of understanding of state energy policy instruments ancbt@euithin the
era of state energy policy innovation. The narrative begins with a narrowly focused
discussion on individual policy instruments, including the renewable portfolio standard,

net metering policies, interconnection standards, and tax inceftivke.discussion in

% States use a variety of other policy instrumestwall, including demand side management and energy
efficiency instruments, various types of subsidmsylic benefit funds, and production incentiveapag
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this section aims to balance a micro and a macro perspective on each of these
instruments, without delving too deeply into the intricacies of each instruntesign or
assuming a one-thousand-foot aerial view. In order to keep this balance, thaahscuss
focuses on general lessons about how these instruments work and whethemnigwey ac
the objectives for which they are intended, and identifies possible policy metmsires
may improve the efficacy of these instruments in operation. Next, | discusstéial

for complementary use of a variety of these instruments. | conclude wihbuwssion of
broader trends that have emerged in the state energy policy innovation era, and suggest
avenues of future research. Before proceeding, it is important to note thanttlisson

is by no means a comprehensive review of all policy instruments and policy tiotesac
that have shaped the era of state energy policy innovation. This conclusion, instead,
draws heavily on the lessons learned in the present dissertation, with assrstante f

supporting literature.

Policy Instruments
Renewable Portfolio Standard

| begin with a discussion of renewable portfolio standards because they are one of
the most popular state policy instruments, and they epitomize the complexity and
innovativeness that is indicative of modern state energy policy instruments. Adbitiona
the lessons about the effects and effectiveness of RPS policies lend a gteat ofum

insights on the role of public policy in state electricity markets.

others. The discussion in this conclusion chapgtéoéused narrowly on the policy instruments thatev
covered most thoroughly, if at all, in this disa¢idn. Future iterations of this paper will inclualenore
extensive review of these remaining policy instratee

158



The literature to date has documented a variety of RPS effects. Paltiner a
Burtraw (2005) and Kydes (2006) found that RPS policies effectively increaseatdae
energy generation and primarily offsets or displaces natural gasagjenefor a net total
reduction in carbon dioxide emissions. Kydes also found that a national 20 percent RPS
mandate raises electricity prices by three percent. RPS effec$vstuglies have
established that some states are experiencing great succesewiRPS mandates
(Langniss and Wiser, 2003). Studies that consider the varied experiencesatésll s
conclude that RPS policies are effective drivers of RE development and gemerat
(Menz and Vachon, 2006; Bird et al., 2005) but that not all states are on the path toward
meeting their RPS benchmarks (Wiser, 2004; Rabe, 2008).

RPS policies may increase renewable energy generation, but they have been
identified by some (Rabe, 2008; Bushnell et al., 2007) as being inefficient in the
achievement of other outcomes, such as a reduction in greenhouse gas emissions, a
switch from conventional fossil fuels to less carbon-intensive fossil fuerggon
sources, or a reduction in energy demand. These findings reveal that RPS plicies
not be well suited to achieve multiple policy objectives simultaneously, such as the
diversification, decentralizatioand decarbonization of the electricity sector. Yet RPS
policies are currently used by many states as a policy tool to achielveealbf these
objectives.

All three essays in this dissertation explored RPS policy effects armtieffeess.
The first essay found that RPS policies effectively increase ia+&aewable energy
generation, but have yet to significantly increase in-state percentagesnfable energy

electricity out of total state generation portfolios. These results confiothers’
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findings: RPS policies are effective at encouraging RE development, but staited are
able to translate RPS mandates into renewable energy percentage grastimsRer
these shortcomings include several possibilities: enforcement mechamdrpsnalties
for noncompliance are too weak; states are not making efforts to decrease orduyld ste
fossil fuel generation; or states are not making efforts to decrease or hdidtstah
demand for electric generation. Results reveal that states can improve RRS pgl
strengthening enforcement mechanisms, or implementing RPS policies in comunct
with a carbon price or cap-and-trade policy, fossil fuel mandates, aeeéfjcstandards.

It is possible that the inability of RPS policies to increase the share ofakleew
energy is due to poorly structured design features. It is also possible, however, t
interpret the results of the first essay as an indication that, although RH&spmiecone
of the main drivers of renewable energy generation and consequently &jectric
diversification, additional factors are needed to actually increase theosmanewable
energy generation. Some of the most significant factors in this development involve
political capacity and support of energy and environmental policy effortsslatge
support for environmental policies and bureaucratic capacity in natural resource
management both assist in the growth of the percentage of renewable energy.
Additionally, strong coal and petroleum interests diminish the pace of renesvedstgy
development.

The second essay found that RPS policies have mixed effects on distributed
generation adoption and deployment. The first finding in this essay was thaduradvi
in states with an RPS policy are more likely to adopt distributed generation tha

individuals in states without an RPS policy, all things equal. The second findingatjas th
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out of all utilities with some distributed generation, those in states wighd®kcies
deploy less distributed generation than those in states without RPS policiésttdihe
finding reveals that small-scale energy systems may competeavgtidcale renewable
energy facilities for utility attention and resources. When a utililgasdated to meet
renewable energy benchmarks, it will likely prioritize large-scahewable energy
development over distributed generation development.

The third essay confirmed Palmer and Burtraw’s (2005) and Kydes’ (2006)
findings that RPS policies increase total renewable energy, decrelase doxide
emissions, and increase the retail price of electricity. This essajoalsd, however, that
an increase in renewable energy generation does not necessarilydransla
significant decrease in greenhouse gas emissions. | found evidence #rat, wh
surrounding states do not have RPS regulations, a state with an RPS may continue to
generate its excess, more carbon-intensive fossil fuel power and seleighboring
states. In one scenario, the state of Utah actually ramped up its coaltigengespite its
RPS policy in order to export the excess power to its neighboring, non-reguddésd st
RPS benchmarks are not designed to perfectly match demand projections. Thatis, sta
do not calculate the amount of additional capacity they will need by a certajragda
then mandate that all of that capacity be met by renewable energy. At areeewable
sources of energy do not simply replace any new capacity that would otheawest
be built. Nor does it reduce demand for energy. Instead, new renewable epagyyc
is intended to replace a portion of fossil fuel capacity that already.eBidtare states
actually replacing this capacity? Results indicate that, so long as surrostatasydo

not have similar regulations, retirement of older, less efficient, and mdrencatensive
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power plants may not occur. As Bushnell and his colleagues (2007) explain, “although
the regulator can force its local firms to buy ‘clean’ products, it ca@pKirms in other
states from buying the ‘dirty’ products that the firms in the regulatgdsstised to buy.”
These findings reaffirm those made by Rabe (2008), which is that RPS poligies m
effectively increase total renewable energy generation but afieieetf policy tools for
decarbonization objectives.

An RPS is an appealing state policy instrument for a number of reasons. Of
notable importance, RPS policies demonstrate great political fegs{Biibe, 2008):
they come with no explicit price t&the benchmarks start off mild and ramp up over
the course of one or two decades; they aim to incentivize renewable energy, thet t
use of fossil fuels; and they are a popular “symbol” (Bushnell et al., 2007) totendica
concern about business as usual energy and climate trends. RPS policies are often
presented as a cost-effective option to help the renewable energy industgngroelp
individual technologies become cost-competitive with conventional sources of fressil f
energy. The essays contained in this dissertation, as well as other stidigsdeabove,
however, reveal that RPS policies also have several disadvantages. FirstahaRiPg§
policy is not enough to significantly increase the percentage of renewedntg/e
generation across states, at least given current RPS designs. SecondpahdygB&t is
designed to increase the share of renewable energy generation will higee #ibility to
achieve multiple objectives simultaneously. Third, and closely related tasthedint,
RPS policies, as implemented on the state level, are also unable to prevent caggen leak

across state borders.

% This is not to say that RPS policies do not inmsts. The actual costs of an RPS are borne birielec
utilities, and eventually passed down to consunigrs.costs are not, however, the most obvious desig
feature of an RPS, as they are, for instance, avithrbon tax.
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In light of these findings, how could one improve the functionality and efficacy of
an RPS policy? Given that an RPS is designed, by its very nature, to increasblenew
energy, as well as the percentage of renewable energy out of the totatigamaix, it is
most constructive to first consider how to improve an RPS policy’s ability totaffe
renewable energy deployment. As the first essay suggests, and asrimeddfly Wiser
and his colleagues (2004; 2007), possible strategies for improvement include aredesig
of the following design features: enforcement mechanisms; the degregibiilitly and
number of exemptions granted to utilities; and the ambitiousness of RPS benchmarks.

In the event that a state, or the national government, decides to pursue multiple
electricity market objectives simultaneously, one may secondarilydasrisow to
construct “carve-out” provisions in RPS policy design that further incentivjzaane
accurately, mandate additional types of resources, such as certain distrdngeatign
units, energy efficiency, or less carbon-intensive fossil fidiedeed, many states have
done this, including Pennsylvania, which includes waste coal, coal mine methane, and
coal gasification in its list of eligible RPS renewable energy soutmese states have
altered their RPS legislation after a couple of years with carve-ousmoesj which
allows for greater flexibility and an enhanced scope of RPS objective®udovihe
more carve-out provisions made to specifically isolate and incentivize otheotegies
(e.q., poultry waste in North Carolina) or pursue other objectives entirglygaergy
efficiency provisions for the sake of decarbonization), the more expensive swwdses
effective—and potentially inefficient—this policy option becomes (Rabe, 2008).

Therefore, instead of asking how one can improve the functionality and effitaay

%7 States may also consider carve-out provisionsrasams to help them comply with RPS benchmarks in
the event that they are not as well endowed witlew@ble energy resource potential.
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RPS policy to serve multiple objectives, perhaps one should ask whether there are more
efficient policy tools that can compliment an RPS policy, but specificallyttarge
different objective(s), such as decentralization or decarbonization. Imghisfli
reasoning, chapter 4 demonstrates that RPS policies are more effective whe
implemented in conjunction with a carbon price and other supporting instruments.

It is highly probable that, even despite the use of multiple policy instruments,
each of which is focused on a different market failure, RPS policies wilihcanto
encourage emission leakages across state or regional borders. The caksgefite
attributable to the scale on which the policy instruments are applied (Budtadell e
2007). Electricity transactions—or “power flows”—are not limited to state bqrders
are the effects of greenhouse gas emissions. It should come as no surpeifegethibat
policy instruments that are implemented on the state scale but inconsisbsstsiate
borders, no matter how innovative or flexible the instruments, cannot control the leakage
of electricity or emissions across state lines. Until states adopstanisand coordinated
regulations, or the national government adopts a federal RPS, state |levielifigevill
likely continue. A national RPS policy, however, could have the combined benefits of
correcting the market distortions associated with carbon leakage andestateling, and
create uniformity and, in turn, predictability in renewable energy maaketss the

entire country (Cooper, 2008).

Net metering and Interconnection Standards

% While some advocate for a national RPS policytengrounds just defined, others object to the adopt
of a single and uniformly applied RPS. These @igmphasize that natural resource endowments are no
consistent across regions. A national RPS mayetbes, result in a net transfer of fiscal resouffces the
Eastern to the Western hemisphere (Casten, 200&)ave specifically, from the Southeast and parth®
Northwest to the Midwest, West, and Southwest.
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The second essay in this dissertation, chapter 3, considered the role of net
metering and interconnection standards in motivating the decision to adopt and deploy
distributed generation. The empirical results demonstrated that net matammadards
reduce the technical barriers to DG deployment and make DG adoption on the customer
side of the meter more likely. Interconnection standards were also found to berg prima
motivating factor behind customer DG adoption. These results demonstrate that
integrated and consistent protocols for electricity interconnection—includingciomg
equipment, standard tariff payment schemes, and power quality charastefisticice
costs and bureaucratic hassles associated with customer DG hdgk-ups.

The second essay also found that customers that are interconnected toribe elect
grid via net metering use a greater proportion of renewable energy-b@seédDdo
utilities. Slightly less than half of the customer owners used renewable D@&asHhess
than 25 percent of utility owners used renewable DG. These findings indicate that,
although both utilities and their customers are involved in the movement toward more
decentralized electricity, customer owners play a more prominent roleawable DG
development.

It is clear that state level net metering and interconnection standareffextive
decentralization policy instruments. Are these DG policy instruments lalisécaserve

diversification and decarbonization objectives? Both standards effectivelyhifelihs

29 Net metering and interconnection standards havemin popularity over the past five years. Durihg
year in which the second essay drew its data, 2B®States had net metering standards and 28 btades
interconnection standards. As of January, 201(Mudlfive states have state-mandated net metering
policies, and one of the remaining five has atytiielected net metering program (North CarolinfaSo
Center, 2010); 40 states have interconnection atdsdThe Federal Energy Regulatory Commission has
also adopted interconnection standards for DG timétsconnect at the transmission level. Statedstals
regulate the interconnection of DG units with tligtribution level and the FERC regulates the
transmission level.
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balance of resources—albeit slight in magnitude—toward more decerdratiddess
centralized sources. Thus, DG policy instruments do perpetuate a diversigrgy e
technologies and resources. However, when a utility is faced with both an RPS and DG
standards, the RPS mandate has the potential to “trump” the DG instruments and reduce
their effects on distributed generation adoption. In this case, RPS polictes anain

drivers of diversification, and net metering and interconnection standards pksy a |
prominent role in the diversification of the electricity sector. In condideraf the DG
instruments’ decarbonization potential, it is important to bear in mind which typeslof f
DG systems tend to use— distillate oil, natural gas, and various renewable fuefs. All
these sources are less carbon-intensive than coal, which is the primaryo$ource
electricity in the United States. If DG policy instruments motivateattaption of DG

units, and these systems replace power that would otherwise be generated ffom mor
carbon-intensive sources, than one could classify DG instruments as achieving
decarbonization objectives. If, on the other hand, net metering and interconnection
standards increase customer-owned DG in one location, a neighborhood for instance,
only to result in excess generation that is shifted (or “leaked”) elsewthereDG
instruments are not entirely effective at decarbonization. The essays incluted i
dissertation, however, do not provide enough information to draw any definitive

conclusions about these dynamics.

Tax Incentives

This dissertation gave some attention to tax incentives but ultimately pilovide

limited insights about the effects or effectiveness of this type of poliayment. Before
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discussing these findings, therefore, it is helpful to consider what the lieeretsir
already established regarding the use of energy policy tax instruments, anchtvey
compliment other tools.

The political appeal to using tax instruments, as well as other types of &hanci
incentives, is that they directly reduce the cost of alternative technelogieprovide a
“carrot”), but do not explicitly raise the cost of conventional technologies (i.e& use
“stick”). Tax incentives help the consumer, either an individual or a company, owercom
the potential economic barriers associated with large start-up costsic€atives also
allow governments to set limits on exactly how much is spent on renewable energy
policy. Financial incentives provide a number of additional benefits, including the
following: they provide a price signal to the consumer or company, which has the
potential to alter behavior even in the absence of regulations; they allow cossumer
companies to make their own decisions based on personalized cost-benefit
considerations; and they obviate the need for governmental regulatory decswel, a
as possible compliance and enforcement costs associated with such regulations
(Gunningham and Grabosky, 1998).

Despite the many advantages to using tax instruments, there are also a number of
disadvantages. First, by adjusting the cost of alternative technologies but no
conventional technologies, tax incentives do little to discourage the use of carbon-
intensive generation or, alternatively, encourage conservation. In fact, oroscasens,
financial incentives actually encourage an increase in energy consumpaioal(N
2007). Second, although the amount spent on the incentives can be pre-established, the

actual amount of alternative energy that is developed as a result of the ircceativet
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be guaranteed. Third, tax incentives may affect the behavior of those who E\btéxe
will have no effect on entities that do not pay taxes. Fourth, the use of tax incentives
often requires policymakers to choose favorites among a variety of alternati
technologies. As a result, policymakers may devote money to technologiesvinittlea
commercial promise or are not in need of additional support. Funding may also continue
for too long after a technology becomes commercially mature. Finallgutia¢ion and
amount of tax incentives may be unpredictable over time.

In effort to mitigate the last two of these potential problems, policymakensid
consider designing tax incentives that are transparent, predictable, andasdabver
time as a technology matures (Geller, 2002).is difficult, however, to construct tax
incentives so that they are able to overcome the first two problems—a lack of
encouragement to conserve energy and the inability to set renewable energgrdenel
levels. These issues are best addressed via the use of other policy tools that can
compliment tax instruments, yet make up for their inherent shortcomings (Gurmmingha
and Grabosky, 1998).

The energy policy literature contains few analyses that explore thésedfec
effectiveness beyond this general understanding of the pros and cons of state tax
incentives’® In fact, state tax incentives appear to be the least researched, andaphyti

the least empirically researched, policy instrument of all state paktsuments, save

30 Some also advocate for the use of production iigesin lieu of tax incentives, because production
incentives provide financial compensation for thual amount of generation output, as opposedstotie
upfront costs. Production incentives, in other vgorhsure that consumers chose alternative tealiaslo
that are promising enough to actually produce gtatt (Gouchoe et al., 2002).

31 The literature on tax incentives for energy eéfiwy is a bit more extensive but not reviewed is th
document.
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perhaps the public benefit fuAtiTax incentives are likely under-researched due to the
immense variation in their design across location, which makes empiricahgoas of
their effects difficult. Additionally, tax incentives are often implementeconjunction
with other instruments, which makes it difficult to tease out the effects ohetrarment
from the effects of the other in empirical evaluations.

Despite the general lack of studies on the topic, a number of recent analyses have
presented informative insights on the performance of tax incentives. The prediomina
finding within this body of research is that tax incentives play mostly astiagsiole to
other energy policy instruments, but are not the primary drivers of alternagugye
development (Bird et al., 2005; Gouchoe et al., 2002; Lewis and Wiser, 2007).

The second major finding is that tax incentives are effective at encousagaily
scale renewable energy development. Although, relating back to the first peynare
still one of several factors that affect renewable energy developmeniba necessarily
the primary driver. A couple of studies have also pointed out that tax incentivesliare w
suited for smaller-scale energy systems and more efficient when ubedsab-national
level (Gouchoe et al., 2002; Bushnell et al., 2007). Tax incentive design features
generally limit the system size and costs of eligible technologieshwifiien prevents
tax incentives from being used for larger-scale renewable energy devatq@neachoe
et al., 2002).

Third, several studies have documented the incidence of free-riding ase$ telat

tax incentives. Free-riders are those that would have purchased the alternative

%2 This statement is based on my informal assessafi¢he related literature and is not backed up by
sources or quantitative estimates.
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technologies regardless of the incentive; and the incentive merely seevbsmass, or a
“seal the deal” factor (Gouchoe et al., 2002; Geller, 2002; Newell, 2007).

Lastly, one study reveals that tax instruments, as well as other typesnafdina
instruments, also have the potential to cause—or at least contribute to—leakagagproble
(Bushnell et al., 2007). Tax incentives reduce the costs of renewable technaolbisbs
in turn, increases the demand for renewable energy and decreases the demasitl for fos
fuel generation. These trends eventually cause the price of fossil fuel gentrat
decrease, which causes the demand for the excess energy to increaseeslsewhe
Neighboring regions will then purchase this excess fossil fuel generatioriieacarbon-
intensive electricity will leak across borders from the region with the iveetat the
region without. Although, as Bushnell and his colleagues (2007) point out, financial
incentives are less susceptible to leakage than other instruments, such asoacd&PS
and-trade policy, because the price impacts of financial incentives aiealyl small
compared to these alternative instruments. In fact, these authors bedietaet
incentives are the most efficient state or local policy tool if the policy tigeis
decarbonization, since other instruments have greater price impacts andréheref
greater potential for leakage.

The first essay in this dissertation, chapter 2, found that tax incentives are not
significant drivers of renewable energy. In light of others’ theorigardeng the effects
of energy tax instruments, possible explanations for these findings may include one

several of the following:
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e Tax incentives are used more often for small-scale and less often festalge
renewable energy systems. In the presence of an RPS, utilities arentioied
to deploy large-scale systems.
e Tax incentives are susceptible to free-ridership, in which consumers develop
renewable energy regardless of the incentive, yet still collect thecialautlay.
e The tax incentive variable in the first essay is poorly constructed. Given trat the
is variation in the design of tax incentives across states, it is likelyhin &t
incentive scale variable that | used was unable to capture the actats eff
various tax incentive designs. This limitation highlights the difficulty otwampg
tax incentive variation in a single model, and provides some insights on why state
level energy tax incentives are under-explored in the empirical literatur
The third essay found that tax incentives, as one instrument in a larger state polic
portfolio, play a supporting but weak role in achieving decarbonization objectives. A tax
incentive of 35 percent reduced capital costs, in absence of any climate policy, only
rendered landfill technologies cost-competitive in the assessed regionsl!llea@fjy is
not carbon-neutral, nor is it one of the “cleanest” of all alternative emnecgyologies. In
combination with a carbon price, the same tax incentive leads to a significeegse in
landfill, geothermal, and biomass deployment. Thus, one can conclude, tax incentives
have a greater effect when used in combination with a regional or nationakdtiotiay.
It is important to bear in mind, however, that these findings are contingent on a number
of modeling assumptions, as reviewed in the third essay.
The third essay also found evidence of carbon leakage that results from

inconsistency of energy regulations across states. It is impossibéséoaet information
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on which instruments contribute more or less to leakage. Yet, insofar as the taxéscent
modeled in this analysis contributed to the deployment of new renewable energy, the
literature provides evidence that the tax incentives may also contribetgkagk but not

be the major instigator.

In summary, a tax incentive is a policy instrument that has potential to achieve
multiple policy objectives. When adequately designed and paired with other policy
instruments, tax incentives have the ability to perpetuate the diversificati
decentralization, and decarbonization of the electricity sector. Tax inceptaxea
smaller role, however, in achieving each of these objectives than do other policy
instruments; and as a result tax incentives often play supporting policy roles. Tax
incentives have a smaller price impact than other instruments and, due to thealyela
small contribution to carbon leakage, are believed by some to be one of the suisteeff

decarbonization tools for state or local energy policy.

Complementary and conflicting policy efforts

Thus far, this conclusion has analyzed how individual policy instruments work,
and attempted to identify trends, both planned and not planned, associated with each
instruments’ use. In the process, | have also reviewed how well various inssuwnoekit
together, with a particular concern for issues involving federalism and theo§cale
governmental operations. | do not attempt to identify a single instrument thatmost

cost-effective; but, instead, the various findings collectively demondivateitferent
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instruments serve different purposes or, alternatively phrased, addresntifferket
failures.

Because different policy instruments serve different purposes, one cannot
conclude that more instruments automatically equate to greater policiveffiess. In
some situations, instruments that hold the same objective can be paired together to
enhance the effectiveness of a policy strategy that seeks to achievie algjective. For
instance, renewable energy tax incentives and renewable portfolio standdrad, bot
which aim to increase diversification via renewable energy development, can be
combined to produce a potentially greater effect on renewable energgtendian if
either worked in isolation. This strategy is endorsed by Gunningham and Grabosky
(1998), who refer to the use of multiple instruments for the sake of one objective as
“killing one bird with two stones”. Combining two different instruments that ach ea
designed to address a different market failure, however, does not ensurthénat ei
market failure will be mitigated with greater effectiveness. Foant#, the combination
of a renewable portfolio standard and a net metering policy will not necg¢saalmore
effective decentralization strategy than if the net metering policymgalemented in
isolation. As another example, some authors (Sorrell and Sijm, 2003; Gonzalez, 2007)
contend that combining a carbon cap-and-trade with an RPS will raise the cargtoof ¢
mitigation efforts but will not necessarily increase carbon savings beyoodpgh&hese
types of instrument combinations have the potential to increase the cost of policy
interventions without increasing the effectiveness. Instrument combinatitims of
variety are only “acceptable” so long as one policy instrument increasefitiency of

the other instrument, or provides other valuable outcomes (Sorrell and Sijm, 2003).
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In the event that a state has more than one policy objective (e.g. decdiraliza
anddecarbonization), it may want to consider more than one instrument, each of which
targets a different market failure (Gunningham and Grabosky, 1998; Sorrelljsnd Si
2003; Gonzalez, 2007; Goulder and Parry, 2008). The challenge with this approach is that
it requires an optimal alignment of policy instruments so that they work wethtrgend
are complimentary, without compromising the effectiveness or efficiehnayyospecific
instrument (Sorrell and Sijm, 2003; Gonzalez, 2007). The potential for various
instruments to work together is strong, as discussed in the section above, although an
optimal policy portfolio will necessitate that much effort is put into aligningcgoli
objectives and the policy design features of various instruments. Policymakests’
remain explicit about which public policy objectives they seek to attain, and waag tr
offs are made among various instrument options (Sorrell and Sijm, 2003). Some
researchers also suggest that, when combining multiple instruments, policymadet
to keep the design of each instrument simple because too much complexity can degrade

the synergy between instrument combinations (Gonzalez, 2007).

Trendsin the Era of State Energy Policy Innovation

The study of the effects of state energy policy instruments lends a number of
insights into broader trends associated with the state energy policy innovatidhigra
section highlights a number of trends that were identified in previous chapters, but is not
meant to be an exhaustive review of all associated trends. This section ggsthesi

lessons learned across the previous chapters, identifies limitations oéskatmnalysis,
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and suggests avenues of future research. Each trend or lesson learned is ideatified a
separate “note”, of which there are nine in total. The notes begin with findingsdhat ar
specific to policy instruments, then turn to findings that relate to other faktdrglay
supporting roles in state energy policy, and finally considers broader thextasark the

era of state energy policy innovation.

Note 1: Each state has its own combination of different policy instruments.

Each state has selected among a wide variety of different policyrnresits, and
crafted unigue combinations to suit its own needs and objectives. No two state policy
portfolios are the same, either in the types of instruments or the design of arggum

The energy policy literature offers no insights on which factors lead state
adopt different policy combinations, nor does it offer statistical analyswhich types of
policy combinations are more prevalent. Future research in this realm could provide
valuable information for states that are considering various energy pplions, states
that seek to revise previously enacted policies, or the national governmiecorasders

the possibility of a national energy and climate change bill.

Note 2: Some instruments are more effective at achieving their objectives than others
Net metering and interconnection standards, both of which aim to reduce the
barriers to distributed generation market growth and consumer adoption, are sligtessf
both pursuits, but particularly the latter. Policy instruments that aim to iecreaswable
energy generation demonstrate mixed results. The renewable portfoliordtsalale to

increase total renewable energy generation, but is less successtuéasing the
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percentage of renewable energy generation out of all generation so@cascdntives
contribute to renewable energy growth but are not the major drivers. Polioylipertf
that aim to reduce greenhouse gas emissions demonstrate moderate to signfc=st,
dependent on a variety of state level electricity sector factors aaswvether
unaccounted for factors. State level policy portfolios are not, however, theffeostve
decarbonization strategy. Regional or national policy coordination is mootiedfehan
isolated state policy efforts; and policy coordination in conjunction with a carbmmigri
more effective than either alternative.

This dissertation took a detailed look at how several policy instruments operate,
both individually and collectively, but omitted a number of additional important
instruments. It is worth noting that this dissertation was focused heavily ompiblg s
side and devoted minimal attention to demand-side operations. Future efforts to
synthesize the trends and lessons learned from the era of state energypoliagion
should incorporate insights on the effects of various demand-side instruments such a
public benefit funds, energy efficiency standards, building codes, energgrefiic

portfolio standards, and a variety of other instruments.

Note 3: The selection of policy objectives requires trade-offs

If state policymakers have multiple policy objectives, the discussion above
established that they may want to consider the use of multiple policy instrumuasts. T
analysis has also found that various state policy objectives have the potentet to w
together in concert. But there is some evidence that simultaneous pursuit ofemultipl

objectives is challenging and may require making trade-offs. Thereatgpes of
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trade-offs in this context: 1) trade-offs involving government resoifaas] 2) trade-
offs involving the resources of the governed. Regarding the former, governments are
constrained by budgets, administrative abilities, and political feasjlalltgf which
require that policymakers carefully weigh the costs and benefits of pffliciseand
compare potential outcomes across a variety of efforts. Regarding ¢ne latt
policymakers will need to be mindful of the resource constraints—fiscal, envinbaimne
and other constraints—of the individuals and companies that are governed by these
policies. These constraints may require that trade-offs be made betwesntiffe
resource options. For instance, at the intersection of diversification and dézatibn
objectives, trade-offs may be necessary between large-scale bémewargy and small-
scale distributed generation. At the intersection of decentralization antholeization,
fossil-fuel-based distributed generation and renewable-energy-baseézlithstr
generation may stand at odds. At the intersection of diversification andbdeization,
trade-offs may be necessary between advanced, efficient fossil fuelsnameable
energy, or demand-side management and renewable energy. Significdataeéor
necessary to coordinate policy objectives and, therefore, the design of instruseshts
achieve these objectives, so that individuals and companies can respond to multiple
incentives and regulations in the most cost-effective and efficient manndsl@ossi
This dissertation focused exclusively on diversification, decentralization, a
decarbonization policy objectives. It is possible that | have neglectedsoghédicant
policy objectives, and the inclusion of which could change, or at least improve, the

discussion of policy instrument effects and the trade-offs that may emeogg am

33 Note that there is a third trade-off as well— &auffs among different decision criteria. For imste,
one policy instrument may be the most efficientrimment, but another the most equitable. Policymrsake
must make trade-offs among a variety of criteridrduthe selection of policy instruments or efforts
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objectives. For instance, as documented elsewhere (Rabe, 2008), it may be thet @ase th
primary objective for some state policymakers is economic development armdyah.g
These states may adopt various energy policies, such as an RPS or tax ingentives
efforts to increase manufacturing activities, employment, and competttixantage in a
renewable energy industry. The possibility that | have omitted this poliegtolg raises
several questions about the ultimate intent of state policymakers. Do policgraaké

to increase jobs via the diversification of the electricity sector, otadditversify the

sector with the help of economic development efforts? Or is an economic development
objective being used to improve the political feasibility of energy le@gslaftThis

possible omission also raises questions about the conclusions drawn in this dissertation:
the ultimate intent of policymakers is to increase jobs, not electricity digat®n or
decarbonization, are some policy instruments more or less successful at adhisving
objective? | raise these questions to highlight the possibility that thgreeredditional
objectives that guide state energy policy efforts, the evaluation of whighenma greater
insights into the effects and effectiveness of energy policy instruments toadieoffs

that are necessary between conflicting or complimentary policy instrament

Note 4: Energy policies affect different market actors differently

In chapter 3, | found that net metering and interconnection standards are
associated with a significant increase in the likelihood that a consumem(iiedphadual
or company that buys its power from a utility) will adopt a distributed generatstens.
| did not find that these same policies are significantly associated witly Digh

adoption; instead, economic factors—including the price of electricity, sthtus
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electricity sector regulation, and average household income—appear to be the main
drivers of utility DG adoption. These findings highlight the fact that energgiesli
affect different market actors differently.

The other two essays in this dissertation, chapter 2 and chapter 4, used state level
aggregated data. Therefore, these essays did not have the resolution to fneasure t
differences in response to policies among different utilities or other matkes.aAs a
result, this dissertation cannot address how different utilities and renewaltgg ene
developers may respond to an RPS policy, or how these same market actorspoay re
to a policy portfolio. Future studies that focus on these trends will make great

contributions to the literature.

Note 5: Location matters...but how much?

Clearly, locational considerations play a factor in a state’s adoption @f a ne
energy policy. Locational considerations also set constraints on how much new energy
supply a state can pursue, since energy resource potential varies lon|coadi some
states are better endowed with wind, solar, geothermal, or biomass resioamcethers.

Yet states are not evenly divided by location or resource potential in eithgvaheyr

efforts or their renewable energy outcomes. In chapter 2, | found that both RPS adoption
rates and renewable energy development is the greatest in states wigle avach

energy potential. States with the greatest wind energy potential lag Itie@ifndt group,

in both RPS adoption rates and renewable energy generation. The last cdtetaigsp

those with the lowest wind energy potential, also have the lowest RPS adoptiondates a

the least renewable energy generation. These findings demonstraterthat terently
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a mismatch between resource endowment and policy action, and resource endowment
and renewable energy development.

In the event that national energy policy legislation is passed, and that ihsamtai
national RPS or some other renewable energy requirement, location and resource
endowment will invariably become more important for two reasons. First, tlates st
regions with poorer energy resource endowments may struggle to meet national
standards, and will potentially have to export significant sums of money to attesy st
for renewable energy credits. Second, the same states that will be mpsbtimased by
national renewable energy legislation are those that have lagged behind t¢sansta
energy policy legislation and renewable energy development, respeativetythe past
decade and a half. The failure to jumpstart renewable energy developrmact, att
innovative energy businesses or industrial activity, or develop the political tyejoaci
address energy and climate change issues throughout the era of statéeneosegion
policy will potentially put these states at a double-disadvantage, and forcéotipéay a

potentially expensive game of catch-up.

Note 6: Status of market regulation matters

The interaction between efforts to deregulate or restructure elgcinarkets and
diversification, decentralization, or decarbonization policy interventions is eetyl
established in the supporting literature. The empirical analyses presentexpters 2
and 3 both controlled for states’ electricity market deregulation statugparameters
estimates on the deregulation variable in both analyses provided noteworthgdindin

the diversification essay, results revealed that, all else constant, déitegid associated
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with an increase in total renewable energy development, but not an increase inghe shar
of renewable energy. In the decentralization essay, | found that deregidaimsitively
and significantly associated with utility DG adoption, but not consumer adoption, holding
all else constant. These findings suggest that deregulation increases tomipetthe
industry and encourages power producers to adopt new and innovative sources of
electricity as a response to consumer demand for more diverse andiatdureht
sources. | also found that, although deregulation encourages utility DG adoptiomtit is
associated with a greater magnitude of DG deployment. Combining the i&fSodith
essays, | conclude that the deregulation of a state electricity tholead® encourage
utilities to adopt non-conventional fuel sources and to make some substitutions among
fuel types, as is argued by Delmas and her colleagues (2006) and supporteddrydDahl
Ko (1998) in an analysis that explores natural gas market deregulation. Deéoegslat
not, however, a significant enough factor to substantially alter the balarte¢esf s
generation assets. One possible explanation for this finding is that demagdlads not
discourage the continued use of coal generation from amortized power plants (Dahl and
Ko, 1998; Hyman, 2006); a transition away from a heavy reliance on coal generation,
therefore, will require more policy intervention than deregulation of a std¢esieity
market (Hyman, 2006).

As indicated in both essays, these results are still preliminary and amataggn
of the parameter estimates is still largely speculative. Thatliter could benefit from
future studies that empirically evaluate the relationship between riegudéitus and
other policy interventions, and between combined policy efforts and electriaikem

outcomes.
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Note 7: Energy policies are not climate policies

Current state public policy efforts employ energy policies for clirpatiey
objectives (i.e. in attempt to abate greenhouse gas emissions). Yet, resulisefr
previous chapters reaffirm findings made by others (Rabe, 2008; Fisher and, Newell
2007; Bushnell at al., 2007; Sorrell and Sijm, 2003; Gonzalez, 2007; Palmer and Burtraw,
2005; Goulder and Perry, 2008), that renewable energy policies are not the most cost-
effective policy tool for climate policy objectives. As Rabe (2008) explathsyé
appears to be a nearly inverse relationship between those policies that palysysa
tend to endorse as holding the greatest promise to reduce emissions in tectee-ef
manner and the political feasibility of respective policy options.” Althaeglewable
energy or distributed generation policies provide a number of societal behefisost
cost-effective carbon mitigation policy is one that explicitly pricesudeeof carbon-
intensive generation. A price on carbon emissions causes utilities to seshtakeless
carbon-intensive fuel options and causes consumers to reduce their eladcityus,
energy policies are less cost-effective because they do not dirddtbsa the market
failures associated with climate change, but also because the mannethinhekiare

currently used is fraught with inefficiencies associated with carb&adea

Note 8: Policy coordination across states improves the effectiveness of publyc polic
efforts
Many studies have established the importance of jurisdictional size kdatr®

the effectiveness and efficiency of energy policy instruments (Bushradl] 2007;

182



Gonzalez, 2007; Goulder and Parry, 2008; Rabe, 2008). Each of these studies raises
concern about the potential problems associated with policies that are not abnsiste
across regulating jurisdictions.

For the sake of illustration, let us consider two contiguous states,atdtstate
| will also assume that statean saveX in carbon emissions from its policy agenda (or
portfolio) and statecan save. If both states pursue their research agendas, then one
should expect total carbon savingsXof Y. Some argue that inconsistency in policy
efforts across jurisdictions, even if all participating states seek the @ajective, makes
it difficult to align policy features so as to achieve a desired outcome inasieefificient
manner (Gonzalez, 2007). If this statement is true, we should expect total carbbgs savi
to equalX + Y —A, whereA s the lost carbon savings that results from inconsistent policy
efforts across statand statge When one jurisdiction supports an energy policy agenda
and a neighboring jurisdiction does not, one would expect that total carbon savings will
be less than the potential savings if the two states were to each have theirioywn pol
agenda. If statds the state with the policy agenda and stigtéhe state without, one
should expect total carbon savings tob@s chapter 4 provides evidence, however, the
total carbon savings that results from staigting in isolation is actually less than X;
instead, one should expect total savings tX b3, whereB is the lost carbon savings
due to carbon leakage across state borders. Assuming that all policy instruments are
optimally designed, it is likely that the carbon savings from the case qfdlay
agendas but with inefficiencies due to inconsistency is greater than the tasené

policy agenda with carbon leakage Yor A > -B.3

34| do not, however, have empirical evidence to hagihis claim.
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One could also identify additional benefits that accrue when two or more states, or
an entire region, coordinate policy efforts. Although the literature has yetatedauch
attention to this subject and this discussion remains fairly speculative, pdesields
include: greater economic development possibilities from regional competitrzatage
strategies; enhanced opportunities to participate in cap-and-tradetsparkimproved
policy design features of individual states as a result of either peewm@esspolicy
diffusion. If additional carbon saving benefi§,accompany policy coordination, total
carbon savings associated with the coordination betweenastdtstatgis X + Y + C,
which is the best possible outcome of all reviewed aBove.

These conclusions are recognized by many state policymakers, as eviognce
recent efforts to coordinate cap-and-trade markets, as well as ancibémenergy credit

markets, across regional lines.

Note 9: The federalist implications of state leadership in energy policy requitberfur
examination

States are regarded in the federalism literature as “laboratodesnaicracy.”
States can develop policies that are smaller in scale, and better tailoread tmiawltions
and needs. This process may involve experimentation, borrowing lessons from other
states, and, perhaps eventually, the identification of policy “winners.” éfteis the
case, after a period of state experimentation, the national government tanpolafy

agenda that employs the best practices and avoids the worst. The disadvantagges to st

% Given that the focus of this discussion is stillstate-by-state coordination, and not national
coordination, one should actually expect the tedaings to equaf + Y + C —B/n, wheren is a value that
represents an improvement in carbon leakage. Ag states join efforts) increasesB/n decreases, and
total carbon savings increase.
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policy leadership, on the other hand, include the possibility of duplication of efforts, a
lack of regulatory consistency that may affect individuals or companies thatstats
lines, budget constraints, inter-state competition, or a “race to the bottom” in polic
stringency.

Have developments in the era of state energy policy innovation revealedcstates
be effective laboratories of democracy? An answer to this question requirepdba
two additional questions: first, have states been effective at devising and enplem
energy policies that increase the diversification, decentralization, andbdeization of
the U.S. electricity sector; and, second, have states set a good example footia¢ na
government?

In response to the first question, this dissertation highlighted the mixed evidence
of the effects and effectiveness of states’ energy policy efforts some cases, lack of
efforts to date. Some states have taken minimal action, others substarmral@uatiof
those states that have crafted energy policy instruments, some have exgeralhce
success in attaining desired outcomes. Others have encountered difficuititreew
policy approaches, and gone back to the drawing board to craft new or additional
mechanisms, or revise previous ones. A consideration of all states’ experighces w
various policy instruments reveals that some instruments are moreveffactichieving
various objectives, and have fewer unintended outcomes, when used at the state level.
Empirical results from previous chapters suggest that state level policynesitts have
the potential to achieve all three policy objectives reviewed in this anaygtistates
have experienced greater success in this pursuit with instruments that eeacourag

decentralization than those that encourage diversification or decarbonizaties.Hatat
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experienced some success, but with limitations, with their instruments thet aim
diversify the electricity sector. States’ ability to use policy insents that decarbonize
the electricity sector, however, have been and will continue to be plagued tayiding,
so long as states continue to use energy tools instead of climate policy toolskand la
policy coordination across state or regional lines.

Regarding the second question, it is important to note that “good” is subjective.
This not withstanding, the states’ experiences are exemplary in a numbeysof w
including but not limited to the following:

e The majority of state governments have demonstrated a concern for emgrgy a
climate issues, and translated this concern into policy action.

e Many states have crafted innovative policy tools that combine elements from
other market-based instruments as well as from command-and-control
instruments, with flexibility mechanisms built in.

e Many states have continually reevaluated their policy portfolios, with pkmtic
attention devoted to policy design features of their various tools. These states
have demonstrated a tendency to enhance the strength—or “stretch”—of policy
instruments over timé.

e The majority of states have pursued an open and democratic policy process, with
all stakeholders invited to the table (Peterson and Rose, 2006).

e State policymakers have demonstrated a concern for equity across

“socioeconomic groups, regions, and generations” (Peterson and Rose, 2006).

% Some states have redrafted their policy instrusenmandate greater renewable energy benchmarks, o
increase the amount of funding that is devoteegtewable energy, distributed generation, or ledsoca
intensive fuels. However, a counter-trend may b=ioing simultaneously. Although this phenomena has
not yet been identified in the literature, a cuysglance at various states’ RPS design featuresatgthat,

as time goes on, new RPS adopters are tendingdomeaker design features.
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e More recently, as states have begun to form regional partnerships, they have
demonstrated a willingness to cooperate with states or jurisdictions that do not

necessarily share the same ideology, fiscal resources, or genesagts a

Conclusion

Over the course of the era of state energy policy innovation, states havedsalect
variety of policy instrument “winners”—or “front-runners”—that they believe to hold the
greatest potential to achieve diversification, decentralization, and decatommiz
objectives. Yet, the effects and effectiveness of these instruments on thietirigity
sector are not entirely understood, as evidenced by the lack of empiriealifitenn state
level energy policies. Nor is there clear understanding in the literatgaeding how well
these instruments work together, whether multiple objectives can be pursued both
effectively and simultaneously, and what are the limits of state leadenstnieigy and
climate policy.

This dissertation sought to address some of the unanswered questions about the
era of state energy policy innovation via a series of essays on the effects and
effectiveness of different state level energy policy instruments. Eaay addressed a
different policy objective with an empirical approach that was tailoredfgglsi to the
research question. The conclusion reviewed and synthesized these resultsigotddhtte
to further highlight significant trends, necessary trade-offs, potentiakisisaemay
warrant public policy concern, and avenues for future research.

The need to address remaining questions and expand on these findings is ever-

present. Until the U.S. and its global partners can reduce dependence on fossil fuels
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devise advanced, efficient, and clean energy alternatives, and redelceoyree gas
emissions, the need for optimal policy solutions will remain significant. Pstilttions

will require making trade-offs, and a continual reevaluation of progress.
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