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ABSTRACT 
 

GAURI DIXIT: Regulation of cell morphogenesis by targeted noise suppression and 
trafficking of a G protein alpha subunit 

(Under the direction of Dr. Henrik G. Dohlman) 
 

G proteins and their associated receptors form the largest class of proteins 

that receive and transduce chemical and sensory signals. Regulation of G proteins 

therefore, is critical to appropriate cellular responses. The work in this thesis 

evaluates a new function for a known regulator of signaling and identifies a new 

class of previously unknown regulators that mediate G protein trafficking. Using a 

yeast model system we demonstrate a novel role for the Regulator of G protein 

Signaling (RGS) protein in suppression of cell-to-cell variability. Furthermore we 

identify a novel cascade of ubiquitin-binding domain (UBDs) proteins that serve to 

deliver the Gα protein from the plasma membrane to the vacuole. Through 

biochemical assays and single cell analysis we find that the RGS and UBD proteins 

regulate cellular morphogenesis during signaling. More broadly through this work we 

were able to uncouple signal and noise in a prototypical stimulus-response pathway 

and demonstrate for the first time the consequences of G protein trafficking in a non-

visual system. This work is important because a thorough understanding of how G 

protein signaling is spatially and temporally regulated will eventually lead to new 

drug targets, and more effective or targeted therapeutics.  
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CHAPTER I 
 

INTRODUCTION* 

 

In order to survive and propagate, cells have to respond appropriately to 

various physical and chemical stimuli in their environment. External stimuli are 

transduced across the plasma membrane by a variety of signal transduction 

systems, the most common employing G protein coupled receptors (GPCRs) and 

their associated heterotrimeric G proteins. From yeast to humans, GPCRs are 

involved in sensing diverse signals such as hormones, neurotransmitters, light, 

tastes and odors (Arshavsky et al., 2002; Buck and Axel, 1991; Chandrashekar et 

al., 2006). GPCRs are expressed in numerous tissues in the body, including the 

heart and brain. Given their functional importance it is not surprising that aberrant G 

protein signaling is associated with many human diseases including hypertension, 

depression and heart disease (Farfel et al., 1999; Spiegel and Weinstein, 2004; 

Thompson et al., 2008). Consequently, GPCRs represent the protein family most 

widely targeted by pharmaceutical drugs, claiming over a third of the total share of 

the drug market (Drews, 2000; Russ and Lampel, 2005; Wise et al., 2002). In order 

to develop new and more effective drugs, researchers have focused their efforts on 

identifying new regulators mediating downstream signaling (Cho et al., 2004; Riddle 

et al., 2005; Zhong and Neubig, 2001).  
                                            
* All figures contributed by Gauri Dixit 
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Most studies of G protein signaling are based on examining the average 

response of a population. The assumption made in each case has been that cellular 

response is only dependent on the genotype and the surrounding environment. 

However, emerging data in the last decade have shown that even genetically 

identical cells exposed to the same environment show individualistic behavior and 

variation in their phenotypes, a phenomenon called ‘noise’ (Raser and O'Shea, 

2004; Raser and O'Shea, 2005). Such cell-to-cell variability greatly increases the 

number of possible outcomes during signaling. Therefore we aimed to find systems 

within a signaling pathway that regulate the output and limit the ‘noise’ in the system 

(Maheshri and O'Shea, 2007). In a yeast model system, this thesis work has 

examined the role of the Regulator of G protein Signaling (RGS) protein as a noise 

suppressor. RGS reduced cell-to-cell variability in transcription as well as 

morphogenesis during signaling, thus establishing a new role for a known signaling 

regulator. 

A relatively new area of research is regulation of the G protein by post 

translational modifications promoting intracellular trafficking (Wedegaertner, 2012b). 

While the general process of Gα endocytosis is known, the mediators and 

consequences of G protein trafficking remain unclear. The work presented here 

identified a cascade of proteins that mediate trafficking of the yeast Gα from the 

plasma membrane to the vacuole. The trafficking proteins identified belong to a 

class of Ubiquitin Binding Domain (UBD) containing proteins. Furthermore we 

discovered that Gα trafficking is necessary for proper morphogenesis during 

signaling.   
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Further understanding how G protein signaling is spatially and temporally 

regulated will eventually lead to new drug targets, and more effective or targeted 

therapeutics. The work in this thesis evaluates a new function for a known regulator 

of signaling (noise suppression by RGS proteins); and identifies a new class of 

previously unknown G protein regulators (UBD containing proteins) that mediate G 

protein trafficking. Both RGS and UBD proteins regulate cellular morphogenesis and 

present future targets for drug intervention.  In this introductory chapter special 

attention will be paid to what is known about noise in eukaryotes and prokaryotes, 

methods of single cell analysis, as well as recent advances in signaling in single 

cells and G protein trafficking. 

 

Heterotrimeric G proteins 

Diverse organisms such as plants, fungi and animals rely on G protein 

mediated signaling in order to sense and respond to their environment. G protein 

coupled receptors are seven transmembrane domain containing proteins that detect 

various environmental stimuli and transmit this information to associated G proteins. 

G proteins function as molecular switches (Figure 1.1). In the absence of any 

stimulus they are associated with the receptor as a heterotrimer, composed of the 

GDP-bound Gα subunit and a Gβγ obligate dimer. Activation of the receptor by 

extracellular ligand binding promotes conformational changes in the receptor 

(Katritch et al., 2013).  The active receptor acts as a guanine nucleotide exchange 

factor (GEF) resulting in the exchange of GDP for GTP on the Gα subunit of the 

heterotrimer. Gα-GTP undergoes conformational changes in three distinct switch  
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Figure 1.1  

Figure 1.1 Heterotrimeric G protein activation-inactivation cycle. 
G proteins function as molecular switches in the cell that mediate responses to 
environmental cues. In the absence of stimulus, Gα-GDP along with Gβγ forms the 
inactive G protein heterotrimer that is associated with the GPCR at the membrane.  
Upon ligand binding, the receptor functions as a guanine nucleotide exchange factor 
(GEF) allowing Gα to exchange GDP for GTP. Ensuing conformational changes 
promote dissociation of the GTP-bound Gα from Gβγ. Free G protein subunits signal 
by activating downstream effectors. Signal attenuation occurs upon hydrolysis of GTP 
bound to the Gα protein. Intrinsic Gα GTPase activity is enhanced by GTPase 
accelerating proteins (GAP) that mainly belong to the regulator of G protein signaling 
(RGS) family of proteins. GAPs function by stabilizing the transition state of the 
reaction. The resulting Gα-GDP reassociated with the Gβγ dimer to turn the pathway 
off.  
 



5 

regions that cause it’s dissociation from the Gβγ dimer. Free Gα-GTP and Gβγ can 

signal inside the cell by binding downstream effectors resulting in the production of 

second messengers and activation of protein kinase cascades among other 

biological effects (Pierce et al., 2002; Sprang, 1997). G protein inactivation is 

mediated by slow intrinsic GTPase activity (Bourne et al., 1989).  Inactivation is often 

accelerated by Regulators of G protein Signaling (RGS) proteins that function to 

stabilize the transition state of GTP hydrolysis and therefore act as GTPase 

accelerating proteins (GAPs) (Siderovski et al., 1996). Thus receptors and GAPs act 

antagonistically to turn the G protein on and off, respectively. Once inactivated GDP 

bound Gα reassociates with Gβγ to form the heterotrimeric complex.  

Additional ways of fine tuning G protein activation and inactivation exist. For 

example signal attenuation can occur in mammalian cells through - G protein 

receptor kinases (GRKs). Free Gβγ recruits GRKs to the membrane. Subsequent 

phosphorylation of the receptor by GRK promotes recruitment of β-arrestin, receptor 

inactivation and signal attenuation (Premont et al., 1995). Conversely, G protein 

activation can be promoted by non-receptor GEFs. These GEFs are thought to act 

primarily on dissociated Gα subunits adding further complexity to signal dynamics 

(Garcia-Marcos et al., 2009; Lee and Dohlman, 2008; Siderovski and Willard, 2005). 

Mammalian cells have at least 16 different Gα subunit proteins activated 

downstream of GPCRs. These can be categorized into four sub-families Gαs, Gαi, 

Gαq and Gα12/13 (Gilman, 1987; Hurowitz et al., 2000). The Gαs family (which 

includes olfactory Gα) promotes the activation of adenylyl cyclase (producing the 

second messenger cAMP), Ca2+ and K+ ion channels and phospholipases C and A2 



6 

(Neves et al., 2002). In contrast the Gαi family (that includes transducins) inhibits 

adenylyl cyclase and promotes MAPK activation (Gainetdinov et al., 2004). Gαq 

family members primarily mediate activation of phospholipase C and the production 

of two second messengers formed from the breakdown of PIP2 (phosphatidyl 

inositol 4,5-bisohosphate), namely diacylglycerol (DAG) and inositol triphosphate 

(IP3) (Boyer et al., 1994). IP3 promotes the release of Ca2+ (second messenger) 

from the smooth endoplasmic reticulum. Elevated intracellular Ca2+ and DAG 

promote activation of a kinase called Protein Kinase C (PKC) that mediates 

downstream effects. Lastly, the Gα12/13 family can stimulate RhoGEFs and regulate 

activation of the small GTPase Rho. Additionally members of the Gα12/13 family can 

stimulate Na+-H+ exchangers in the cell (Tanabe et al., 2004).   

GPCRs have been shown to be good targets for therapeutic intervention. 

However, not many of the intracellular signaling components (including Gα subunits) 

have been exploited for therapeutics. Therefore an ongoing endeavor for the field is 

to better understand regulation of signaling and identify new G protein regulators 

and drug targets. Most of the current knowledge of G protein signaling is based on 

population based assays. Given the wealth of information pointing towards the 

existence of cellular heterogeneity and phenotypic variation, a thorough investigation 

of noise propagation and regulation in G protein signaling is necessary (Wang and 

Bodovitz, 2010). It will be important to understand not just how drugs act to alter 

sensitivity of a pathway (by acting as an agonist or antagonist), but also understand 

how the drug alters cell-to-cell variability and the consequence of such a change in 

the physiological context.  
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Yeast as a Model System for Studying G Protein Signaling 

Saccharomyces cerevisiae (yeast) is a unicellular eukaryote that has been 

used as a model organism to study signaling pathways for decades. There are 

several unique advantages of the yeast system. First, the yeast genome has been 

sequenced (Goffeau et al., 1996) and the functions of most genes have been 

annotated. Structural and functional analyses have revealed that most of the yeast 

signaling components are highly conserved in humans. Examples include the G 

protein (Nakafuku et al., 1987) and components of the mitogen-activated protein 

kinase (MAPK) cascade (Chen and Thorner, 2007; Errede and Levin, 1993; Kosako 

et al., 1993). Not only do most of the pathway components have homologs in 

humans (Figure 1.2), but yeast and human pathways are also regulated in a similar 

manner through positive and negative feedback loops. Therefore, discoveries made 

in yeast will usually be applicable to human G protein signaling.  

Additionally, a lot of discoveries important for human physiology were first 

made in yeast. For example, the founding members of many important proteins were 

found in yeast including the regulator of G protein signaling protein (Sst2) (Chan and 

Otte, 1982; Dohlman et al., 1995; Siderovski et al., 1996), cell division cycle proteins 

(Cdc) (Hartwell et al., 1970), aging-related sirtuin protein (Sir2) (Kennedy et al., 

1995), p21-activated kinase (Ste20) (Leberer et al., 1992), vesicle-fusion SNARE 

proteins (Novick et al., 1980) and the nucleosome-remodeling SWI/SNF complex 

(Winzeler et al., 1999). Furthermore, yeast are tractable to sophisticated genetic 

techniques. Yeast cells undergo homologous recombination with high efficiency, 

which makes it relatively easy to genetically manipulate specific loci (deletions and  
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Figure 1.2 

 
 
 
 
 
 
 
 
  

Figure 1.2 G protein-MAPK signaling pathways are conserved from yeast to humans. 
Basic scheme of hormone mediated G protein-MAPK signaling in an example cascade in 
humans (left) and yeast (right). Yeast and humans share not only the same basic signaling 
architecture and regulatory mechanisms, but are also made up of homologous protein 
components. Examples of homologues include Fus3 and Erk2 (yellow); Kss1 and Erk1 (Cyan). 
Lessons learnt in yeast are likely to fuel future discoveries in humans.  
G protein-coupled receptor (GPCR). 
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targeted point mutations) and track the associated phenotypic changes. In fact, a 

gene-deletion strain has been made for nearly every non-essential gene in yeast 

(Giaever et al., 2002) and a drug-repressible strain has been made for nearly every 

essential gene (Mnaimneh et al., 2004). Additionally GFP tagged versions of every 

yeast protein allow for high-throughput analysis of protein localization under different 

conditions (Huh et al., 2003). Together these resources promote addressing many 

unanswered questions in yeast that would be hard to follow in other systems. 

Unlike humans, whose genomes encode more than 800 GPCRs, 20 Gα 

subunits, 5 Gβ subunits, and 13 Gγ subunits, yeast contain 3 GPCRs and 2 G 

proteins (Bjarnadottir et al., 2006; Hildebrandt, 1997; Luttrell, 2008). In the yeast S. 

cerevisiae, a single canonical heterotrimeric G protein- MAPK cascade signaling 

pathway regulates the process of cell mating and therefore presents an attractive 

model system to study fundamental principles of G protein signaling. The signaling 

events downstream of the receptor and G protein are well understood. Pathway 

activation can be measured at various steps including MAPK activation, new gene 

transcription, cell-cycle arrest and morphological changes. A unique feature of yeast 

is that they can exist stably as a haploid, making it easy to study recessive gene 

mutations. Finally, yeast are amenable to study of cell signaling in single cells using 

quantitative microscopy, flow cytometry and single cell transcriptomics (Colman-

Lerner et al., 2005; Paliwal et al., 2007). Recently many studies have been 

conducted in yeast combining genomic, proteomic and computational analysis to 

understand nuances of signaling (Fiedler et al., 2009; Ptacek et al., 2005). It is clear 

through many of these studies that complex events in eukaryotes can be easily 
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studied in yeast particularly in individual cells, in order to link genotype to 

phenotype.  

 To understand how inherent cell-to-cell variability affects signaling responses 

of the population, it is essential to measure both gene expression and phenotypic 

parameters in individual living cells in real time over multiple growth cycles. Yeast 

offers the advantage of having quick doubling times (~90 minutes) and simple yet 

conserved signaling pathways. Furthermore, yeast signaling pathways have been 

documented to be ‘noisy’. Examples include the pheromone response pathway 

(Colman-Lerner et al., 2005), galactose induction pathway (Acar et al., 2005) and 

phosphorus starvation pathway (Raser and O'Shea, 2004). The overall similarity that 

yeast signaling systems share with humans, make it an ideal model system for noise 

analysis.  Lessons learned about the mechanisms of noise regulation in yeast, may 

be directly applied to gain insights into noise regulation in complex human systems.  

 

The Yeast Pheromone Response Pathway 

The pheromone response pathway is a developmental MAPK pathway that is 

conserved through evolution (Dohlman and Thorner, 2001). Haploid yeast display 

sexual differentiation and exist as mating type a (MATa) or mating type α (MATα) 

cells. Both mating types secrete small peptide pheromones, which activate the 

pheromone response pathway in cells of the opposite mating type (Hicks and 

Herskowitz, 1976; Wilkinson and Pringle, 1974). Pathway activation results in cell 

cycle arrest, specific gene expression and morphological changes that ultimately 

lead to fusion of opposite mating-type cells or mating (Figure 1.3). 
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Figure 1.3  

Figure 1.3 Sexual differentiation and mating in yeast  
Haploid yeast exist in two mating types- MATa and MATα that communicate by releasing ‘a’ 
and ‘α’ pheromones respectively. Mating pheromones act by binding cell surface GPCRs to 
activate a signal transduction program leading to growth arrest in G1, formation of a mating 
projection or ‘shmoo’ and eventual fusion to form an a/ α diploid.  
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MATa cells produce a factor that binds the GPCR Ste3, on MATα cells. On 

the other hand, MATα cells release α factor that binds the GPCR Ste2 on MATa 

cells. Ligand-receptor binding initiates a G protein and MAPK signaling cascade to 

prepare the cells for fusion to form an a/α diploid (Bardwell, 2005). The mating 

pathway in the yeast Saccharomyces cerevisiae is a prototypical GPCR-mediated 

pathway. Many of the proteins in this pathway are conserved with those in human G 

protein signaling systems, making yeast a relevant model for G protein signaling 

studies (Dohlman, 2002). Figure 1.4 shows a simplified scheme of the pheromone 

pathway. In MATa cells, the pheromone receptor, Ste2, couples to a heterotrimeric 

G protein made up of Gpa1 (Gα subunit), Ste4 (Gβ subunit), and Ste18 (Gγ subunit) 

(Jahng et al., 1988; Miyajima et al., 1987; Whiteway et al., 1989). Pheromone 

stimulation promotes exchange of GDP for GTP on Gpa1 and causes it to dissociate 

from the Ste4/18 dimer. Free Ste4/18 activates the MAPK cascade (Zhou et al., 

1993) composed of the PAK Ste20, the MAPK kinase kinase Ste11(Chaleff and 

Tatchell, 1985; Rhodes et al., 1990), the MAPK kinase Ste7 (Teague et al., 1986) 

and the two partially redundant MAP kinases Fus3 and Kss1(Elion et al., 1990). 

MAP kinase activation promotes the activation of the transcription factor Ste12 (Elion 

et al., 1993; Song et al., 1991) which regulates the expression of genes needed for 

proper mating (Dolan et al., 1989; Errede and Ammerer, 1989; Fields and 

Herskowitz, 1985; Fields and Herskowitz, 1987). Active Fus3 also phosphorylates 

the transcriptional repressors Dig1 and Dig2 to relieve the inhibition on Ste12 

mediated transcription.    
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Figure 1.4                                                                
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.4 The yeast pheromone response pathway   
The response to mating pheromones in yeast is mediated through a canonical heterotrimeric 
G protein-MAPK signaling pathway. Binding of α factor pheromone to the receptor Ste2 
promotes dissociation of GTP bound Gpa1 and the Gβγ dimer comprised of Ste4 and Ste18. 
Free Ste4/18 initiates the activation of the MAPK cascade as well as the small G protein 
Cdc42 (more details are in the text). Phosphorylation and activation of the MAPK Fus3 
promotes transcription of mating genes and eventually cell cycle arrest in G1. Activation of 
Cdc42 promotes cell polarization and morphological changes to prepare the cell to mate. 
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Free Gβγ Ste4/18 also interacts with the cell cycle regulator Far1 (Chang and 

Herskowitz, 1990) and the MAPK scaffold Ste5 (Feng et al., 1998; Inouye et al., 

1997; Whiteway et al., 1989) at the plasma membrane. Far1 drives cell cycle arrest 

by inhibiting cyclin-dependent kinase (CDK). Far1 is exported from the nucleus 

during pheromone stimulation and recruits Cdc24, a GEF for the small G-Protein 

Cdc42 to the polarity site (Johnson, 1999; Oehlen and Cross, 1998; Simon et al., 

1995). Cdc24 in turn promotes activation of Cdc42, which reinforces MAPK 

activation and drives morphological changes required for proper mating and fusion. 

Active Fus3 also phosphorylates the regulator of G-protein (RGS) protein, Sst2 

(Parnell et al., 2005). 

Sst2 accelerates the intrinsic GTPase activity of Gpa1, promoting G protein 

inactivation and pathway shut off. Although traditionally thought of a just a signal 

attenuator (Dohlman et al., 1996), more recent evidence suggests that Sst2 

performs other functions in the pathway to fine tune signal activation. Supporting this 

idea are several observations. First Sst2 is one of three non-essential proteins 

important for cells to track a pheromone gradient (Moore et al., 2008; Segall, 1993). 

Second, Sst2 promotes membrane recruitment of the MAPK scaffold Ste5 (Yu et al., 

2008). Third, through its N terminal DEP domain it can bind the receptor and further 

modulate the signal response (Ballon et al., 2006). Finally, in the absence of Sst2, 

cells are unable to mate efficiently, despite being highly sensitive to pheromone 

(Segall, 1993). Together these data suggest that Sst2 acts both as a positive and a 

negative regulator of the pathway.    

The work in this thesis focuses on the role of Sst2 in suppressing noise in 
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signaling and maintaining a robust signaling output. To dissect how different 

functions of Sst2 mediate signal and noise suppression, we used an integrated 

approach. We employed a Gα mutant (gpa1G302S) that abrogates binding (due to a 

single amino acid substitution in the switch1 region) to the RGS protein (DiBello et 

al., 1998; Lan et al., 1998). This renders the mutant Gα insensitive to inhibition by 

Sst2; thus we call it the GAP mutant. We also employed a Sst2 mutant (sst2Q304N) 

that abrogates binding (due to a single amino acid substitution in the DEP domain) 

to the receptor (Ballon et al., 2006); thus we call it the receptor uncoupling mutant. 

We performed several biochemical assays to demonstrate that GAP activity and 

receptor coupling equally suppress signal sensitivity in a cellular population. 

However through single cell analysis it is clear that GAP activity also promotes 

homogeneity in pathway activation and is also required for proper morphogenesis 

and gradient tracking. 

 The one common feature of all RGS proteins is the RGS-GAP domain. 

Therefore the realization that RGS-GAP activity is critical for proper cellular 

response at the single cell level presents a potential new function for all RGS 

proteins. There are at least 30 members in the mammalian RGS family classified 

into subfamilies based on primary sequence and domain composition (Sierra et al., 

2000). As researchers probe the therapeutic potential of RGS proteins in humans 

(Bansal et al., 2007), an important consideration is how altering RGS-GAP activity 

will affect cellular heterogeneity and signaling fidelity. While the main components of 

the yeast pheromone pathway have been known for years, questions still remain 
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about pathway components that fine tune sensitivities, amplitudes and outcomes of 

signaling both at the level of single cells and the population.  

 

Noise in biological systems 

Most global signaling analysis currently relies on employing a large number of 

cells and averaging measured parameters. This approach is done on the 

assumption that cellular phenotype is determined by genetic makeup and 

environmental influences alone. However, even genetically identical cells exposed to 

the same environmental conditions show individualistic behavior and variation in 

their phenotypes, a phenomenon called ‘noise’ (Elowitz et al., 2002; Lidstrom and 

Meldrum, 2003; Ozbudak et al., 2002; Raser and O'Shea, 2004; Tawfik, 2010). 

Therefore while traditional approaches to study cell signaling have the advantage of 

averaging out natural fluctuations, they are blind to the presence of functionally-

important subpopulations with responses significantly distinct from the measured 

average (Figure 1.5) (Levsky and Singer, 2003; Longo and Hasty, 2006; Wang and 

Bodovitz, 2010).  

Noise in cell populations was first reported in early studies analyzing the 

heritability of growth rates and chemotactic behavior in bacteria (Kelly and Rahn, 

1932; Powell, 1956; Spudich and Koshland, 1976 ); and in the burst size distribution 

of bacterial viruses (Delbruck, 1945). This early body of work suggested that 

bacterial populations generate physiological diversity in several characteristics at the 

individual cell level (Maloney and Rotman, 1973). Since then a lot of studies have 

tried to understand the origins and consequences of variability. Most studies of  
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Figure 1.5 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 1.5 Average behavior of a population versus single cell behavior    
Suppose a population has an initial state (white) and a final (black). In a population average, 
it may not possible to distinguish between a state in which all cells have an intermediate 
phenotype (grey) from one in which some are white and the others are black. An 
intermediate phenotype (grey) implies every cell exists in an in-between state which may or 
may not be true. (Graphs represent hypothetical data).  
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single cell analysis have focused on evaluation of noise in the expression of 

individual genes (Pedraza and van Oudenaarden, 2005; Raj and van Oudenaarden, 

2008; Raser and O'Shea, 2005).  

Noise can arise from multiple sources, such as variations in the activity of 

individual genes, from cell-to-cell variations in metabolic activity, or from fluctuating 

levels of an external signal. Based on the current data on the source of variability, 

noise is classified as (i) intrinsic or inherent and (ii) extrinsic or external. Intrinsic 

noise has been mainly attributed to stochastic fluctuations in molecular reactions, 

due to the small numbers of specific molecules in the cell. Together these make 

reactions less probable, unpredictable and thus variable (Arkin et al., 1998; Becskei 

et al., 2005; Blake et al., 2003; Guptasarma, 1995; Kaern et al., 2005; McAdams and 

Arkin, 1997; McAdams and Arkin, 1999; Ozbudak et al., 2002; Pedraza and van 

Oudenaarden, 2005; Raser and O'Shea, 2005; Rosenfeld et al., 2005; Smits et al., 

2006; Thattai and van Oudenaarden, 2001). Extrinsic noise can arise from the 

concentration/activity of particular cellular components or differences in cell states 

including cell size, metabolic state, cell cycle etc. (Colman-Lerner et al., 2005; 

Elowitz et al., 2002; Pedraza and van Oudenaarden, 2005).   

The relative contribution of each source of noise (intrinsic and extrinsic) was 

first measured in a landmark study by Elowitz et al. (Elowitz et al., 2002). 

Quantification of noise relied on a ‘dual-reporter assay’ where two fluorescent 

reporter proteins were driven by identical promoters (Figure 1.6). Comparison of 

expression levels of the two reporters within the same cell measured intrinsic noise, 

and the difference in the expression level of the reporters between cells measured  
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Figure 1.6 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 1.6 Dual reporter assay to measure intrinsic and extrinsic noise  
Typically the dual reporter assay is employed to quantify the relative contribution of intrinsic 
and extrinsic noise to the total noise in a system. Two complementary fluorescent reporters 
(like yellow and cyan fluorescent protein) are chromosomally expressed from identical 
promoters that are placed equidistant from but located on opposite sides of an origin. CFP 
and YFP are measured in each cell and a value for mean fluorescence intensity (normalized 
from the population average) is plotted. Each point represents the normalized CFP and YFP 
intensities from one cell. The correlated variation between CFP and YFP intensities within 
single cells l (graph on left) corresponds to intrinsic noise, whereas the uncorrelated 
variation between cells in a population (graph on right) is extrinsic noise. The actual numeric 
calculation of total, intrinsic and extrinsic noise from individual cell fluorescence 
measurements is made using a set of equations detailed in Elowitz et al. 2002. (Graphs 
represent hypothetical data).  
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extrinsic noise (Swain et al., 2002). Variability in gene expression is captured as the 

coefficient of variation (CV) calculated as the standard deviation of individual cells 

divided by the mean expression. Through this analysis it was first shown that both 

sources of noise contribute to variation in gene expression in prokaryotes. Using the 

quantitative foundation described above, a number of studies were conducted to 

understand the dominant sources of noise in gene expression in eukaryotes (Bar-

Even et al., 2006; Colman-Lerner et al., 2005; McCullagh et al., 2010; Raser and 

O'Shea, 2004). Through these studies it was clear that intrinsic noise is the 

predominant source of noise in prokaryotes (Elowitz et al., 2002; Kepler and Elston, 

2001; Ozbudak et al., 2002; Thattai and van Oudenaarden, 2001) and that extrinsic 

noise is the dominant source of noise in eukaryotes (Becskei et al., 2005; Blake et 

al., 2003; Newman et al., 2006; Raser and O'Shea, 2004; Volfson et al., 2006). 

Recent computational and experimental analysis has also implicated uneven 

distribution of cellular constituents during mitosis (such as organelles and proteins) 

as a source of variability in eukaryotes. For example variability in mitochondrial 

volume and functionality in mammalian cells that was shown to be an even more 

dominant source of extrinsic noise than cell cycle asynchrony  (das Neves et al., 

2010; Johnston et al., 2012). 

In depth analysis in bacteria and yeast has been done to understand how the 

rates of transcription, translation and promoter activation control intrinsic noise in 

gene expression (Sanchez and Golding, 2013). Theoretical predictions backed by 

experimental data for both systems suggest that infrequent transcription followed by 

inefficient translation results in lower intrinsic noise compared to a case where 



21 

infrequent transcription is followed by efficient translation (Blake et al., 2003; Fraser 

et al., 2004; Ozbudak et al., 2002; Thattai and van Oudenaarden, 2001). 

Additionally, studies in yeast suggested that noise is strongly dependent upon the 

transcription rate. These studies demonstrated that transcriptional bursting and slow 

promoter activation (owing to chromatin remodeling) generate stochasticity in 

eukaryotic gene expression (Blake et al., 2003; Rajala et al., 2010; Raser and 

O'Shea, 2004). Supporting this conclusion it was shown in yeast that noise can be 

manipulated by changing operator sites and distance between the operator sites and 

the TATA box (Murphy et al., 2007).  

Regulation of gene expression noise. In cells, expression of a single gene is 

not an autonomously controlled process. Instead genes function as complex 

networks in order to adapt and respond to their environment. Therefore once basic 

principles of noise in gene expression were established, researchers focused their 

efforts on better understanding the regulation and propagation of noise in gene 

networks (Munsky et al., 2012; Rinott et al., 2011). The first attempts towards 

understanding noise regulation in gene networks were made using engineered 

genetic cascades. Employing mathematical modeling , Thattai et al. were the first to 

demonstrate how noise is attenuated in an ultrasensitive signaling cascade (Thattai 

and van Oudenaarden, 2002). The dependence of noise on the length of the 

signaling cascade was demonstrated by Hooshangi et al.  Their results on 

population heterogeneity in E. coli using one, two and three step cascades 

suggested that signals generated from a short cascade are less noisy than those 

generated by long cascades (Hooshangi et al., 2005). These results were further 
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corroborated in a two-step cascade in yeast showing that noise is propagated from 

upstream to downstream elements (Blake et al., 2003; Pedraza and van 

Oudenaarden, 2005).  

In addition to cascade length, noise can be altered by positive and negative 

feedback loops. While negative feedback was shown to decrease noise and 

minimize the effects of fluctuations on downstream processes (at the cost of 

reducing signaling sensitivity) (Becskei and Serrano, 2000; Dublanche et al., 2006; 

Kaern et al., 2005; Lidstrom and Konopka, 2010; Thattai and van Oudenaarden, 

2004)  positive feedback was shown to amplify fluctuations and give rise to bimodal 

population distributions (Becskei et al., 2001; Isaacs et al., 2003).  Subsequent 

studies modeling positive and negative feedback in more complex circuits however 

suggested that the role of feedback loops is context dependent- and can have 

varying effect on noise based on length of the cascades, delay in feedback and the 

number of feedback loops involved (Brandman and Meyer, 2008; Hooshangi and 

Weiss, 2006; Hornung and Barkai, 2008). While we have made advances in 

understanding the regulation of noise in simple synthetic systems, translating this 

information to more complex systems in eukaryotic cells remains a challenge.  

 

Cell-to-cell variability: role in regulating cell-fate decisions and diseases 

  Large scale studies of mRNA and protein levels in yeast and bacteria have 

revealed a large amount of variability in the molecular make up of individual cells in 

an isogenic population (Bar-Even et al., 2006; Newman et al., 2006; Stewart-

Ornstein et al., 2012; Taniguchi et al., 2010).  Stochasticity, cell cycle, ageing and 
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epigenetic regulation all contribute to generating cell-to-cell variability in a 

population. Although variability is thought to be regulated by cellular components 

and certain feedback loops, it appears that it has not been completely selected 

against during evolution. In fact functional studies done in a variety of organisms 

including bacteria, yeast and mammalian cells suggest that noise may be beneficial 

and play a role in regulating cell fate decisions (Balazsi et al., 2011; Kussell and 

Leibler, 2005; Losick and Desplan, 2008). 

Stochasticity allows bacteria to deploy specialized cells in anticipation of 

possible adverse changes in the environment (Kussell et al., 2005; Kussell and 

Leibler, 2005; Thattai and van Oudenaarden, 2004). Striking examples of stochastic 

decision making include sporulation, acquisition of competence and persistence 

(Lidstrom and Konopka, 2010). Sporulation and competence are developmental 

states that only a subset of the population enter when faced with starvation or 

unfavorable conditions. Studies in B. subtilis have shown that entry into these 

developmental pathways is contingent on threshold levels of key regulatory 

molecules- a process that is governed stochastically (Maamar and Dubnau, 2005; 

Maamar et al., 2007; Suel et al., 2006; Suel et al., 2007; Veening et al., 2005; 

Veening et al., 2008). Likewise, when E. coli are treated with antibiotics, most of the 

population dies rapidly. But the cells that grow more slowly survive the treatment 

longer, and can switch to fast growth once the antibiotic is removed. The 

‘persistence’ of these slow-growing cells occurs without any genetic mutations 

(Balaban et al., 2004; Keren et al., 2004; Lewis, 2007). 

The above examples illustrate ways that microbial populations hedge their 
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bets through stochastic gene expression. Bet hedging imparts a fitness advantage in 

stressful situations that outweighs the cost of producing cells that temporarily stop 

growing (Avery, 2006). Data from a recent study in yeast supports the notion that 

slow growing cells are more resistant to stress. In that study increased expression of 

a metabolic enzyme Tsl1 (trehalose synthase) in a subset of cells was found to 

positively correlate with stress survival as well as aging (Levy et al., 2012). Like Tsl1  

high variability has been observed in the expression of several other stress 

responsive genes in yeast (Newman et al., 2006). Interestingly mutational analysis 

has been done to alter gene expression noise for a subset of the stress response 

genes. Mutations that reduce gene expression noise were found to lower the chance 

of survival in particular stresses (Blake et al., 2006). Finally, progeny of either fast- 

or slow-growing cells could ultimately give rise to a population with the entire 

spectrum of  growth-rates showing that, like bacteria, yeast can switch between 

different growth states (Balaban et al., 2004; Levy et al., 2012; McCullagh et al., 

2010). 

While stochastic gene expression may benefit microorganisms, it potentially 

complicates treatments for infection. For example, some promoters in S. 

typhimurium have been shown experimentally to have more variation (be noisier) 

than others, and the promoters identified with the highest variation control flagella 

synthesis, a trait associated with virulence (Freed et al., 2008). Therefore better 

understanding of how to control stochastic gene expression in pathogens, including 

the slow-growing mycobacteria responsible for tuberculosis (Dhar and McKinney, 

2007) might lead to better therapies.  
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Cell-to-cell variability can lead to multiple steady state phenotypes in 

multicellular organisms as well. Therefore noise plays a significant role in several 

developmental processes in mammalian cells. Key examples include embryonic 

patterning (Sternberg and Horvitz, 1986), mammalian olfactory neuronal receptor 

choice (Chess et al., 1994; Mombaerts, 2004), distribution of green and red cones in 

the human retina (Nathans, 1999)  and fate decisions in stem cells (Chang et al., 

2008; Hoang, 2004; Jan and Jan, 1995). 	
  Cellular differentiation is critical for 

survival. Yet a surprisingly large number of processes, such as acquired & innate 

immune response to infections and differentiation, are governed by random 

stochastic events (Feinerman et al., 2008; Gregor et al., 2010; Hu et al., 2011; 

Johnston and Desplan, 2010). However variability can also be a source of disease 

(Niepel et al., 2009). Randomness in expression of tumor suppressors may increase 

genetic instabilities and hence the risk of cancer (Cook et al., 1998; Magee et al., 

2003).	
   Furthermore noise has been implicated in the evolution of aggressive cancer 

cells. Certain melanomas contain rare cells that divide slowly, thus evading 

chemotherapies that target fast-dividing cells, and these slow-dividing cells can later 

give rise to daughter cells that proliferate at great rates (Brock et al., 2009). It is 

therefore not surprising that even in well controlled conditions, the responses of 

single cells (normal and cancer cells) to stimuli and drugs can vary widely (Cohen et 

al., 2008; Gascoigne and Taylor, 2008; Orth et al., 2008). Supporting this notion 

further was a study showing that drug induced apoptosis is also a stochastically 

determined event that relies on the activity of a procaspase, whose expression was 

found to be highly variable (Spencer et al., 2009). The importance of single cell 
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analysis (particularly in gene expression) in human health and disease is clear from 

numerous examples in the literature. However in order to apply the current 

knowledge towards manipulating variability and establishing new treatment regimens 

establish a direct correlation between variability of every protein in the proteome with 

different cellular outcomes (Cotari et al., 2013a; Wu et al., 2013). 

 

Methods of single cell analysis  

  To a large extent single cell analysis has been possible due to 

advancements in time-lapse microscopy, quantitative image analysis and fluorescent 

protein reporters (Falconnet et al., 2011; Kolitz and Lauffenburger, 2012; Longo and 

Hasty, 2006; Megason and Fraser, 2007; Pelet et al., 2012). In combination with fast 

maturing and unstable fluorescence reporters, time lapse microscopy allows real 

time monitoring of the dynamics of gene expression by visualization of single protein 

molecules (Choi et al., 2008; Elf et al., 2007; Sako, 2006; Yu et al., 2006). Apart 

from reporting gene expression levels, fluorescent reporters are being used as 

biosensors that can report on protein-protein interactions (Overton and Blumer, 

2000), cellular localization (Yu et al., 2008), protein conformation (Goley et al., 2004; 

Hagopian, 1970)  and protein modifications (Harvey et al., 2008) in single cells. 

Complementing this approach, are data obtained by fluorescence in situ 

hybridization (FISH) that monitors the state of gene activation in single cells 

(Maamar et al., 2007; Raj et al., 2006; Raj et al., 2008; Taniguchi et al., 2010). While 

quantitative and precise, FISH allows measuring only one to two genes at a time.   

Therefore researchers are now focusing their efforts towards single cell 
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transcriptomics (RNA seq) (Nagalakshmi et al., 2008). RNA seq allows monitoring 

the entire mRNA population in a single cell (Golding et al., 2005; Le et al., 2005; 

Lipson et al., 2009; Marcus et al., 2006). For example using single cell 

transcriptomics  it was found that mouse immune cells respond to antigen 

stimulation (LPS) in a heterogeneous fashion (Shalek et al., 2013). What will take 

the field a step further are advances in high sensitivity mass spectrometry that will 

enable critical evaluation of single cell proteomes.  

 Another innovation in single cell analysis is the use of microfluidic devices. 

Microfluidics allows investigators to maintain uniform conditions (such as pH, O2, 

nutrients) and minimizes fluctuations that can have confounding effects on noise 

measurements (Cai et al., 2006; Liu et al., 2009; Paliwal et al., 2007; Ricicova et al., 

2013; Taylor et al., 2009). Laser microdissection allows placement of single cells 

from a population to a pre-determined spot for imaging (Emmert-Buck et al., 1996). 

When combined with microfluidics, laser microdissection can allow testing the 

response of individual cells to very precise conditions. However, imaging can be 

time consuming and limited by the number of cells per field.  

An alternative strategy to single cell imaging is using flow cytometry (Cotari et 

al., 2013b; McCullagh et al., 2010; Sureka et al., 2008; Takahashi and Pryciak, 

2008). While it allows collection of quantitative data for a large number of cells and 

monitoring a large number of proteins at once, flow cytometry cannot be used to 

follow a single cell over time. Furthermore we do get any information on the cellular 

morphology or colocalization of markers in individual cells. To combine the benefits 

of imaging and cytometry, a new technique has been developed called multispectral 
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imaging flow cytometry (MIFC). In this method the instrument digitally images each 

cell as it flows through a standard cytometer so that individual cells can be evaluated 

in terms of morphology, DNA content as well as expression of a fluorescent protein. 

Though this technique has been successfully employed in yeast, it lacks any 

information on temporal dynamics of gene expression (Calvert et al., 2008; Gordon 

et al., 2007). 

An unappreciated aspect in the field of noise biology and signaling is the 

importance of cell morphology as a phenotypic marker. Cellular morphology is 

under-studied despite the fact that many biological processes were first delineated 

based on mutants that gave unusual phenotypes upon visual inspection (Hartwell et 

al., 1973; Jones et al., 2009). Recently a study in endothelial cells demonstrated 

that, in contrast to the population-averaged behavior, most individual cells follow 

distinct patterns of temporal cell-shape changes during capillary formation (Parsa et 

al., 2011). This study further reiterates that shape differences can be qualitative or 

quantitative markers of physiological states (Pincus and Theriot, 2007). Given the 

lack of in depth analysis regarding morphological variability, the work in this thesis is 

unusual in paying special attention to morphological outcomes in single cells 

responding to pheromone. In Chapter II I describe how RGS-GAP activity regulates 

noise in morphogenesis to promote gradient tracking. In Chapter III I describe how G 

protein trafficking regulates morphogenesis upon prolonged pheromone stimulation. 

Finally in the Appendix, I describe how signal crosstalk between two signaling 

pathways (mating and energy sensing) delays morphogenesis during mating.  
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Noise in cell signaling pathways 

 Cells activate several intracellular signaling pathways in response to 

environmental signals such as stress, hormones and nutrients. Most of these 

pathways, including the MAPK cascade (Gustin et al., 1998), involve several stages 

before the final signaling outcome. Each stage of the signaling cascade can add 

noise to the response- both due to intrinsic noise in biochemical reactions as well as 

heterogeneity in the abundance of proteins. Simply put, there exist many layers of 

heterogeneity that can affect the eventual response. Given that appropriate signaling 

is vital for cellular function and survival it is imperative that we understand how and 

why signaling systems are noisy.	
  	
  

Noise mediated by a specific stimulus was first suggested in eukaryotic cells 

responding to glucocorticoids (Ko, 1991). More convincing evidence for noise in 

signaling was presented later in Xenopus oocytes responding to progesterone. 

When progesterone-induced MAPK activation was measured in a population, there 

was a gradual increase in phosphorylation in response to an increasing dose of 

progesterone, suggesting that cells mount a gradual increase in response. However, 

when examined individually, a cell was either active or inactive (Ferrell and 

Machleder, 1998). Numerous other examples in mammalian cells have also 

demonstrated noise in signaling. A study in mammalian cells demonstrated that EGF 

stimulated AKT activity is bimodal and correlates with PI3K protein level, such that 

only cells with high PI3K protein can activate AKT (Chen et al., 2012). A related 

study demonstrated that a homogenous population of cells can display diverse 

responses to uniform growth factor cues mediated by ERK and AKT signaling (Yuan 
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et al., 2011). Other critical processes such as TNF mediated NF-κB signaling (Kalita 

et al., 2011) and cytokine mediated T lymphocyte signaling  (Cotari et al., 2013b) 

have also been shown to be highly heterogeneous in a population. Together these 

data, along with studies on drug responses (Spencer et al., 2009) in single cells, 

suggest that cell-to-cell variability allows a population of cells to generate a spectrum 

of responses from a uniform stimulus. 

A large number of analyses focused on noise have been conducted in yeast. 

One reason for the popularity of yeast is that even modest changes (such as halving 

the dose of a few genes) have measurable consequences (like growth defects) 

(Deutschbauer et al., 2005). The first study of noise during signaling in yeast was 

done for the phosphate starvation pathway (Raser and O'Shea, 2004). This was 

followed by an innovative analysis of the yeast galactose system- a noisy 

environmental response network. It was found that in this system cells generate 

uniform or bimodal (noisy) expression depending on the nutritional stimulus 

(glucose/galactose) (Biggar and Crabtree, 2001). Decision making was found to be 

mediated by three key feedback loops (Acar et al., 2008). Subsequent 

improvements in image analysis have allowed analysis of noise in the yeast osmotic 

stress response pathway. In the presence of salt induced osmostress, yeast initiate 

transcription of stress-responsive genes whose expression was found to be variable. 

Assessment of the source of variability showed a strong contribution of intrinsic 

noise (Pelet et al., 2012).  

Noise in pheromone signaling: The most well studied system to understand 

the origins and consequences of cell-to-cell variability is the yeast pheromone 
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response pathway (Colman-Lerner et al., 2005; Falconnet et al., 2011; Taylor et al., 

2009). Upon pheromone stimulation yeast cells acquire different morphological fates 

based on assessment of the dose of stimulus  (Doncic et al., 2011). Cells either 

elongate towards the source if the pheromone concentration is low (indicative of a 

faraway mate) (Moore et al., 2008); or form a mating projection (shmoo) if the source 

of pheromone is near (Segall, 1993). The final outcome depends on the level of 

saturation of the receptor and downstream responses (Figure 1.7). The first study to 

show cell-to-cell differences in pheromone signaling was conducted by Colman et al. 

who demonstrated  that variation is dominated by differences in the capacity of 

individual cells to transmit signals through the pathway (‘pathway capacity’) and to 

express proteins from genes (‘expression capacity’) (Colman-Lerner et al., 2005). 

Furthermore they found that	
  MAP kinases regulate variation. While Fus3 suppressed 

variation at high pheromone levels, Kss1 enhanced variation at low pheromone 

levels. Subsequently, studies by Paliwal et al. demonstrated that at identical 

intermediate concentration of pheromone individual cells display a mix of budding, 

arrested and shmooing morphologies indicative of cellular decision making. 

Interestingly, pheromone specific gene expression analysis showed that the 

population had a bimodal expression pattern with highest Fus1 levels in shmooing 

cells. Furthermore it was shown that positive feedback at the level of the MAPK 

(Fus3) was responsible for this bimodality and cellular variation (Paliwal et al., 2007). 

The role of MAPK in regulating variability  was corroborated by an analogous 

study showing that negative feedback mediated by the MAPK (Fus3 or Kss1) can 

improve information processing and reduce stochastic noise in pathway output 
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Figure 1.7 
 
 
 

 
 
 
Figure 1.7 Response to pheromone is a decision making process 
When cells encounter a mating stimulus, whether or not they respond and how they respond 
is based on assessment of the strength of stimulus. If a mate is far and the stimulus is below 
detection threshold, cells continue to undergo vegetative growth (case I). If a potential mate 
is close enough for detection, but far enough that there is differential pheromone binding at 
the front and back of the cell, cells start to elongate towards the source of pheromone (case 
II, gradient tracking). Finally, if the mate is close enough to release a large amount of 
pheromone that promotes saturation of the receptor on the front and back of the cell equally 
cells form a mating projection or shmoo in preparation of fusion (case III). If ‘d’ is the 
minimum distance required for shmooing, accordingly 2d should mediate elongation and (n 
times d ) that represents cells very far apart should maintain budding. Shmooing and 
elongation take about 2 to 6 hours respectively. Therefore for a successful mating response, 
cells not only have to make a decision but also stick to the chosen path.  
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within the first few minutes of pheromone stimulation (Yu et al., 2008). The only 

pathway component directly shown to minimize variability in the pathway to date is 

Dig1. Dig1 is a MAPK response regulator that is important for inhibition of Ste12-

dependent transcription. Absence of Dig1 increased basal (extrinsic and intrinsic) 

noise in transcriptional outputs of the mating pathway without much change in the 

mean output (McCullagh et al., 2010). Finally, a large number of studies focused on 

pheromone signaling have concluded that differences in population structure (cell 

size, shape, age, metabolic state and cell cycle) cannot completely account for 

extrinsic variability during signaling suggesting that noise generation and 

minimization are partially encoded within the pheromone signaling pathway 

(Colman-Lerner et al., 2005; Kaufmann and van Oudenaarden, 2007; Ricicova et al., 

2013; Volfson et al., 2006; Yu et al., 2008).  

Noise is ubiquitious in biological systems. All the evidence presented so far 

suggests that it has good and bad consequences. Naturally, too much variation can 

cause indecision particularly in the context of signaling. Therefore to promote 

robustness during signaling, noise regulation has evolved within the signaling 

cascades (probably through feedback networks) (Jeschke et al., 2013). Despite the 

fact that negative feedback has been strongly implicated in noise suppression, few 

studies have tested this in a canonical G protein signaling cascade. Given the 

pharmacological relevance of GPCRs and their signaling cascades, studying cell-to-

cell variability in these systems has practical implications for drug discovery and 

design (Thompson et al., 2008). Part of this thesis work was therefore focused on 

testing molecular and phenotypic noise suppression by the most prominent negative 
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feedback loop in a prototypical G protein/MAPK signaling cascade.  

 

G protein ubiquitination and trafficking 

Gα proteins are commonly targeted for post translational modifications such 

as myristoylation, palmitoylation, phosphorylation and ubiquitination (Chen and 

Manning, 2001). These modifications are thought to be important for regulating 

protein-protein interactions, sub-cellular localization and nucleotide binding. While 

the presence of modified forms of G proteins has been known for a while, less 

attention has been paid to how these modifications are dynamically altered in 

response to the environment and what consequence they have for signaling. For 

example, the yeast Gα Gpa1 has been shown to be phosphorylated and 

subsequently degraded in a cell cycle dependent manner (Torres et al., 2011). 

Recently we demonstrated that Gpa1 is also phosphorylated under conditions of 

starvation. Phosphorylation under nutrient deprivation does not promote Gpa1 

degradation. Instead, it leads to a dampened GPCR-mediated pheromone response 

(Clement et al., 2013). 

G protein ubiquitination and its physiological relevance is perhaps one of the 

least well studied. Early evidence of Gα ubiquitination and its role in mediating 

proteasomal degradation came from Gt (transducin) in vertebrate photoreceptors 

(Obin et al., 1996).  Subsequently, direct and indirect evidence has shown that GαS 

and Gα13 are also subject to ubiquitination (Fischer et al., 2003; Nagai et al., 2010). 

Beyond its effect on protein degradation, little is understood about the role of 

ubiquitination in regulating other functions of human Gα proteins. Given the wealth of 

information about ubiquitination of Gpa1 (Cappell et al., 2010; Madura and 
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Varshavsky, 1994; Marotti et al., 2002), it serves as a model to understand G protein 

ubiquitination and its role in signaling.   

Ubiquitin is a small protein that is attached to substrates through the 

action of three enzymes- E1, E2, and E3 enzymes (Hershko et al., 1983). While E1 

and E2 prime the ubiquitin molecule, E3 ligase is responsible for substrate specificity 

and transfers the ubiquitin onto a lysine residue in the substrate (Hershko et al., 

1986). Proteins can either be mono or polyubiquitinated (Chau et al., 1989; Hicke, 

2001). Gpa1 is one of few proteins that can be both mono and polyubiquitinated. 

The site for Gpa1 ubiquitination has been mapped by mass spectrometry to Lysine 

165, present in a loop in the helical domain (Marotti et al., 2002). Rsp5 is the E3 

ligase enzyme responsible for monoubiquitination of Gpa1 (Torres et al., 2009). This 

same enzyme has also been shown to monoubiquitinate the receptor Ste2 (Hicke 

and Riezman, 1996). In each case monoubiquitination results in endocytosis and 

trafficking to the vacuole for degradation (Figure 1.8) (Wang et al., 2005). However 

unlike the receptor whose monoubiquitination is agonist dependent (Dunn and 

Hicke, 2001) Gpa1 is constitutively monoubiquitinated.  While much is known about 

receptor trafficking to the endosome (Hislop and von Zastrow, 2011; Marchese and 

Trejo, 2013), relatively little is known about G protein trafficking. The most 

information about trafficking of the Gα and its consequences comes from the visual 

system. In the visual system trafficking has been shown to fine tune the amount of 

Gα present at the membrane to mediate a change in the response to light activation 

(Wedegaertner, 2012a).  

Gpa1 (Slessareva et al., 2006) and GαS (Irannejad et al., 2013) have been 
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Figure 1.8 

 
 
 
 

 
 
 
 
Figure 1.8 Monoubiquitinated Gpa1 and Ste2 are trafficked to the vacuole 
Gpa1 is monoubiquitinated constitutively and delivered to the vacuole for degradation. 
Monoubiquitination of Ste2 is enhanced by pheromone resulting in endocytosis and 
degradation.  
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shown to be present in an active state in internal membrane compartments. 

However the components involved in trafficking G proteins to the endomembranes, 

and how G protein trafficking influences overall signaling, is not well known in any 

system. Interestingly, how monoubiquitination affects G protein structure or catalytic 

activity is also not well understood. The work in this thesis addresses some of these 

questions in yeast combining biophysical and biochemical approaches. We compare 

Ste2 and Gpa1 trafficking in select mutants to understand whether the two are 

trafficked together or separately and how that affects pathway activity.  

 

Ubiquitin Binding Domain containing proteins 

Ubiquitin binding domain (UBD) containing proteins represent a class of 

cellular proteins that recognize and interact non-covalently with ubiquitin and 

translate the ubiquitin signal to cellular processes such as degradation by the 

proteasome, protein endocytosis or targeting to internal membrane compartments 

(Staub and Rotin, 2006). Ubiquitin has a well-defined structural motif called the 

ubiquitin fold that is comprised of a β sheet, a 310 helix and an α helix. Most UBDs 

interact with a solvent exposed hydrophobic patch located in the β sheet (Pickart 

and Eddins, 2004). Almost all UBDs target the same surface of ubiquitin. However 

different UBDs recognize different lengths of ubiquitin and different amino acids that 

surround the hydrophobic patch of ubiquitin. Consequently, there is a large array of 

UBDs with distinct structures and binding affinities for a diverse set of ubiquitinated 

proteins (Dikic et al., 2009).   

The number of UBDs has steadily grown in the last decade, with more than 
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20 different families of UBDs identified to date present in over 200 proteins (Dikic et 

al., 2009). Classification of UBDs is based on the structure of their ubiquitin 

recognition domain as well as the type of ubiquitin that they recognize. Many UBDs 

(particularly those that recognize monoubiquitinated proteins) use α helical 

structures to bind the hydrophobic patch in the ubiquitin β sheet. Specific examples 

of ubiquitin binding domains that bind ubiquitin through α helical structures include 

UIM (ubiquitin interacting motif), UBA (Ubiquitin associated domain), and CUE 

(coupling of ubiquitin conjugation to endoplasmic reticulum degradation domain). It is 

still unclear why so many variants of helical structures exist to bind ubiquitin and 

regulate signaling. Other UBDs use β sheets in the PH (plekstrin homology domain) 

to bind the hydrophobic patch of ubiquitin. Examples of such UBD families include 

GLUE (Gram like ubiquitin binding in EAP45) and PRU (PH receptor for ubiquitin). 

Still other UBDs contain Zinc Finger domains (NZF) and Ubiquitin conjugating (Ubc) 

like domains (Hicke et al., 2005; Hurley et al., 2006; Winget and Mayor, 2010). 

Regardless of the domain it binds, in most cases a ubiquitin moiety binds with only 

one UBD at a time. It is conceivable that this kind of exclusive binding ensures that 

each ubiquitin can stimulate only one process at a time for effective ubiquitin 

signaling. 

Spatial control of the membrane bound receptor and Gα proteins can be 

mediated by endocytosis. The ubiquitin moiety fused to a membrane protein carries 

with it the necessary information for endocytosis (Hicke, 2001). UBDs serve as the 

recognition signals or adaptors for ubiquitinated proteins. Ste2 endocytosis in yeast 

is an example of a well characterized UBD mediated process that serves to regulate 
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signaling (Hurley and Stenmark, 2011). However, not much information is available 

for how and which particular UBDs mediate endocytosis of the G protein Gpa1. In 

this thesis I present a screen of 39 gene deletion mutations of UBDs to identify those 

that are required for Gpa1 trafficking. Through this work, I identify a seven UBDs that 

recognize and transport monoubiquitinated Gpa1 to the vacuole. The newly 

identified UBDs represent a new class of previously uncharacterized G protein 

binding proteins. Additionally for the first time this work determines the consequence 

of G protein trafficking in signaling in a non-visual system. 

 

Summary 

Better understanding how G protein signaling is regulated will eventually lead 

to new drug targets, and more intelligent drug design. The work in this thesis 

evaluates regulation of G protein signaling by two protein families. One is a classic 

regulator of signaling that belongs to the RGS protein family and the other is a new 

family of previously unknown G protein regulators, the UBD proteins. Both RGS and 

UBD functions are required for proper cellular morphogenesis during mating in 

yeast. Due to their role in signal regulation, both RGS and UBD proteins represent 

potential targets of drug intervention in humans.    

The remainder of this thesis is divided into 3 chapters and an Appendix. In 

Chapter II, “Cellular Noise Suppression by the Regulator of G Protein Signaling, 

Sst2,” I examine how different functions of the RGS Sst2 suppress cell-to-cell 

variability in transcription and morphogenesis during pheromone signaling. Using 

biochemical, single cell and computational approaches we determined that RGS-
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GAP activity mediates signal suppression as well as variability in cell fate decisions. 

In Chapter III “Gα Endocytosis by a Cascade of Ubiquitin Binding Domain Proteins is 

Required for Sustained Cellular Morphogenesis in Yeast” my collaborators and I 

examine the effect of the ubiquitination domain on G protein structure and function. I 

also present a screen of ubiquitin binding domain mutants to determine those that 

are involved in endocytosis and trafficking of the G protein, receptor or both. This 

work demonstrates that Gpa1 trafficking is required for proper morphogenesis and 

efficient signaling and identifies a new putative class of G protein binding proteins. 

Finally, in Chapter IV, “Conclusions and General Discussion,” I discuss the broad 

impact of these findings and speculate on the future direction of the field. 

 



 
 

 
 
 
 
 

CHAPTER II 

 

CELLULAR NOISE SUPPRESSION BY THE REGULATOR OF G PROTEIN 

SIGNALING Sst2*Φ 

 

G proteins and their associated receptors process information from a variety 

of environmental stimuli to induce appropriate cellular responses. Generally 

speaking, each cell in a population responds within defined limits despite large 

variation in the expression of protein signaling components. Therefore we postulated 

that noise suppression is encoded within the signaling system.  Using the yeast 

mating pathway as a model we evaluated the ability of a regulator of G protein 

signaling (RGS) protein to suppress noise. We found that the RGS protein Sst2 

limits variability in transcription and morphogenesis in response to pheromone 

stimulation.  While signal suppression is a result of both the GAP (GTPase 

accelerating) and receptor binding functions of Sst2, noise suppression requires only 

the GAP activity. Taken together our findings reveal a hitherto overlooked role of 

                                            
* Elements of the work referenced in this chapter have been submitted for publication: Dixit G, 
 Kelley JB, Houser JR, Elston TE and Dohlman HG. (2014). Cellular Noise Suppression by the 
Regulator of G Protein Signaling Sst2. 
 
Φ Figures 2.1, 2.2, 2.3A, 2.3B, 2.3C, 2,3D, 2.3E, 2.4, 2.6, 2.7A, 2.7B, 2.8A, 2.8C contributed by Gauri 
Dixit.  
Figures 2.7C, 2.7D and 2.8B contributed by Joshua B. Kelley.  
Figures 2.3F and 2.5 contributed by John R. Houser  
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RGS proteins as noise suppressors, and demonstrate an ability to uncouple signal 

and noise in a prototypical stimulus-response pathway. 

Introduction  

All eukaryotic cells have the ability to detect external signals and generate an 

appropriate response. Many of these signals, including most hormones and 

neurotransmitters, as well as environmental stimuli such as odors, tastes and light, 

are detected by cell surface receptors coupled to G proteins. Upon activation these 

receptors promote binding of GTP to the G protein α subunit (Gα) and dissociation 

of Gα from the G protein βγ subunits. Regulators of G protein signaling (RGS 

proteins) promote the hydrolysis of GTP to GDP, thereby terminating the signal 

(Neves et al., 2002). Thus receptors and RGS proteins act in opposition to one 

another to control signal output. 

 G protein signaling systems are conserved across the animal, plant and 

fungal kingdoms. Among the best characterized is the pheromone response 

pathway in the yeast Saccharomyces cerevisiae. In this example, a G protein-

coupled receptor binds to peptide pheromones, which initiates events that prepare 

haploid cells for mating. As shown in Figure 2.1 A, there are two effector systems 

downstream of the G protein: one that activates a prototypical MAP kinase cascade 

and the transcription of genes necessary for cell fusion and growth arrest, and a 

second that triggers Cdc42-dependent morphological changes resulting in either cell 

expansion towards the source of pheromone (gradient tracking) or formation of a 

mating projection (shmoo) (Dohlman and Thorner, 2001). 
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 As in most signaling systems, G protein activity is influenced by the strength 

and duration of the stimulus as well as feedback loops that promote or inhibit 

signaling over time (Purvis and Lahav, 2013). The dominant source of negative 

feedback in the pheromone pathway is the RGS protein Sst2, which is strongly 

induced in response to prolonged pheromone stimulation (Dohlman et al., 1996). 

Less appreciated are the effects of cell-to-cell differences arising from stochasticity 

in biochemical reactions, differences in the expression or activity of internal signaling 

components, as well as heterogeneity in cell states (i.e. cell cycle, cell age and 

metabolic state) (Becskei et al., 2005; Colman-Lerner et al., 2005; Elowitz et al., 

2002; Fraser et al., 2004; Maheshri and O'Shea, 2007; McAdams and Arkin, 1999; 

Ricicova et al., 2013; Volfson et al., 2006). Such differences greatly increase the 

number of possible outcomes during signaling. For that reason we asked whether 

there are systems within signaling pathways to regulate the output and limit the cell-

to-cell variability or ‘noise’ in the system (Fraser et al., 2004; Maheshri and O'Shea, 

2007). Yeast is especially well suited for investigating noise because it is a 

unicellular eukaryote (every cell in a population is genetically identical). Therefore 

each member of the population can be grown under identical environmental 

conditions and this enables direct correlation between genotype and phenotype at 

the whole organism level. Furthermore the mating pheromone pathway is among the 

simplest and most thoroughly understood of any GPCR system (Dohlman and 

Thorner, 2001) 

 Here we consider noise suppression by the yeast RGS protein Sst2. Sst2 is 

the first, and arguably the best-characterized, member of the RGS protein family 
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(Dohlman et al., 1996). Like other RGS proteins, Sst2 has an RGS-core domain that 

accelerates G protein GTPase (GAP) activity (Apanovitch et al., 1998). Additionally, 

Sst2 is one of a subset of RGS proteins containing an N-terminal DEP (Dishevelled, 

Egl-10, Pleckstrin) domain, which binds to the receptor (Ballon et al., 2006). Both 

domains are needed for cells to efficiently dampen responses to a pheromone 

signal.  Using single cell analysis we show that Sst2 can suppress noise, that Sst2 

acts in a stimulus- and time-dependent manner, and that it acts in both the 

transcription and morphogenesis branches of the pathway. While signal suppression 

is mediated equally by the receptor- and G protein-binding functions of Sst2, noise 

suppression relies exclusively on proper G protein GTPase activity. Taken together 

these findings reveal that the RGS protein functions as a noise filter. More broadly, 

these findings reveal that noise suppression and signal suppression are not linked in 

an obligatory manner, and that signal responses and noise can be regulated 

independently. 

 

Results 

Sst2 receptor binding and GTPase- accelerating activities promote 

desensitization- Sst2 is well known to diminish pheromone signaling over time. 

Moreover, Sst2 acts in two ways, by binding to the receptor as well as by promoting 

G protein GTPase activity (Ballon et al., 2006). Here we examine how these 

activities affect the signal and the noise, over time, and in space in response to a 

gradient stimulus. Accordingly, we began by comparing signal suppression in 

mutants deficient in Sst2-receptor binding (sst2Q304N ) (Ballon et al., 2006), GTPase- 
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Figure 2.1  
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Figure 2.1 Binding of the RGS protein to the receptor and G protein contribute equally 
to signal suppression.  
(A) Schematic of the pheromone response pathway. Upon mating pheromone stimulation, 
the G protein coupled receptor (GPCR) initiates activation of the G protein heterotrimer, 
which promotes mating gene transcription (via a MAPK cascade) and cell polarization and 
morphogenesis (via the small G protein Cdc42). Activated Cdc42 further promotes MAPK 
signaling while the RGS protein dampens the signal.  
(B) Receptor (Ste2), Gα protein (Gpa1) and RGS protein (Sst2) assemble through direct 
and indirect interactions. The point mutant sst2Q304N disrupts interaction with Ste2 whereas 
the point mutant gpa1G302S disrupts interaction with Sst2.  
(C) Top, dose dependence of MAPK activation: Wild type, sst2∆, gpa1G302S or sst2Q304N cells 
were treated with the indicated concentration (µM) of α factor (α-F), collected at 5 min, and 
probed by immunoblotting with p44/42 (P-Fus3, P-Kss1), Fus3 and G6PDH (load control) 
antibodies. Bottom, Densitometry of P-Fus3 bands normalized to maximum Fus3 activation.  
(D) Transcriptional activation (β-Galactosidase activity) was measured 
spectrofluorometrically in all strains as in (C). Cells expressing FUS1-lacZ were exposed to 
the indicated concentrations of α factor for 90 min. Shown in inset are the calculated EC50 
values for each strain.  
(E) Time course of MAPK inactivation. Cells were treated with 3 µM α factor for 30 min, 
harvested by centrifugation, washed once, resuspended in pheromone-free medium and 
samples collected at the indicated times. Graphs shown below depict densitometry of P-
Fus3 bands. All data are mean ± SEM for three independent experiments.  
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accelerating activity (gpa1G302S) (DiBello et al., 1998), or both (sst2∆) (Figure 2.1 B). 

We monitored pheromone responses at the level of MAPK (mitogen activated 

protein kinase) activation (immunoblotting), transcriptional induction (β-galactosidase 

assay) and growth inhibition (halo assay). To measure MAPK activity we used an 

antibody that recognizes the phosphorylated and fully activated form of Fus3. Kinase 

activation was greatest in sst2∆ cells, followed by the point mutants (sst2Q304N and 

gpa1G302S), and then wild type cells (Figure 2.1 C and Figure 2.2 A). Likewise in the 

transcription reporter assay, sst2∆ cells were ~100 fold more sensitive than wild type 

cells to pheromone, while the two point mutants (sst2Q304N  and gpa1G302S) were 

each 10 fold more sensitive (Figure 2.1 D, compare EC50 values). We observed the 

same rank order of sensitivity in the growth arrest assays (Figure 2.2 B).  

In addition to the standard assays described above, we employed a new 

approach to quantify pheromone pathway deactivation. In this method, we 

stimulated cells with pheromone for 30 min, then washed with pheromone-free 

medium and monitored MAPK phosphorylation as cells recovered over time. 

Normally in wild type cells, phospho-MAPK levels drop rapidly and reach pre-

stimulation levels after 10 min (Figure 2.1 E). Cells lacking Sst2 exhibited sustained 

MAPK phosphorylation, long after pheromone withdrawal (over 60 min post wash), 

as expected for a defect in desensitization. The two point mutants (sst2Q304N and 

gpa1G302S) also exhibited prolonged MAPK phosphorylation. As seen for assays of 

pathway activation, pathway deactivation was identical in each of the two point 

mutants and intermediate to that observed in the presence and absence of Sst2.  
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Figure 2.2 

  

Figure 2.2 gpa1G302S and sst2Q304N are equally sensitive to pheromone 
(A) Left, Time course of phospho-MAPK activation: Wild type cells and mutant strains 
gpa1G302S or sst2Q304N were treated with 3 µM α factor and samples collected at the indicated 
times. MAPK activation was determined by immunoblotting with phospho-p44/42 (P-Fus3, 
P-Kss1), Fus3 C terminal (Fus3) and G6PDH (Load) antibodies. Right, Densitometry of P-
Fus3 bands normalized to the loading control. Results show the mean ± SEM for three 
individual experiments.  
(B) Halo Assay to measure pheromone induced growth arrest. Disks were spotted with 0, 5, 
15 and 50 µg α factor.
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Thus by four different measures we find that mutants deficient in receptor binding 

(sst2Q304N) or GTPase-accelerating activity (gpa1G302S) are equally sensitive to 

pheromone. The ability to separate the two known functions of Sst2 allows us to 

assess the contributions of each to noise suppression, without the confounding 

effects of differences in overall signaling. 

Sst2 suppresses noise in gene transcription- Upon activation, the G 

protein feeds into two branches of the mating pathway, one that promotes new gene 

transcription and a second that promotes polarized expansion towards the source of 

pheromone (gradient tracking). Since gene expression is by far the best studied and 

most established measure of noise (Elowitz et al., 2002; Raser and O'Shea, 2005) 

we first focused our efforts on measuring transcription in the presence and absence 

of Sst2. For these experiments we employed a microfluidic chamber where cells are 

maintained in a uniform environment to minimize fluctuations in pheromone 

concentration (Hao et al., 2008). As shown in Figure 2.3 A, the pheromone is 

delivered by passive diffusion from feeder channels perpendicular to the direction of 

flow on either side of the growth chamber. This minimizes flow across the cells so 

that they remain stationary during the course of the experiment. To monitor 

transcription we selected two native gene promoters each fused to a fluorescent 

reporter: GFP driven by the FUS1 promoter and mCherry driven by the ADH1 

promoter (Figure 2.3 B). Whereas FUS1-GFP reports on pheromone-driven 

transcription, ADH1-mCherry is constitutively produced and therefore reports on the 

overall expression capacity of the cell (Colman-Lerner et al., 2005). As expected, 

GFP expression increased in response to pheromone while mCherry was essentially 
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unchanged (Figure 2.3 C, left). We then quantified GFP and mCherry expression in 

individual cells, normalized GFP relative to mCherry in each cell and calculated the  

coefficient of variation (CV) for the population at discrete time points. Normalizing 

pathway response (GFP) with a reference reporter (mCherry) accounts for any cell-

to-cell differences in protein expression capacity and corrects for instrument 

fluctuations, non-uniform field illumination and differences in cell size and the focal 

plane being imaged. This experimental platform allows us to measure pathway 

specific noise (Colman-Lerner et al., 2005)  and also differentiate biochemical noise 

within a single cell (intrinsic noise) from variability within the population (extrinsic 

noise).  

We began by measuring total noise in the absence of stimulus. As compared 

to wild type, the sst2Δ mutant exhibited a significant 50% increase in cell-to-cell 

variability (Figure 2.3 D). Using the same assay we saw an identical increase in the 

“benchmark” dig1Δ strain, reported previously to elevate CV in the absence of 

pheromone (Figure 2.3 D) (McCullagh et al., 2010). An equivalent increase in 

baseline variability was seen in the absence of GAP activity (gpa1G302S) but not in 

the absence of receptor binding (sst2Q304N) (Figure 2.3 D). The increase in CV was 

not due to a global increase in gene expression noise as determined by comparing 

the normalized mean GFP and mCherry intensities in wild type and sst2∆ cells 

(Figure 2.4 A). Moreover, the CV remained relatively constant over time (Figure 2.4 

B), demonstrating that basal noise is unaffected by progression through the cell 

cycle. We conclude that GAP activity, but not receptor binding, acts to suppress cell-

to-cell variability in the absence of stimulus. 
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Figure 2.3 
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Figure 2.3 RGS-GAP activity suppresses noise in gene expression.  
(A) Schematic of the microfluidic chamber.  
(B) Top, Transcriptional reporter assay: pheromone pathway specific reporter FUS1-GFP 
was integrated at the FUS1 promoter; reference reporter ADH1-mCherry was integrated at 
the ADH1 promoter. Bottom, Activation of pheromone-dependent gene expression: Wild 
type cells were treated with 150 nM α factor. GFP and mCherry fluorescence was visualized 
by confocal microscopy at the indicated times. Scale bar, 5 µm. 
(C) Left, Quantification of fold induction of GFP and mCherry in wild type cells in response to 
pheromone treatment. Data show mean +/- SD for at least 50 individual cells. Right, 
Representative single cell traces of relative GFP (GFP fluorescence/mCherry fluorescence) 
for individual wild type cells over time, showing minimal intrinsic fluctuations within single 
cells. Inset, measurements for average intrinsic noise over time (see Supplemental 
Experimental Procedures) for cells treated with 150 nM α factor.   
(D) Bar graphs showing the CV of basal (relative) GFP expression in wild type, sst2∆, 
gpa1G302S , sst2Q304N  and dig1∆ cells in the absence of pheromone. Student’s t-test was 
used to calculate P values (* P<0.05). CV calculated from three independent experiments 
with at least 100 individual cells per experiment.  
(E) Dynamic change in CV over time following treatment with 150 nM α factor. Fluorescence 
and CV measurements were made every 3 min for wild type cells and every 6 min for 
mutant strains (see Figure S2).  
(F) Left, Model of the pheromone pathway featuring core components with key reactions 
and rates highlighted. Model assumes cell-to-cell variability in the abundance or activity of 
pathway components at the level of the MAPK and above. Parameters derived from the 
literature were optimized to those that best matched the data in (E). See Experimental 
Procedures for details of parameter optimization. The reactions, as well as final parameter 
values, used for the model for calculating CV are provided in Table S4 of Supplemental 
Information. Right, Stochastic simulations were run using BioNets as described in the 
experimental procedures to calculate CV over time for wild type and sst2∆ cells under 
pheromone stimulation.  
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In a previous study it was concluded that loss of Sst2 results in receptor independent 

G protein activation in a subset of the population (Siekhaus and Drubin, 2003). While 

indicative of noise, their measurements relied on plasmid-borne transcription 

reporters, which are inherently noisy (Lobner-Olesen, 1999), and were made only in 

the absence of stimulus. 

Given that Sst2 can alter signal dynamics (Figure 2.1 E), we next considered 

how Sst2 affects the dynamics of noise. Accordingly, we monitored reporter activity 

in cells treated with pheromone. Shown in Figure 2.3 C (right) are representative 

traces for relative GFP intensities in single cells over time. Visual inspection clearly 

showed that cell-to-cell variability, but not fluctuations within each cell, was the 

dominant source of noise. To further measure intrinsic fluctuations we fit a smooth 

curve to each trace and calculated the deviation of the data from this curve (see 

Supplemental Experimental procedures for details). By this measure we confirmed 

that there was little difference in intrinsic noise between the four strains. Additionally, 

in each case intrinsic noise had a very low contribution to total noise. 

We then turned to measures of total noise. Following treatment with 

pheromone, noise in wild type cells increased initially but then declined after 

approximately 40 min (Figure 2.3 E). In contrast, sst2∆ cells exhibited high basal 

noise that declined immediately after the addition of pheromone. A similar change in 

CV was evident in the absence of GAP activity (gpa1G302S) but not in the absence of 

receptor binding (sst2Q304N) (Figure 2.3 E). Thus, while receptor binding and GAP 

activity are both needed to suppress the pheromone signal, and they contribute 

equally to signal regulation, GAP activity alone suppresses transcriptional noise. 
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We then performed additional experiments using lower doses of pheromone 

that better matched the elevated sensitivity of the sst2 mutant. For wild type cells at 

saturating pheromone, the noise increased and then decreased, while at non- 

saturating pheromone the noise increased and remained elevated (Figure 2.4 C). In 

sst2Δ cells the noise decreased over time, and this decrease was more pronounced 

at higher (saturating) pheromone concentrations (Figure 2.4 D). There was no 

further decrease even at the highest concentrations of pheromone (compare sst2Δ 

in Figures 2.3 E and 2.4 D). These results show that noise is higher at the non-

saturating concentrations of pheromone, and the same pattern holds for the sst2Δ 

mutant and wild type strains. 

We postulated that the initial increase in CV after pheromone stimulation was 

due to variability in the abundance of early pathway components (Newman et al., 

2006). In the absence of pheromone, expression and therefore cell-to-cell variability 

of the reporter is dependent on the basal activity of the transcriptional machinery but 

independent of other signaling components (basal MAPK activation is negligible). 

However, in the presence of pheromone, the MAPKs are activated and expression 

of the reporter is dependent on MAPK activation in individual cells, which is variable. 

Thus the dominant source of variability may shift, in a dynamic manner, from 

components downstream of the MAPK to variable components upstream of the 

kinase. This shift could lead to an initial increase in cell-to-cell variability following 

stimulation. This increase in CV is followed by a gradual decrease after 30-40 min of 

stimulation. Coincident with this transition is a pheromone-dependent redistribution 

of Sst2, wherein the protein moves from the cytoplasm to the plasma membrane 
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Figure 2.4  
 



                                                                                                                                                                        

55 
 

Figure 2.4 Noise analysis of pheromone pathway specific gene expression.  
(A) Scatter plots demonstrating pheromone pathway specific (FUS1-GFP) and pathway 
independent (ADH1-mCherry) noise in wild type and sst2∆ cells. Each point represents the 
mean fluorescence intensities from one cell.   
(B) Change in CV over time in the absence of pheromone in wild type and sst2∆ cells. 
Fluorescence and CV measurements were made every 3 min.  
(C) Left, Increase in CV in wild type cells upon α factor treatment is sustained when cells are 
treated with a low dose of pheromone. Cells were stimulated with either 50 nM (low) or 150 
nM (high) α factor and imaged every 3 min. CV was calculated as standard deviation of 
mean (mCherry normalized) GFP (middle) divided by the mean (mCherry normalized) GFP 
over time (right).  
(D) Left, sst2∆ cells exhibit sustained high CV when treated with a low dose of pheromone. 
sst2∆ cells were stimulated with either 1 nM (low dose) or 10 nM (high dose) α factor and 
imaged every 6 min. CV was calculated as standard deviation of mean (mCherry 
normalized) GFP (middle) divided by the mean (mCherry normalized) GFP (right).  Note that 
the initial mean fluorescence and standard deviation are different at the two doses owing to 
differences in the laser power outputs on separate days.  
(E) Sst2-receptor binding at the membrane is initiated 30 min post pheromone stimulation. 
Wild type cells expressing GFP-tagged Sst2 were either left untreated or treated with 10 µM 
(saturating dose) α factor in a shaking culture flask. Samples were collected and imaged on 
agar pads for Sst2-GFP at the indicated times. Representative GFP (inverted fluorescence) 
images are shown for each time with the percentage of cells demonstrating Sst2-membrane 
localization at the bottom of each image. Arrows point to polarized Sst2-GFP. Scale bars, 5 
µm,
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and becomes concentrated at the mating projection where receptors and G proteins 

are located (Figure 2.4 E). In contrast, sst2Q304N remains cytoplasmic at all times 

(Ballon et al., 2006) possibly accounting for the sustained elevated noise exhibited 

by the mutant. In the absence of Sst2, basal signaling and MAPK activation is 

permanently elevated (Figure 2.1 C & D) and, consequently, so is variability in 

protein expression. In this situation there is no transition between late and early 

sources of variability and the CV does not increase after pheromone addition. 

To better understand noise dynamics we built several stochastic models 

based on the core signaling cascade shown in Figure 2.3 F (left) and containing 

various control mechanisms that might regulate noise. These alternative models 

featured the core pathway components alone (model A) or the same components 

with pheromone induced stabilization/destabilization of the MAPK (model B), positive 

feedback at the level of the MAPK (model C) or negative feedback mediated by the 

MAPK (model D) (Figure 2.5). Details of the models can be found in the 

Supplemental Information and important modeling parameters are provided in 

Supplemental Table IV. All four models were evaluated for their ability to capture the 

changes in noise exhibited by wild type cells treated with pheromone (Figure 2.3 F 

and Figure 2.5). All incorporate intrinsic fluctuations due to the random nature of 

biochemical reactions in the cell. However none of these models were able to 

capture the qualitative behavior of the CV for wild type cells, suggesting another 

source of variability is responsible for the noise properties of the pathway. To 

investigate this we used the used the core signaling cascade (Model A, Figure 2.5) 

and added cell-to-cell variability in upstream signaling components. In this case the  
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Figure 2.5 
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Figure 2.5 Alternative models tested (left) and corresponding simulations (right) that 
were unable to capture the dynamic changes in CV of the GFP reporter in wild type 
cells*ᵩ.  
(A) Left, Model of pathway activation that includes the core signaling cascade: G-αβγ, Fus3, 
Sst2, mRNA, and GFP. Right, Simulations of dynamic changes in CV for wild type cells 
using the basic activation model. 
(B) Left, Model of pathway activation that includes pheromone mediated stabilization or 
destabilization of Fus3 in the core signaling cascade. Right, Simulations of dynamic 
changes in CV for wild type cells with the stabilization/destabilization (of Fus3) model. 
(C) Left, Model of pathway activation that includes positive feedback where activated Fus3 
leads to synthesis of more Fus3 in the core signaling cascade. Right, Simulations of 
dynamic changes in CV for wild type cells using the positive feedback model. 
(D) Left, Model of pathway activation that includes negative feedback whereby Fus3 
increases Sst2 activity, which in turn lowers G protein activity in the core signaling cascade. 
Right, Simulations of dynamic changes in CV for wild type cells using the negative feedback 
model.  
 
* All four models incorporate intrinsic fluctuations due to the random nature of biochemical 
reactions in the cell. 
ᵩ For each of these models 50 parameter sets were chosen from a normal distribution 
centering on average values derived from the literature. For each model the 50 simulations 
were grouped using the MATLAB kmeans clustering algorithm with the “distance” option set 
to “correlation”. 
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abundance of the MAPK, Fus3, and the G protein were randomly chosen from 

normal distributions centering on average values derived from the literature (with a  

30% variance). Stochastic simulations of the revised model (Figure 2.3 F) were 

compatible with the experimental data provided in Figure 2.3 E.  

Our model generates results that are consistent with several important 

properties of the pathway. First, the model predicts that basal noise is increased by 

stochastic activation of the G protein and decreased by Sst2-mediated inactivation of 

the G protein. In support of this prediction, cells that lack Sst2 exhibit elevated basal 

G protein activity, elevated expression of upstream signaling components, and 

consequently increased variability in basal Fus3 activity, all contributing to the 

elevated initial CV. Second, in cells treated with pheromone, noise becomes 

elevated due to variable expression of the pathway components upstream of the 

transcriptional machinery. As shown in Figure 2.3 F, our model captures (i) the 

qualitative difference in the starting CV in the presence and absence of Sst2, (ii) the 

pheromone-dependent increase in CV when Sst2 is present and, (iii) the immediate 

decrease in CV when Sst2 is absent. For the sake of simplicity we only considered 

Sst2 GAP activity and not receptor binding. In addition we did not model the change 

in CV at later times, which is likely influenced by more complex events, such as the 

redistribution of Sst2 to the plasma membrane (Figure 2.4 E) or feedback regulation.  

Sst2 suppresses noise in morphogenesis - Having shown that Sst2 limits 

transcriptional noise, we next considered whether Sst2 also limits variability in 

morphogenesis. As noted above, the G protein initiates signaling through two 

pathways, one that is mediated by the MAPK Fus3, leading to new gene 
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transcription, and a second that is mediated by the small G protein Cdc42. Cdc42 

drives cell polarization during budding as well as in preparation for mating (Moskow 

et al., 2000; Pruyne and Bretscher, 2000). Thus the pheromone-dependent changes 

in cell morphology are an important indicator of the cellular decision-making process. 

Upon pheromone stimulation the population transitions from a one state system 

comprised of budding cells (vegetative growth) to a three state system comprised of 

budding cells, elongated cells and shmooing cells. In wild type cells, the two new 

states are temporally distinct, with the elongated growth stage emerging last (Figure 

2.6, left). It has been shown previously that these elongated cells expand in the 

direction of a gradient stimulus, presumably in an effort to reach a distant mating 

partner (Erdman et al., 1998; Hao et al., 2008). In contrast, cells lacking Sst2 display 

a variety of morphologies (Figure 2.6, right) including circular, elliptical, peanut and 

irregular shapes. Given this heterogeneity in cell shape, we postulated that Sst2 

suppresses variability in morphogenesis and that noise suppression enables 

effective decision making in response to a pheromone gradient. 

Thus the results presented above reveal that Sst2 suppresses variability in 

cellular morphogenesis, particularly in the elongation phase where cells can expand 

towards a pheromone stimulus. It has been shown previously that Sst2 is required to 

properly track a pheromone gradient (Segall, 1993). We therefore hypothesized that 

gradient tracking relies on Sst2-mediated noise suppression during morphogenesis. 

To test our theory we quantified the behavior of our mutants in a microfluidics 

chamber capable of producing a linear pheromone gradient. For these experiments 

we used pheromone concentrations matched to the sensitivity of the individual  
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Figure 2.6  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.6 Sst2 limits heterogeneity in pheromone dependent cell fate (morphology).  
Wild type (left) and sst2∆ cells (right) were treated with the indicated doses of pheromone in 
a microfluidic chamber and morphological fates determined every hour up to 10 h. Cells 
were categorized as follows: (1) vegetative (G1/S/G2/M), (2) worm or peanut (elongating), 
(3) shmoo-worm hybrid, (4) enlarged (circular or ellipse), (5) shmoo (one, two or three 
projections and cells with a projection that is rotating), and (6) irregular (undefined shapes).  
Key, representative images for each morphological class. Each graph contains data from 
one experiment with at least 100 cells monitored over time. Scale bar, 5 µm. 
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strains; 0-150 nM for wild type, 0-50 nM for gpa1G302S and sst2Q304N, and a 0-7.5 nM 

for sst2Δ. To monitor directionality of growth we used a GFP-tagged version of the 

protein Bem1, which binds active Cdc42 and therefore localizes to the polar cap 

(Madden and Snyder, 1998). To assess gradient tracking we focused on cells 

residing in the region of the chamber with the largest linear difference in pheromone 

concentration, as evaluated by the intensity of a dye contained in pheromone 

solution (Figure 2.7 A). Cell polarization was then monitored over 5 min intervals 

(Figure 2.7 B) and quantified by measuring the final angle of polar cap orientation 

(represented as an angle distribution histogram, Figure 2.7 C). As expected, wild 

type cells oriented properly, typically within -/+ 45° of the gradient, while cells lacking 

Sst2 oriented randomly. Of the two point mutants, only loss of Sst2 GAP activity 

(gpa1G302S) produced any defects in gradient tracking (Figure 2.7 C). Thus the 

mutants that exhibit an increase in transcription noise also exhibit a defect in 

gradient tracking. If increased pheromone sensitivity alone conferred a defect in 

gradient tracking, the individual point mutants should have behaved similarly. Taken 

together our findings indicate that noise suppression, but not signal suppression, is 

associated with proper chemotropic growth. 

We considered two potential mechanisms for a failure to track a gradient. In 

the first scenario, cells are unable to determine the source of the pheromone and 

elongate in random directions. In the second, cells are able to sense directional 

cues, but are unable to maintain polarization in the correct direction. To distinguish 

between these two possibilities, we monitored the time-dependent (dynamic) 

changes in cell morphology and polar cap movement. We began with the two  



                                                                                                                                                                        

63 
 

Figure 2.7 
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Figure 2.7 RGS-GAP activity promotes directed polarization and proper gradient 
tracking. 
(A) Top, Schematic of gradient tracking. A gradient was created in the chamber by passive 
diffusion of pheromone-containing medium from the right channel (ln2) and pheromone-free 
medium in the left channel (ln1). Bottom, pheromone gradient profile in the microfluidic 
chamber visualized by the dye cascade blue. Cells were monitored in the region of steepest 
gradient (bounded by red lines). Arrow points in the direction of highest pheromone. 
(B) Merged DIC and fluorescence (Bem1-GFP) images collected at 5 min intervals for 8 h, in 
the pheromone gradient described in (A). Cells were exposed to the following gradients to 
promote elongated growth: wild type (0-150 nM), sst2∆ (0-7.5 nM), gpa1G302S and sst2Q304N 
(0-50 nM). Scale Bar, 5 µm.   
(C) Histograms for the frequency distribution of the final angle of cell polarization with 
respect to the pheromone gradient. Zero represents perfect alignment toward the gradient. 
Results show mean data for two independent experiments, n=50 approx.   
(D) Polar plots of ten representative cells tracked over time. Center represents t=0.  
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mutants unable to track a gradient, sst2∆ and gpa1G302S. In both cases over 50% of 

cells were unable to elongate towards high pheromone as the polarity site frequently  

changed direction (Figures 2.7 B and C). Furthermore the random changes in polar 

cap orientation were evident from the beginning of the stimulus.  As before, the two 

GAP-deficient mutants also exhibited heterogeneous morphologies. In contrast, wild 

type cells and the receptor binding mutants (sst2Q304N) elongated properly towards 

the gradient and exhibited unaltered morphologies. The inability of sst2Δ and 

gpa1G302S to continuously move toward the gradient is documented in Figure 2.7 D, 

which shows the time averaged path of the polar cap for a representative set of wild 

type and mutant cells. Finally we measured the persistence in Bem1 polarization 

over 8 h in a gradient. For this analysis we defined persistence as the ratio of final 

displacement to total distance traveled. In accordance with the data presented 

above, the polar cap was most persistent in wild type cells (0.42 ± 0.02) followed by 

the Sst2-receptor binding mutant (0.25 ±0.01), the Sst2-GAP activity mutant (0.18 ± 

0.01) and finally the sst2∆ cells (0.13 ±0.01). We conclude that Sst2 GAP activity 

promotes directional persistence of the polar cap during gradient tracking, and does 

so by suppressing morphological variation. 

Successful mating is contingent upon the ability to reliably sense the source 

of pheromone, to induce mating genes and to form a stable mating projection (or 

shmoo) for fusion with a mating partner. Since loss of GAP activity results in 

increased variability in transcription as well as in morphology, we sought to examine 

the consequences of these defects with regard to mating.  Accordingly, we tested 

the ability of cells to maintain polarization in saturating pheromone (mimicking the 
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presence of a nearby mate). As shown in Figure 2.8 A and movies S1-S4, wild type 

cells and mutants deficient in receptor binding (sst2Q304N) were able to form well-

defined shmoos and the polar cap did not change orientation over time. These 

results imply that cells, once they are properly polarized, are able to maintain the 

orientation of the polar cap. In contrast, cells lacking Sst2 did not form well-defined 

shmoos and the polar cap randomly changed orientation, implying a defect in 

maintenance of polar cap orientation. Once again, mutants deficient in GAP function 

(gpa1G302S) showed a defect similar to that of sst2∆ cells.  

We then measured the ability of cells to maintain polarization as a frequency 

distribution of the angle of orientation during shmooing in individual cells. While wild 

type and sst2Q304N cells exhibited low noise in orientation (measured as the standard 

deviation of the distribution), sst2∆ and gpa1G302S cells exhibited a high noise in 

orientation of polarization (Figure 2.8 B). Consistent with a defect in locating a 

potential mating partner, loss of GAP activity resulted in a severe reduction in mating 

efficiency (Figure 2.8 C). As in previous assays, the receptor binding mutant 

(sst2Q304N) showed no defects in orientation or mating ability despite its increased 

sensitivity to pheromone. Taken together, our data establish that Sst2, and in 

particular Sst2 GAP activity, is a suppressor of noise. Sst2 acts in both the absence 

and presence of a pheromone stimulus, regulates noise in a dynamic manner and 

suppresses noise in transcription as well as in morphogenesis. Based on these 

findings, we propose that noise suppression - but not signal suppression - is 

required for proper gradient detection and morphogenesis.  
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Figure 2.8 
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Figure 2.8 RGS-GAP activity promotes persistent polarization and proper mating 
efficiency  
(A) Merged DIC and fluorescence (Bem1-GFP) images of cells treated with high pheromone 
concentrations (150 nM) to promote shmoo formation, collected at 5 min intervals for 4 h. 
Arrows indicate the site of Bem1 polarization. 
(B) Frequency distribution of the mean normalized angle of polarization during shmooing in 
individual cells measured over a 3 h period. The distribution for each mutant is laid over the 
distribution for wild type cells (in grey). The data for each strain were fit to a single Gaussian 
and a standard deviation (Std) was calculated.  
(C) Mating-efficiency assay. Data are mean ± SEM of three independent experiments. 
Student’s t-test was used to calculate P values (* P<0.05). 
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Discussion 

 It has long been recognized that cellular behavior is a consequence of 

genetically-encoded and environmental cues. However, advances in single cell 

analysis have revealed that even genetically identical cells, grown under identical 

conditions, can exhibit widely divergent behaviors. Furthermore, it is evident that 

much of the observed variability in eukaryotic cells is due to “extrinsic” sources of 

noise, as opposed to the “intrinsic” noise inherent in biochemical processes (Raser 

and O'Shea, 2004; Volfson et al., 2006). Consistent with these broader findings, it 

has been demonstrated previously that extrinsic noise is the dominant source of 

variation in the mating pheromone pathway, at least at the level of transcription 

(Colman-Lerner et al., 2005), and that the transcription regulator Dig1 is a major 

contributor to noise suppression (McCullagh et al., 2010). Here we show that the 

RGS protein Sst2 suppresses noise and, more specifically, does so by accelerating 

G protein inactivation. In our experimental system we found that Sst2 and Dig1 

contribute similarly to limiting variability in transcription (Figure 2.3 D). In addition we 

were able to show that Sst2 suppresses noise in the presence of pheromone and 

limits variability in cellular morphogenesis as well as in transcription.  

We chose to focus on Sst2 for several reasons. First, deletion of Sst2 has the 

largest effect of any known gene on the pheromone signal, and it was therefore 

likely to be a major contributor to noise (Chasse et al., 2006). Second, Sst2 acts 

early in the pathway and any effects on noise were likely to be propagated 

(amplified) to downstream events, adding substantially to the variability of the final 

readout. Third, Sst2 expression is induced following pheromone stimulation and, 
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consequently, signaling is attenuated over time. Theoretical analysis, based on 

stochastic models, had predicted that such feedback inhibition events would improve 

noise filtering (Becskei and Serrano, 2000; Dublanche et al., 2006; Thattai and van 

Oudenaarden, 2001). Thus, Sst2 represented an opportunity to test some 

longstanding theories about the origins of cell-to-cell variability. Fourth, Sst2 

regulates both branches of the pheromone signaling pathway. While gene 

expression is the most common and convenient measure of cellular noise, it seemed 

likely that noise would impact other cellular responses such as chemotropism and 

morphogenesis. Finally, whereas transcriptional changes occur over minutes, 

changes in cell morphology can take much longer. A good understanding of the 

various time scales of pathway output is necessary to fully understand the causes 

and consequences of noise regulation (Purvis and Lahav, 2013). 

 One conclusion of our work is that noise is dynamically regulated. Whereas 

past studies have focused on noise under standard (unstimulated) growth 

conditions, we show that Sst2 regulates noise in both the presence and absence of 

a pheromone stimulus. This is important because noise levels may confer enhanced 

phenotypic diversity when cells are challenged by various environmental cues 

(Avery, 2006). Moreover we show that transcriptional noise increases and then 

decreases with prolonged pathway activation, and that these trends persist at 

various doses of pheromone. Our model predicts that prior to pheromone 

stimulation, noise is suppressed by Sst2 because the GAP activity of this protein 

ensures that basal MAPK activity is minimal. Therefore, variability due to fluctuations 

in upstream pathway components (both activity and abundance) is not propagated 
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through the pathway.  Treatment with pheromone “unmasks” these pathway specific 

fluctuations leading to an increase in cell to cell variability.  

 Another aspect of our work is the attention paid to cellular morphogenesis. 

Whereas previous investigations have focused on transcriptional noise, we also 

analyzed variations in cellular morphogenesis, through Cdc42 activation of 

projection formation in single cells. Indeed, our analysis of gradient tracking and of 

mating projection formation indicates that pheromone super-sensitivity, by itself, 

does not impede mating (Jackson and Hartwell, 1990). Rather, morphological 

variability, random changes in polarization, and an inability track a gradient can 

account for the overall deficiency in mating. Thus we consider noise suppression to 

be biologically significant in yeast. Given the broad conservation of G protein 

signaling, noise suppression by RGS proteins is likely to be biologically significant in 

plants and in other animals including humans.  

 The third, and perhaps most important, advance is the realization that noise 

suppression and signal suppression are not linked in an obligate manner. By 

selectively uncoupling Sst2 from its two known binding partners, in each case by a 

single amino acid substitution, we identified conditions that produce equivalent 

signal outputs but widely different noise characteristics. To our knowledge there is 

no other example of a system that exhibits these characteristics. In this regard, it 

was surprising to us that cellular noise suppression mechanisms can be so easily 

subverted, and that there are so few redundancies to buffer such behaviors.  

 While it is clear that signal and noise suppression are mediated by Sst2-GAP 

activity, the mechanism by which Sst2-receptor interaction suppresses signaling 
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remains to be addressed. Another question is how changes in noise, particularly 

transient increases or decreases in noise such as those reported here, might benefit 

the population. Theoretical work has suggested that phenotypic variation may be 

particularly useful in a rapidly changing environment (Kussell and Leibler, 2005; 

Thattai and van Oudenaarden, 2004). Accordingly, noise in the pheromone 

response might allow a portion of cells to delay responses to the mating signal and 

continue cell proliferation. These proliferating cells will not mate, but would be at a 

growth advantage if there were no suitable mating partner to be found. Thus 

extrinsic sources of noise may serve as both an impediment to predictable behavior 

as well as a means to promote survival in uncertain growth conditions.  

 Finally, the realization that an RGS protein can function as a noise 

suppressor is significant because it represents a new function for a well-established 

signaling protein. Insofar as these findings may represent a general activity of RGS 

proteins, they are potentially important in understanding human physiology and 

pharmacology. RGS4, the protein most closely related to Sst2, has been proposed 

as a drug target for the treatment of schizophrenia and Parkinson’s disease among 

other disorders (Gu et al., 2007; Roman et al., 2007). Given that any drug should 

confer a predictable response, the potential of RGS proteins as drug targets should 

be carefully considered. 

 In conclusion, noise in biological systems has long been recognized, but it 

has been difficult to understand its causes and functional consequences. 

Investigating the sources of such behaviors is made especially difficult given the 

challenges of studying a phenomenon that is - by definition - unpredictable. Only by 
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removing noise control mechanisms, as we have done here, can we begin to 

understand what happens if noise suppression fails and such variations occur 

unchecked. In this regard, our experimental platform will allow investigators to 

analyze the properties of a well-defined signaling pathway under high noise 

conditions, and to evaluate the performance and efficiency of cellular decision-

making systems that rely on noisy chemical cues and imprecise information. A 

deeper understanding of the processes that suppress noise will allow us to 

eventually develop a theoretical framework for predicting their occurrence. 

 

Experimental Procedures 

 Strains, Plasmids and Growth of Cultures. Standard procedures for 

the growth, maintenance and transformation of yeast and bacteria were used 

throughout. The yeast (Saccharomyces cerevisiae) strains used in this study were 

BY4742 (MATα leu2Δ lysΔ his3-1 ura3Δ), BY4741 (MATa leu2Δ met15Δ his3-1 

ura3Δ) and its derivatives (Brachmann et al., 1998). A table of strains, plasmids, and 

primers as well as details of plasmid construction can be found in Supplemental 

Experimental Procedures. All cells were grown at 30°C in yeast extract peptone 

medium (YPD) or synthetic complete medium (SC) containing 2% (w/v) dextrose. 

Plasmid-transformed cells were grown in synthetic complete medium that lacked the 

appropriate nutrient. 

Plasmid Construction. The pRS406 ADH1-mCherry and pRS405 ADH1-

mCherry integrating vectors were constructed in two steps, both employing mega-

primer cloning (Unger et al., 2010). First, mCherry was PCR amplified using pRS405 
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STE2-mCherry as the template and the following primers: mCherryMega (F) and 

mCherryMega (R). The primers introduced sequences at the N and C termini of 

mCherry complementary to the ADH1 promoter and ADH1 terminator sequences in 

pRS316 ADH1. Subsequently, ADH1p-mCherry-ADH1t  was PCR amplified from 

pRS316 ADH1-mCherry with primers [ADH1_XhoI (F) and ADH1_SacI (R)] that also 

introduced terminal XhoI/SacI sites and overhangs that direct ADH1p-mCherry-

ADH1t  into the MCS of pRS406 and pRS405. pRS406 sst2Q304N was made by PCR 

amplification of SST2 +/- 500 bp from the gDNA of wild type cells using primers sst2 

(F) and sst2 (R) that introduced BamHI and KpnI sites for directional cloning into 

pRS406. Single point mutation of sst2Q304N was constructed by QuikChange 

(Stratagene) mutagenesis using primer sst2-Q304N-F and its complement. 

Strain Construction. The sst2Δ (BY4741 sst2Δ::KanMX4) strain from 

Research Genetics did not produce a consistent phenotype. It was remade by PCR 

amplification of the KanMX cassette of pFA6KanMX and transformation into wild 

type BY4741 (Wach et al., 1994). The GAP insensitive Gpa1 strain (gpa1G302S) was 

constructed as described earlier (Lambert et al.). The receptor uncoupling strain 

(sst2Q304N) was constructed by transformation of pRS406 sst2Q304N (linearized by 

AscI) followed by pop-out of the wild type allele on 5-Fuoroorotic acid-containing 

medium. All constructs were verified by nucleotide sequence analysis. 

Generating dual reporter strains with pathway specific GFP and 

reference mCherry. Pathway specific GFP reporter was integrated at the FUS1 

promoter by transformation of pRS303 FUS1-GFP linearized by digestion with XcmI. 

Positive clones with one FUS1-GFP integration were selected by growth on SCD–
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His medium and transformed with PacI-digested pRS406 ADH1-mCherry that 

integrated at the ADH1 promoter. Transformants selected on medium lacking uracil 

were deemed positive only if they had a single integration as assessed by mCherry 

fluorescence intensity. This process was applied to all other strains except gpa1G302S 

which was transformed with pRS405 ADH1-mCherry.  

Generating reporter strains to monitor polarization. BEM1-GFP was PCR 

amplified from the GFP-tagged library strain (Huh et al., 2003). Briefly, genomic DNA 

was isolated and used as a template for PCR with primers [Bem1His (F) and 

Bem1His (R)] that amplified a portion of the C’ of BEM1 along with GFP and HIS3. 

The PCR product was transformed in wild type, sst2Δ, gpa1G302S and sst2Q304N cells, 

and selected on medium lacking histidine. 

Pheromone Sensitivity Assays. Pheromone sensitivity was measured as 

growth inhibition using an agar diffusion (halo) bioassay (Sprague, 1991) and by a 

transcriptional reporter assay (Hoffman et al., 2002) as described earlier. Briefly for 

the halo assay, filters were spotted with 0, 5, 15 or 50 µg α- factor and laid onto cells 

mixed with soft agar. For the transcriptional reporter assay, cells transformed with 

pRS423FUS1-LacZ were stimulated with different doses of pheromone for 90 min 

and β-galactosidase activity was measured spectrofluorometrically. 

Quantitative Mating Efficiency Assay. Mating efficiency assays were 

conducted as described earlier (Sprague, 1991). Briefly, MATa (BY4741) and MATα 

(BY4742) cells were grown to mid log phase, counted and mixed in equal numbers, 

allowed to adhere to nitrocellulose discs (Millipore) and incubated on YPD plates for 

4 h. Subsequently, cells were harvested and plated onto diploid selective (SCD-Met-
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Lys) and non-selective plates (SCD). Mating efficiency was calculated by dividing 

the number of diploid colonies from the total number of colonies. 

Cell Extract Preparation and Immunoblotting. Briefly, cells either untreated 

or treated with 3 µM α factor for different durations (2, 5, 15, 30, 60 and 90 min) 

were harvested in TCA (5% final concentration), washed with 10 mM NaN3, collected 

by centrifugation and the resulting pellets frozen at -80°C. For MAPK inactivation 

measurements, cells were treated with 3 µM α factor for 30 min, harvested by 

centrifugation, washed once, resuspended in pheromone-free medium and 

harvested at the times indicated. Cell extracts were prepared by glass bead lysis in 

TCA as described before (Hao et al., 2007). Protein concentration was determined 

by Dc protein assay (Bio-Rad). Proteins were resolved by 10% SDS-PAGE, 

transferred to nitrocellulose and detected by immunoblotting with p44/42 MAPK 

antibodies at 1:500 (9101L, Cell Signalling Technology), Fus3 antibodies  at 1:500 

(sc-6773, Santa Cruz Biotechnology, inc.) and anti-G6PDH at 1:50,000 (A9521, 

Sigma-Aldrich). Immunoreactive species were detected by chemiluminescence 

detection (Thermo Scientific Pierce ECL Plus) of horseradish peroxidase-conjugated 

antibodies (anti-rabbit, 170-5046 or anti-goat,sc-2768, Santa Cruz) at 1:10,000. 

Blots were scanned using Typhoon Trio+ (GE healthcare) and band intensity was 

quantified using Fiji (National Institute of Health). 

Single Cell Transcription Reporter Assay in Microfluidics Chambers. A 

microfluidics device similar to the one described earlier was constructed (Hao et al., 

2008). Cells containing the two reporters (pathway specific GFP and reference 

mCherry) were grown to A600nm ~0.4 after maintaining them at exponential growth for 
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at least 12-15 h. Cells were then loaded onto the microfluidics chamber ensuring a 

dispersed distribution of cells and stimulated with 150 nM pheromone (high dose for 

the chamber). The response was monitored by imaging DIC, GFP (488 laser) and 

mCherry (561 laser) every 6 min (unless otherwise noted) for 150 min.  A 60X 

PlanApo objective under oil immersion was used and images were captured by an 

Olympus Spinning disc confocal microscope equipped with a motorized XYZ stage 

and EM CCD camera. MetaMorph software (Universal Imaging Corporation, 

Downington, PA) was used for image analysis.  Image quantification was done using 

SchnitzCell (Matlab) software (Elowitz et al., 2002), but with custom modifications 

made mainly to the segmentation code to allow detection of yeast that are of varied 

morphology compared to bacterial cells. Relative green fluorescence was calculated 

by dividing the GFP intensity by the mCherry intensity. Noise was calculated as the 

coefficient of variation (CV) of the relative fluorescence of the population.  

Intrinsic Noise Calculation. We calculated the trend-line for the single cell 

GFP intensity traces over time, using the MATLAB “smooth” function, with a span of 

7 time points and a “lowess” fit. The absolute value of the difference of the actual 

data from the smoothed line was divided by the value of the smoothed line to 

determine the coefficient of variation at each time point.  There was little variation in 

intrinsic noise over time, so the coefficients of variation for all time points were 

averaged for all cells to determine the average coefficient of variation for each strain. 

Analysis of polarization during gradient tracking and shmooing.  Early-

mid log phase yeast cells containing the polarity marker Bem1-GFP were grown and 

loaded onto a microfluidics chamber as described above. A pheromone gradient was 
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generated as described previously (Hao et al., 2008). The specific dose of 

pheromone used to generate the gradient varied depending upon the pheromone 

sensitivity of the strain. Uniform pheromone (300 nM) was used for analysis of 

polarization during shmooing.  

Morphology analysis at uniform pheromone. Log phase cells were loaded 

onto a microfluidic chamber at low density. Cells were stimulated with saturating 

pheromone (150 nM for wild type cells and 7.5 nM for sst2∆), intermediate 

pheromone (75 nM for wild type cells and 2.5 nM for sst2∆) or low-intermediate 

pheromone (50 nM for wild type cells and 1 nM for sst2∆). DIC images were taken 

every 6 min for 10 h to track changes in cell morphology. Morphological cataloging 

was done by manually binning cells in predefined classes using ImageJ to visualize 

cells over time.       

Image Analysis for cell polarization during gradient tracking. Images 

were analyzed with FIJI (Fiji Is Just Imagej) for cell tracking and polar plot generation 

from live cell microscopy.  The GFP channel was registered based on the DIC 

channel using “descriptor based series registration.” The Bem1-GFP images were 

then thresholded to select just the polar cap.  The “Analyze Particles” function was 

used to obtain the centroid of each polar cap throughout the time course.  Using 

MATLAB, the polar caps were assigned to their respective cells by starting with the 

last time point, and comparing all of the centroids to the centroids of the previous 

time point.  The distances of each object were calculated from the previous time 

point, and the object that was closest in the preceding time point was assigned to 

the same cell as in the current time point.  This pairwise comparison of polar caps by 
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time points was iterated through the entire time series. The polar plots were 

generated by time averaging the x,y positions of the polar caps over 10 time points 

(50 min).  The starting point for each cell was set to zero, and the x,y positions were 

converted to polar coordinates and plotted using the MATLAB polar plot function.  

Measurements for final angles of orientation during gradient tracking were calculated 

from the difference in x and y positions between two points (the final time averaged 

position and the position 1 h earlier) using the MATLAB atan2 function.  Persistence 

was calculated as the ratio of the direct distance between the first and last x,y 

position and the total distance traveled, defined as the sum of the distances between 

each consecutive x,y position.  

Shmoo Angle Determination.  In order to determine the orientation of the 

polar cap during mating projection formation, cell masks were created using FIJI to 

define cells, and were then analyzed by custom MATLAB script.  Briefly, for each 

time point and in each cell two regions of interest (ROI) were defined by thresholding 

at the 95th percentile and 75th percentile of Bem1 intensity.   The angle of orientation 

was determined using the angle defined by the centroid of the 95% threshold ROI 

and the centroid of the 75% threshold ROI.  Each cell was then normalized to an 

average of zero by subtracting the average angle of orientation of the cell from each 

data point.  A Gaussian was fit to each distribution, and the constant c was used as 

the standard deviation of the distribution, where the Gaussian is written 𝑓 𝑥 =

𝑎𝑒!
(!!!)!

!!! .   

Mathematical modeling. Stochastic simulations were run using BioNets to 

generate an executable file (Adalsteinsson et al., 2004). The executable, when 
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called, runs the Gillespie algorithm for a particular set of reactions. A custom 

MATLAB (Mathworks) script was developed in order to quickly run an ensemble of 

simulations for a given parameter set(s) while easily keeping track of the results. The 

reactions, as well as parameter values, used for the model for calculating CV are 

provided in Table S4 of Supplemental Information. Parameters were derived from 

the literature whenever possible (Ghaemmaghami et al., 2003). Parameters were 

further optimized to find those that best matched the data. Parameters were 

optimized by random selection from a log10 normal distribution, where the mean was 

taken as the literature-derived values and the standard deviation was taken as 0.5. 

For each parameter set an ensemble of 50 simulations was run. For each of the 50 

ensemble simulations, and to model cell-to-cell variability, the total levels for G 

protein and MAPKs were chosen randomly from a normal distribution where the 

average was taken from literature derived values and the standard deviation was set 

to 30%. To find the parameter sets that best agreed with the data, parameters were 

searched for those that gave the smallest RMS distance between the observed CV 

for both the wild type and sst2Δ cases. We also explored the potential of several 

other simple models that did not rely on cell-to-cell variability, to reproduce our 

observed CV. The details of these simulations can be found in Supplemental 

Experimental Procedures. These other simple models did not give the increase in 

CV over time under pheromone stimulation. 

Ordinarily the variability of protein expression, measured by the coefficient of 

variation (CV), is expected to decrease as the average protein concentration 

increases. The fact that the CV of pheromone-dependent gene expression increases 
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transiently under pheromone stimulation (at the same time that the average GFP 

concentration increases) is unexpected. Further, deleting the negative regulator, 

Sst2, changes the dynamic behavior of the noise: basal noise increases and 

pheromone induction only results in a decrease in CV over time. To help elucidate 

the mechanism of the increase in CV over time in wild type cells, and the decrease 

in CV over time in sst2∆ cells, we built several simple nonlinear models. In our basic 

model free Gβγ activates Fus3 by phosphorylation which in turn promotes 

transcription and eventually translation of the GFP reporter. Additionally, there is 

Fus3-independent transcription and translation. Sst2 promotes the re-association of 

Gβγ to Gα, shutting off the pathway. Importantly, the total level of the MAPK Fus3 

and G protein are randomly chosen, from a normal distribution, for each simulation 

with the variance being 30%. The mean of the distribution is taken from reported 

values of the protein concentrations (Ghaemmaghami et al., 2003). Each individual 

simulation corresponds to an individual cell. See details of parameters used in Table 

2.4.    

To further convince ourselves that the change in CV was not due to some 

other, simple, mechanism we investigated several other models including a simple 

activation cascade including (A) transcription/translation, (B) 

stabilization/destabilization of Fus3, (C) positive and (D) negative feedback, as 

described in Figure 2.5. We also simulated a stochastic version of a detailed model 

of transcriptional regulation downstream of the MAPK (Houser et al., 2012). 

Crucially, in these models, the cell-to-cell variability of protein concentrations is 

assumed to be negligible. As seen in Figure 2.5, none of these other models were 
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able to capture the qualitative behavior of variability in wild type cells over time that 

we observed.  This further strengthens our initial model of variability although we 

cannot completely rule out some other mechanism completely. 
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Table 2.1: Strains used in Chapter II 
 
Strains	
   Parent	
   description	
  
BY4741	
  
BY4742	
  
sst2Δ	
  
gpa1G302S	
  
sst2Q304N	
  
WT	
  FUS1pGFP	
  ADH1p	
  mCherry	
  
sst2Δ	
  FUS1pGFP	
  ADH1p	
  mCherry	
  
gpa1G302S	
  FUS1pGFP	
  ADH1p	
  
mCherry	
  
	
  
sst2Q304N	
  FUS1pGFP	
  ADH1p	
  
mCherry	
  
	
  
WT	
  Bem1-­‐GFP	
  
sst2Δ	
  Bem1-­‐GFP	
  
gpa1G302S	
  Bem1-­‐GFP	
  
sst2Q304N	
  Bem1-­‐GFP	
  
	
  

	
  
	
  
BY4741	
  
BY4741	
  
BY4741	
  
BY4741	
  
BY4741	
  
BY4741	
  
	
  
	
  
BY4741	
  
	
  
	
  
BY4741	
  
BY4741	
  
BY4741	
  
BY4741	
  

MATa	
  leu2Δ	
  met15Δ	
  his3Δ	
  ura3Δ	
  
MATα	
  leu2Δ	
  lys2Δ	
  his3Δ	
  ura3Δ	
  
sst2Δ::KanMX4	
  
gpa1G302S::URA3	
  
sst2Q304N	
  integrated	
  and	
  5	
  FOA	
  selected	
  
FUS1pGFP::HIS3	
  ADH1p	
  mCherry::URA3	
  
sst2Δ::KanMX	
  FUS1pGFP::HIS3	
  ADH1pmCherry::URA3	
  
gpa1G302S::URA3	
  FUS1pGFP::HIS3	
  
ADH1pmCherry::LEU2	
  
	
  
sst2Q304N	
  integrated	
  FUS1pGFP::HIS3	
  ADH1p	
  
mCherry::URA3	
  
	
  
BEM1-­‐GFP::HIS3	
  
sst2Δ::KanMX4	
  Bem1-­‐GFP::HIS3	
  
gpa1G302S::URA3	
  Bem1-­‐GFP::HIS3	
  
sst2Q304N	
  Bem1-­‐GFP::HIS3	
  
	
  

 
 
 
Table 2.2: Plasmids used in Chapter II 
 
Name	
  	
   Description	
   Source	
  
pRS406	
  gpa1(81-­‐1538)G302S	
  
pRS406	
  sst2Q304N	
  
pRS423	
  FUS1-­‐lacZ	
  
pRS303	
  FUS1-­‐GFP	
  
pRS316	
  ADH1	
  mCherry	
  
pRS406	
  ADH1	
  mCherry	
  
pRS405	
  ADH1	
  mCherry	
  

YIp	
  AmpR	
  URA3	
  gpa1(81-­‐1538)G302S	
  
YIp	
  AmpR	
  URA3	
  sst2Q304N	
  
2	
  μm	
  AmpR	
  HIS3	
  FUS1-­‐lacZ	
  
YIp	
  AmpR	
  HIS3	
  FUS1p	
  GFP	
  
CEN	
  AmpR	
  URA3	
  ADH1P-­‐ADH1T	
  
YIp	
  AmpR	
  URA3	
  ADH1P-­‐ADH1T	
  
YIp	
  AmpR	
  LEU2	
  ADH1P-­‐ADH1T	
  

(Lambert	
  et	
  al.)	
  
This	
  study	
  
(Hoffman	
  et	
  al.,	
  2000)	
  
(Siekhaus	
  and	
  Drubin,	
  2003)	
  
This	
  study	
  
This	
  study	
  
This	
  study	
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Table 2.3: Oligonucleotide primer sequences used in Chapter II 
 
 

Se
qu
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ce
	
  5
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  C
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A	
  
G
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TT
G
TA
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  C
G
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G
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G
G
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G
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G
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TG
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G
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G
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CG
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G
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G
TG

CT
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G
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G
G
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G
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G
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G
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G
G
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G
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N
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  d
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  (F
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ss
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  d
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  (R
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  (F
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  (R
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4N
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m
Ch
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M
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(F
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m
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M
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)	
  

m
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40
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m
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  (
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m
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m
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is	
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* Red sequence binds pFA6-KanMX.  Lower case binds mCherry and upper case 

binds pRS316ADH1. Restriction enzyme sites are indicated in bold letters.
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Table 2.4: Model parameter values and reactions  

 

Parameter	
  
Name	
  

Description	
   Best	
  Value	
   Mean	
  in	
  
random	
  
search	
  

Reaction	
  

k0	
   Dissociation	
  of	
  Gβγ	
  from	
  Gα:	
  
Pheromone	
  dependent	
  input	
  

3	
  e-­‐4	
  
1/sec	
  

2e-­‐3	
  
1/sec	
  

Gαβγ	
  -­‐>	
  Gβγ	
  +	
  Gα	
  

k1	
   Fus3	
  dependent	
  transcription	
   8.2e-­‐6	
  
1/sec	
  	
  

2	
  e-­‐05	
  
1/sec	
  

P-­‐Fus3	
  -­‐>	
  P-­‐Fus3	
  +	
  
mRNA	
  

k10	
   Fus3	
  independent	
  
transcription	
  

0.0013	
  
1/sec	
  

2e-­‐3	
  
1/sec	
  

	
  -­‐>	
  mRNA	
  

k2	
   Translation	
  rate	
   0.004	
  
1/sec	
  

1.5e-­‐3	
  
1/sec	
  

mRNA	
  -­‐>	
  mRNA	
  +	
  GFP	
  

ka	
   Activation/phosphorylation	
  
rate	
  of	
  Fus3.	
  Dependent	
  on	
  
Gβγ	
  

7.6e-­‐4	
  
(1/sec*mol
ec)	
  

5e-­‐3	
  
1/(sec*mole
c)	
  

Fus3	
  +	
  Gβγ	
  -­‐>	
  P-­‐Fus3	
  +	
  
Gβγ	
  

r0	
   Sst2	
  dependent	
  association	
  
of	
  Gα,	
  Gβγ	
  	
  

4	
  
(1/sec*mol
ec)	
  

5	
  
(1/sec*mole
c)	
  

Sst2	
  +	
  Gβγ	
  +	
  Gα	
  -­‐>	
  Sst2	
  
+	
  Gαβγ	
  

r0b	
   Sst2	
  independent	
  association	
  
of	
  Gα,	
  Gβγ	
  

0.004	
  
(1/sec*mol
ec)	
  

.005	
  
1/(sec*mole
cule)	
  

Gβγ	
  +	
  Gα	
  -­‐>	
  Gαβγ	
  

r1	
   Degradation	
  rate	
  of	
  mRNA	
   0.0017	
  
1/sec	
  

0.0017	
  
1/sec	
  

mRNA	
  

r2	
   Degradation	
  rate	
  of	
  GFP	
   1.6e-­‐04	
  
1/sec	
  

1.6e-­‐04	
  
1/sec	
  

GFP	
  -­‐>	
  

ra	
   Deactivation	
  /de-­‐
phosphorylation	
  rate	
  	
  of	
  P-­‐
Fus3	
  

0.11/(sec*
molec)	
  

0.1	
  
1/(sec*mole
c)	
  

P-­‐Fus3	
  -­‐>	
  Fus3	
  

Total	
  Fus3	
   	
   8000	
  
molec/cell	
  

8000	
  
molec/cell	
  

*Source:	
  
(Ghaemmaghami	
  et	
  al.,	
  
2003)	
  

Total	
  G	
  
protein	
  

	
   8000	
  
molec/cell	
  

8000	
  	
  
molec/cell	
  

	
  

 



 
 

 
 
 
 
 

CHAPTER III 

 

Gα Endocytosis by a Cascade of Ubiquitin Binding Domain Proteins is Required for  

Sustained Morphogenesis and Proper Mating in Yeast *Φ 

 

Heterotrimeric G proteins are well known to transmit signals from cell surface 

receptors to intracellular effector proteins. There is growing appreciation that G 

proteins are also present at endomembrane compartments, where they can 

potentially interact with a distinct set of signaling proteins. Here, we examine the 

cellular trafficking function of the G protein α subunit in yeast, Gpa1. Gpa1 contains 

a unique 109 amino acid insert, within the α-helical domain, that undergoes a variety 

of posttranslational modifications. Among these is monoubiquitination, catalyzed by 

the NEDD4 family ubiquitin ligase Rsp5. Using a newly optimized method for G 

protein purification, together with biophysical measures of structure and function, we 

show that the ubiquitination domain does not influence enzyme activity. By 

screening a panel of 39 gene deletion mutants, each lacking a different ubiquitin-

binding domain protein, we identify seven that are necessary to deliver Gpa1 to the 

                                            
* Elements of the work referenced in this chapter have been submitted for publication: Dixit G*, Baker, 
RA*, Sachs CM, Torres MP and Dohlman HG. (2014). Gα Endocytosis is Required for Sustained 
Cellular Morphogenesis in Yeast (* equal contribution). 
 
Φ Figures 3.1, 3.2, 3.7 D and Table 3.4, contributed by Rachael Baker. Figures 3.3, 3.6, 3.7A, 3.7B 
3.7C, 3.8 contributed by Gauri Dixit. Figure 3.4 jointly contributed by Gauri Dixit, Carly Sachs and 
Mathew P Torres 
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vacuole compartment including  four  proteins (Ede1, Bul1, Ddi1 and Rup1) 

previously not known to be involved in this process. Finally, we show that proper 

endocytosis of the G protein is needed for sustained cellular morphogenesis and 

mating in response to pheromone stimulation. We conclude that a cascade of 

ubiquitin-binding proteins serves to deliver the G protein to its final destination within 

the cell. In this instance, and in contrast to the previously characterized visual 

system, endocytosis from the plasma membrane is needed for proper signal 

transduction rather than for signal desensitization.  

 

Introduction  

Gα proteins are enzymatic switches that are part of a multi-component 

signaling complex. The complex typically consists of a seven transmembrane G 

protein coupled receptor (GPCR), a guanine nucleotide binding protein (Gα) and an 

associated dimer consisting of β and γ subunits (Gβγ) (Sprang, 1997). Signaling is 

turned on and off based on receptor activation, which in turn dictates the nucleotide-

bound state of the Gα protein. When Gα is GDP-bound, Gβγ is sequestered and 

signaling pathways are off (Sprang, 1997). When Gα releases GDP and binds GTP, 

Gβγ dissociates and the signaling pathways are turned on. Subsequent GTP 

hydrolysis is accelerated by regulators of G protein signaling (RGS proteins) 

(Berman et al., 1996; Kleuss et al., 1994; Ross and Wilkie, 2000; Siderovski and 

Willard, 2005). Large Gα proteins contain a Ras-like domain as well as an 

independently folded α-helical domain (Sprang, 1997). Within this group of proteins 

there is a well-established role for the Ras-like domain in specifying interactions with 
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Gβγ, effectors and RGS proteins (Coleman et al., 1994; Siderovski and Willard, 

2005; Sprang, 1997). However, recent evidence has shown that the α-helical domain 

is also important for signal modulation (Dohlman and Jones, 2012). Accordingly, 

structure determinations have revealed differences in the α-helical domain of Gαi 

when bound to GDP and GTPγS (Mixon et al., 1995; Van Eps et al., 2011; Westfield 

et al., 2011).  

Apart from the regulation of GTP binding and hydrolysis, G proteins are 

regulated by targeted delivery to subcellular compartments (Wedegaertner, 2012). G 

protein trafficking can be either constitutive or stimulus dependent. Stimulus-

dependent movement of Gα and Gβγ to various endomembrane compartments has 

been observed in several systems including the visual system in drosophila and 

mammals (Frechter et al., 2007; Wedegaertner, 2012) as well as certain non-visual 

systems (Chisari et al., 2007; Wedegaertner et al., 1996). In the yeast 

Saccharomyces cerevisiae, the Gα Gpa1 is constitutively trafficked to endosomes, 

where it binds to and activates a phosphatidylinositol 3-kinase, as well as to the 

vacuole, where the protein is eventually degraded (Backer, 2008; Slessareva et al., 

2006). More recently, work by Irannejad et al. demonstrated that mammalian Gαs is 

present and active at the endosomal membrane as well as at the plasma membrane 

(Irannejad et al., 2013; Murphy et al., 2009). However, the functional importance of 

Gα trafficking is not well-established (Wedegaertner, 2012).  

In order to fully understand the consequences of G protein trafficking, we 

must first understand how such trafficking events are regulated. Much of the spatial 

control of GPCRs and G proteins is dependent upon post-translational modification 



89 

by monoubiquitination. For example, the yeast Gβ (Ste4) and GPCR (Ste2) are 

monoubiquitinated after stimulation with the mating pheromone α-factor (Hicke, 

1999; Hicke and Riezman, 1996; Zhu et al., 2011). Both proteins are subsequently 

removed from the plasma membrane and delivered to the vacuole (Hicke, 1999; 

Shaw et al., 2001; Zhu et al., 2011). For Ste2 this process is mediated in part by 

endocytic adaptor proteins containing a ubiquitin binding domain (UBD) (Shih et al., 

2000; Sloper-Mould et al., 2001). Although structurally diverse, UBDs share the 

ability to bind non-covalently to ubiquitin-conjugated substrates and serve to 

transport monoubiquitinated proteins through the various stages of endocytosis 

(Husnjak and Dikic, 2012). While the general process of monoubiquitination-

mediated endocytosis is well understood, questions remain concerning the specific 

protein components that are important for trafficking of the G protein.  

The yeast model system, in which many ubiquitination and cellular trafficking 

components were originally identified, can facilitate understanding of the 

interconnections between G protein signaling, monoubiquitination and trafficking 

(Dohlman and Thorner, 2001; Wang and Dohlman, 2006). Pheromone binds to Ste2, 

which is coupled to Gpa1 (Gα) and Ste4/Ste18 (Gβγ). When Gα is activated, Gβγ 

dissociates and stimulates a kinase cascade leading to activation of the yeast MAPK 

Fus3. A second branch of the pathway leads to activation of a Rho family GTPase, 

Cdc42 (Dohlman and Thorner, 2001). Together these processes result in cell cycle 

arrest, new gene transcription, and morphological changes that facilitate mating 

(Dohlman and Thorner, 2001). Pheromone pathway signaling is attenuated by the 

pheromone-dependent monoubiquitination and endocytosis of the GPCR Ste2 
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(Hicke and Riezman, 1996). As with the receptor, monoubiquitination leads to the 

endocytosis and eventual vacuolar degradation of Gpa1 (Torres et al., 2009b). In 

contrast to Ste2, monoubiquitination of Gpa1 is not dependent on pheromone 

stimulation. Both proteins are monoubiquitinated by the same ubiquitin ligase, Rsp5 

(Dunn and Hicke, 2001; Torres et al., 2009b). 

While the Ras-like and α-helical domains are highly conserved across 

species, Gpa1 possesses a unique 109 amino acid insert (ubiquitination domain 

(UD)) within the α-helical domain. The UD contains the known sites of 

phosphorylation as well as the primary residue for both monoubiquitination and 

polyubiquitination (Cappell et al., 2010; Marotti et al., 2002). Given that the α-helical 

domain modulates the activity of some G proteins, we considered whether the UD 

could influence the activity as well as the cellular distribution of Gpa1. Here we show 

that the UD does not influence G protein catalytic activity or downstream MAPK 

signaling, but is needed for proper trafficking of Gpa1 to the vacuole. Our screen of 

39 gene deletion mutations revealed seven UBD-containing proteins that are 

required for Gpa1 trafficking. Four of these proteins are required for trafficking of 

Gpa1 but not Ste2, thus demonstrating that constitutive endocytosis of these 

proteins occurs by distinct mechanisms. Finally, we show that Gα endocytosis from 

the plasma membrane is required for sustained cellular morphogenesis and efficient 

mating. 

 

Results 

Structural contributions of the ubiquitination domain to Gpa1. Gpa1 is 
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distinct from other Gα proteins because of the UD. A comparison of available 

genome sequences shows that the UD is found among Saccharomycotina, but is not 

present in other eukaryotes (Figure 3.1 A). Based on sequence alignment with Gα 

proteins, the ubiquitination domain is at the end of the A/B helix in the α-helical 

domain (Figure 3.1B). Previous analysis has shown that the UD is the site of post-

translational modifications including phosphorylation, monoubiquitination and 

polyubiquitination (Li et al., 2007; Marotti et al., 2002; Torres et al., 2011). 

In order to be modified, amino acids must be accessible to the modifying 

enzyme. The ability to modify a given amino acid requires that the residue be 

present at the surface of the protein or in a region lacking secondary structure. 

Indeed, phosphorylation and ubiquitination often occur on intrinsically disordered 

regions of proteins (Predrag et al., 2010). Therefore, we postulated that the UD is 

without substantial secondary structure. To test our hypothesis we employed a 

series of biophysical measurements of protein conformation. First, we used circular 

dichroism to determine the contribution of the UD to the secondary structure content 

of Gpa1. This analysis revealed no difference between Gpa1 with or without the UD 

(Figure 3.1C). Precise removal of the UD resulted in expression comparable to that 

of the full length protein, whereas removing just one additional amino acid abolished 

expression entirely. We infer that the UD does not contribute to the structure of the 

adjoining helical domain.  
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Figure 3.1 

                               

 

Figure 3.1 Conservation of the ubiquitination domain.  
(A) Sequence alignment of Gpa1-like Gα proteins from yeast Saccharomyces cerevisiae 
(Sc), other Saccharomycotina (Candida glabrata (Cg), Candida albicans (Ca), 
Wickerhamomyces ciferrii (Wc)) as well as Gαi from rat (Rattus norvegicus (Rn)), snail 
(Lymnaea stagnalis (Ls)) and fruit fly (Drosophila melanogaster (Dm)).  
(B) Structure of Gαi (PDB: 1GIA) showing the location of the Gpa1 ubiquitination domain 
(magenta) based on the sequence alignment. The Ras-like domain is shown in green and 
the α-helical domain is shown in blue. Magnesium and GTP analog shown in grey.  
(C) Secondary structure content of Gpa1ΔN and Gpa1ΔNΔUD measured by circular dichroism. 
(D) Relative labeling of five cysteines in GTPγS-bound Gpa1. Results are the mean ± SEM. 
Coloring according to that used in (B).  
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To further assess whether the UD contains unfolded regions, we asked 

whether resident cysteines were especially accessible to labeling with a small 

modifier 4-fluoro-7-aminosulfonylbenzoflurazan (ABD-F) (Isom et al., 2013). Gpa1 is 

an ideal candidate for this method because it contains cysteines dispersed 

throughout the protein. There are two in the Ras-like domain (Cys333 and Cys443), 

four in the helical domain (Cys105, Cys117, Cys258, and Cys288) and one in the 

UD (Cys208). Using this method, we detected ABD-F labeling for five of the seven 

cysteines. As seen in Figure 3.1D, cysteines within the well-folded helical domain 

are highly protected, while the cysteine in the UD is highly exposed (value close to 

one). These results are consistent with the circular dichroism data suggesting that 

the UD lacks secondary structure. Taken together, our results are consistent with the 

hypothesis that the UD is an evolutionarily unique, structurally distinct, and largely 

unstructured domain. 

Functional contributions of the ubiquitination domain to Gpa1 activity. 

The α-helical domain is known to be influence G protein nucleotide exchange activity 

(Jones et al., 2012). The UD is adjacent to the A/B helix of the helical domain - a 

region whose dynamics were previously shown to promote the rapid, receptor-

independent, nucleotide exchange activity of A. thaliana Gpa1 (Jones et al., 2012). 

However, it is not known whether the UD regulates the enzymatic activity of S. 

cerevisiae Gpa1. To address this question we used the cysteine reactivity method to 

measure the thermal stability of Gpa1 in the presence and absence of the UD. As 

shown in Figure 3.2 A, removing the ubiquitination domain did not alter Gpa1 

thermal stability, despite the loss of 109 amino acids. We then measured the ability 
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of guanine nucleotides to bind Gpa1 in the presence and absence of the UD. For 

these experiments we used the fluorescent nucleotide analog MANT-GDP. The rate 

of nucleotide exchange was measured as a loss of fluorescence over time as Gpa1 

released MANT-GDP and bound unlabeled GDP, added in excess. As shown in 

Figure 3.2 B, the rate of nucleotide dissociation was not altered by the absence of 

the UD. Finally we measured the rate of GTP hydrolysis using a method that 

monitors a nucleotide-dependent change in the intrinsic fluorescence of Gpa1 

(Higashijima et al., 1987). Using this assay, we observed similar rates of GTP 

hydrolysis in the presence and absence of the UD (Figure 3.2 C). Together, these 

data suggest that the UD does not alter the structure or enzymatic activity of Gpa1.  

A cascade of Ubiquitin Binding Domain (UBD) proteins transport Gpa1 

to the vacuole. The data presented above indicate that the UD does not directly 

contribute to the structure and enzymatic function of Gpa1. However the UD 

functions as a site of phosphorylation, polyubiquitination (for targeting to the 

proteasome) and monoubiquitination (for trafficking to the vacuole). Gpa1 is 

monoubiquitinated by the Rsp5 ubiquitin ligase (Wang et al., 2005). However, the 

proteins involved in Gpa1 endocytosis, and specifically those that recognize 

monoubiquitin within the UD, are not known. Accordingly, we embarked on a search 

for proteins that recognize the monoubiquitinated form of Gpa1. 

Monoubiquitin-mediated trafficking pathways are often comprised of ubiquitin 

binding domain (UBD) containing proteins (Hurley and Stenmark, 2011). In most 

cases, multiple UBD-containing proteins are involved in the passage of a 

monoubiquitinated protein to its final destination (Husnjak and Dikic, 2012).  



95 

Figure 3.2 

                                              

 

 

 

 

Figure 3.2 The ubiquitination domain does not contribute to Gpa1 activity.  
(A) Thermal stability of Gpa1ΔN and Gpa1ΔNΔUD measured by ABD-F labeling and fQCR. Data 
are normalized to the maximum fluorescence intensity for each curve and results are the 
mean ± SEM (n=4).  
(B) Intrinsic nucleotide dissociation rates for Gpa1ΔN and Gpa1ΔNΔUD pre-loaded with MANT-
GDP. The rate of GDP dissociation was monitored as a decrease in MANT-GDP 
fluorescence upon the addition of unlabeled GDP. Data are fit to an exponential dissociation 
curve. Results are the mean ± SEM (n=3). 
 (C) Intrinsic tryptophan fluorescence measure of GTP binding and hydrolysis for Gpa1ΔN 
and Gpa1ΔNΔUD. Data are normalized to the maximum signal achieved in each experiment 
upon completion of binding. Results are the mean ± SEM (n=3). 
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Moreover, the route of endocytosis appears to be dictated in part by the identity of 

the monoubiquitinated protein (Husnjak and Dikic, 2012). Numerous UBDs have 

been previously defined (Hicke et al., 2005) and are now included in the protein 

descriptions found in the Saccharomyces Genome Database (SGD; 

www.yeastgenome.org). Using UBD proteins known at the start of this project, we 

screened a comprehensive set of gene deletion strains for endocytosis and 

trafficking defects affecting the delivery of Gpa1 from the plasma membrane to the 

vacuole. Since Gpa1 and Ste2 are targeted for internalization by the same ubiquitin 

ligase, we also examined trafficking of Ste2, with the expectation that both proteins 

share the same trafficking machinery components. Accordingly, we monitored the 

localization of GFP-tagged Gpa1 (Gpa1-GFP, Green) and Ste2 (Ste2-GFP) in a total 

of 39 UBD deletion strains (Dikic et al., 2009; Winzeler et al., 1999). Gpa1-GFP was 

introduced by homologous recombination at the PEP4 locus, thereby inactivating the 

master vacuolar protease (pep4Δ) and preserving the GFP signal after delivery to 

the vacuole (Wang et al., 2005). Ste2-GFP was expressed from the native STE2 

locus. 

As a proof of concept we first monitored GFP localization in the absence of 

Vps23, Vps27, Vps9, or Rpn10. Major trafficking defects were observed for both 

Gpa1-GFP and Ste2-GFP in the absence of Vps23 or Vps27, two known 

components of the ESCRT (Endosomal Sorting Complexes Required for Transport) 

machinery (Figure 3.3) (Hurley, 2010; MacGurn et al., 2012). Trafficking defects 

were also observed for Ste2-GFP following deletion of Vps9, a protein required for 

efficient endocytic trafficking of proteins (Donaldson et al., 2003). Finally, deletion of  
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Figure 3.3 

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3 Vacuolar protein sorting complex proteins that disrupt trafficking of Gpa1 
and Ste2.  
Differential interference contrast (DIC) and GFP images showing Gpa1-GFP and Ste2-GFP 
in the absence of ESCRT (Endosomal Sorting Complexes Required for Transport) complex 
proteins Vps23 and Vps27; only Ste2-GFP trafficking is disrupted in the absence of Vps9. 
Trafficking of neither Gpa1 nor Ste2 is affected in the absence of the polyubiquitin binding 
proteasomal protein (rpn10∆).  
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the polyubiquitin binding proteasomal protein Rpn10 did not affect trafficking of the 

receptor or G protein (Figure 3.3), indicating that the screen specifically monitors the 

fate of monoubiquitinated proteins. 

Having validated the screening approach, we conducted a more 

comprehensive screen of the known UBD-containing proteins in yeast (Figure 3.4 

A). Our general strategy was to look for UBD mutants that prevent accumulation of 

GFP in the vacuole. As shown in Figure 3.4 B, vacuoles were visualized by pulse-

staining with an amphiphilic styryl dye (FM4-64, Red), which initially incorporates 

into the plasma membrane and gradually accumulates in the lumen of the vacuole 

(Betz et al., 1996). In wild type cells Gpa1-GFP was present at the plasma 

membrane but not in vacuoles, consistent with our previous findings (Wang et al., 

2005) (Figure 3.4 B, left panel). In pep4∆ cells Gpa1-GFP accumulated in the 

vacuole, indicative of monoubiquitin-dependent vacuolar translocation (Figure 3.4 B, 

middle panel). Of the 39 UBD deletion strains tested, seven exhibited Gpa1-GFP 

mislocalized to puncta within the cytoplasm (Figure 3.4 B, right panel). Major 

trafficking defects were observed in the absence of Vps36, a component of the 

ESCRT machinery (Hurley, 2010). Additionally, defects in Gpa1 localization were 

seen upon deletion of the following: Bul1, the ubiquitin binding component of the 

Rsp5 ubiquitin ligase (Yashiroda et al., 1996); Ede1, a component of the early 

endocytic machinery (Gagny et al., 2000); Ddi1, a DNA damage inducible v-SNARE 

binding protein regulating exocytosis (Liu and Xiao, 1997); and Rup1, a regulator of 

Rsp5 (Lam and Emili, 2013) (Figure 3.4 C) Defects in Ste2-GFP trafficking were 

likewise observed in the absence of Vps36. However, three of the UBD deletions  
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Figure 3.4                                     

 
Figure 3.4 Screen for Gpa1 translocation mutants identifies components of the 
endocytosis and vacuolar trafficking machinery  
(A) Table of all UBD-containing proteins screened. Proteins are sorted by the type of UBD 
they contain: UBA, ubiquitin associated; UIM, ubiquitin interacting motif; CUE, coupling of 
ubiquitin conjugation to endoplasmic reticulum; UBX, ubiquitin regulatory X; NZF, Npl4 zinc 
finger; GAT, [GGA(Golgi localized, gamma-ear containing) ADP-ribosylation factor-binding 
protein, and TOM (target of Myb)]; UEV, ubiquitin-conjugating enzyme E2 variant.  
(B) General scheme of the genetic screen to identify binding partners of Gpa1-ubiquitin. A 
total of 39 deletion mutants, each lacking a specific ubiquitin-binding domain-containing 
(UBD) protein, were separately transformed with plasmids encoding either Gpa1-GFP 
(pRS406-GPA1-GFP) or Ste2-GFP (pRS406-STE2-GFP). Gpa1 and Ste2 localization was 
monitored by DIC and fluorescence microscopy, in the presence of a vacuolar dye (red, 
FM4-64). In the absence of endocytosis the proteins are retained at the plasma membrane 
(green, left panel). Following delivery to the vacuole (Vac), the proteins colocalize with FM4-
64 (yellow, middle panel). If trafficking is disrupted at any point, the proteins are mislocalized 
(Misloc) to puncta in the cytoplasm (right panel). Microscopy of mutants that mislocalized 
Gpa1-GFP (C) but not Ste2-GFP (D). Mutant vps36∆ is shown as an example of a UBD that 
affects trafficking of both Gpa1 and Ste2. Scale bar, 5 µm.  



100 

that affected Gpa1 trafficking had no effect on Ste2 endocytosis (Figure 3.4 D). In 

total, we identified seven UBD proteins necessary for proper vacuolar delivery of 

Gpa1 (Figures 3.3 and 3.4). Deletion of four of these proteins disrupted trafficking of 

Gpa1 but not Ste2, indicating that the trafficking pathways for these proteins are 

largely distinct. 

Gpa1 is delivered to the plasma membrane in the absence of UBD 

proteins involved in endocytosis. Having identified mutants that alter the cellular 

distribution of Gpa1, we next considered whether the defect was due to removal 

from, or delivery to, the plasma membrane. That is, Gpa1 mislocalization could be 

caused by impaired synthesis, maturation or delivery to the plasma membrane. To 

rule out this possibility we compared the localization of Gpa1 with that of Gpa1ΔUD, 

which in wild type cells is delivered to the plasma membrane but not the vacuole 

(Wang et al., 2005). For all the UBD mutants tested, we found that gpa1∆UD-GFP 

was localized normally to the plasma membrane (Figure 3.5). These data indicate 

that the UBD-containing proteins identified in our screen are specifically required for 

trafficking of monoubiquitinated Gpa1 from the plasma membrane to the vacuole. 

Disruption of Gpa1 Trafficking Promotes Accumulation of Ubiquitinated 

Gpa1. Post- translational modification by monoubiquitination and polyubiquitination 

are used to regulate the quantity of Gpa1 present at the plasma membrane. 

Whereas monoubiquitinated Gpa1 is delivered to the vacuole where it is eventually 

degraded, polyubiquinated Gpa1 is recruited to the proteasome where it is likewise 

degraded. We reasoned that disruption of Gpa1 trafficking might allow the 

monoubiquitinated protein to accumulate and perhaps undergo additional rounds of  



101 

Figure 3.5 

                                             

 

  

 

 

 
 
Figure 3.5 Components of the Gpa1 trafficking machinery do not affect delivery of 
Gpa1 to the plasma membrane.  
Microscopy of full length Gpa1-GFP or Gpa1 lacking the ubiquitination domain (Gpa1∆UD –
GFP) in the presence (WT) or absence (bul1∆, ede1∆, ddi1∆, vps36∆ ,vps23∆) of the 
indicated UBD proteins. Vacuoles are stained with FM4-64. Scale bar, 5µm. Despite 
repeated attempts, we were unable to delete RUP1 in the gpa1ΔUD background. 
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ubiquitination. To test our hypothesis we monitored the level of Gpa1 ubiquitination 

in the four UBD deletion mutants that exhibited trafficking defects for Gpa1 (but not 

Ste2). In order to visualize the rare monoubiquitinated species we overexpressed 

Gpa1 using a multi-copy plasmid (Torres et al., 2009). As expected we observed an 

increase of monoubiquitinated Gpa1 in three of the four UBD deletions (ede1∆, 

ddi1∆ and rup1∆). The increase was similar to that seen upon deletion of PEP4 

(Torres et al., 2009a) consistent with a defect in vacuolar degradation of Gpa1 

(Figure 3.6). Additionally, we observed an increase in polyubiquitinated Gpa1, 

particularly upon deletion of EDE1 (Figure 3.6). The increase in monoubiquitinated 

Gpa1 was not due to an overall increase in the amount of loaded substrate protein, 

as evident from shorter exposures of the blot. These data suggest that disruption of 

Gpa1 trafficking slows the clearance of monoubiquitinated Gpa1 and drives the 

system towards polyubiquitination (Torres et al., 2009).  

Retention of Gpa1ΔUD at the plasma membrane inhibits proper 

morphogenesis and mating. Previous studies revealed that persistent GTP-

activation leads to an accumulation of Gpa1 at endosomes (Slessareva et al., 2006). 

Conversely, removal of the UD leads to an accumulation of Gpa1 at the plasma 

membrane (Wang et al., 2005). With the availability of the Gpa1ΔUD mutant, as well 

as UBD mutants that disrupt translocation of the wild type protein, we have the 

ability to study the functional consequences of Gpa1 trafficking without the 

confounding effects of altered GTPase activity. Accordingly, we compared the 

pheromone response in wild type cells and mutants defective in Gpa1 trafficking, 

using MAPK activation and transcription reporter assays described previously  
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Figure 3.6 

       

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.6 Disruption of Gpa1 trafficking leads to accumulation of ubiquitinated Gpa1. 
Gpa1 was overexpressed (pAD4M-GPA1) in the presence (WT) or absence (bul1∆, ede1∆, 
ddi1∆, rup1∆, and pep4Δ) of the indicated proteins and analyzed by immunoblotting with 
Gpa1 antibodies. Uppermost panels are identical except for exposure time. Bottom, 
immunoblotting with G6PDH antibodies (load) as a control.  
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(Clement et al., 2013). In the case of Gpa1ΔUD, we replaced the wild type gene with 

the UD mutant via PCR-mediated integration. This was done at the endogenous 

GPA1 locus so as to maintain proper G protein expression and subunit 

stoichiometry. As shown in Figure 3.7 A, there was no significant change in MAPK 

activation in the UBD mutants (bul1∆, ede1∆, ddi1∆ and rup1∆) when compared to 

wild type cells. Furthermore, we observed no significant differences when comparing 

the Gpa1∆UD mutant and wild type protein. Similarly, we observed only modest 

differences in the pheromone transcription response (Figure 3.7 B). Taken together, 

these data indicate that the MAPK branch of the pheromone pathway is unaffected 

by the trafficking-deficient mutants.  

In addition to the MAPK and transcription response, the pheromone pathway 

has a second branch that activates the small G protein Cdc42. Active Cdc42 

promotes polarization and morphogenesis to facilitate mating (Pruyne and 

Bretscher, 2000). We therefore asked whether defects in Gpa1 trafficking had any 

effect on cellular morphogenesis (shmoo formation). We monitored each mutant in a 

microfluidic chamber with constant pheromone stimulation, as previously described 

(Clement et al., 2013). At a saturating concentration of pheromone, wild type cells 

can form up to three mating projections. As shown in Figure 3.7 C there were no 

differences between wild type and bul1∆, ddi1∆ or rup1∆ mutants. Cells lacking 

Ede1 did exhibit an increased number of projections, as compared to wild type, but 

this same phenotype was evident in an ede1∆ gpa1∆UD double mutant, indicatingF 

that the ede1 phenotype is not the result of impaired Gpa1 trafficking (Figure 3.7 C). 

In contrast to all of the other strains tested, cells that express gpa1∆UD were able to  



105 

Figure 3.7 

 
Figure 3.7 Proper endocytosis of Gpa1 is required for sustained morphogenesis and 
efficient mating.  
(A) MAPK activation profiles. Wild type (WT) cells, bul1∆, ede1∆, ddi1∆, rup1∆ and gpa1∆UD 
were either left untreated or treated with 3 µM α factor (αF) for 30 min. MAPK activation was 
determined by immunoblotting with phospho-MAPK p42/42 (P-Fus3, P-Kss1), Fus3 (Total 
Fus3) and G6PDH (load control) antibodies.  
(B) Transcriptional activation (β-galactosidase activity) in response to α factor was 
measured spectrofluorometrically in wild-type, bul1∆, ede1∆, ddi1∆, rup1∆, and gpa1ΔUD 
cells. Cells were transformed with a FUS1-lacZ reporter and treated with the indicated 
concentrations of α-factor (αF) for 90 min. Data for the individual mutants are normalized to 
WT. Results show mean ± SEM for three independent experiments, done in quadruplicate. 
(C) Loss of ubiquitination domain of Gpa1 results in morphological abnormalities under 
prolonged pheromone stimulation. Wild type bul1∆, ede1∆, ddi1∆, rup1∆, and gpa1ΔUD cells 
were stimulated with a constant saturating dose (300 nM) of α-factor in a microfluidic 
chamber. DIC images were taken every 5 min for 8 h to monitor changes in morphology. 
(D) Mating efficiency assay. Separate cultures of wild type mating-type α cells (BY4742) and 
wild type or Gpa1ΔUD mating-type a cells (BY4741) were used. Cells from each culture were 
mixed and incubated for 4 h. Results are the mean ± SEM from four replicates. 
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form just a single mating projection (Figure 3.7 C). These cells formed a shmoo and 

subsequently elongated. Taken together these results suggest that Gpa1 must be 

monoubiquitinated and endocytosed for proper morphogenesis to occur. Since the 

same morphological defect was not observed in the UBD deletion mutants, it is the 

first step of removing Gpa1 from the plasma membrane that is necessary for the 

formation of additional mating projections.  

Finally, previous reports indicated that multiple projections are necessary for 

optimal mating efficiency (Tanaka and Yi, 2010). Accordingly, we observed a two-

fold higher mating efficiency in wild type as compared to the gpa1∆UD mutant strain 

(Figure 3.7 D). Thus the cellular morphogenesis defects exhibited by ubiquitin-

deficient gpa1ΔUD mutants leads to reduced mating fitness. Because we have shown 

that removal of the UD does not alter Gpa1 enzymatic activity or MAPK signaling, 

we conclude that monoubiquitination and removal from the plasma membrane 

contributes to proper morphogenesis and mating. 

 

Discussion 

 Here we have used biochemical, biophysical, genetic, and cell biological 

approaches to demonstrate a positive signaling role for Gα endocytosis. Taking 

advantage of the yeast system, we identified seven ubiquitin binding domain-

containing proteins required for constitutive internalization of the G protein. Three of 

these proteins act on Ste2 as well as Gpa1. Four others act on Gpa1 alone, 

demonstrating that endocytosis of the G protein and receptor are distinct processes 

regulated by distinct binding partners. We show further that the Gpa1 ubiquitination 
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domain is targeted by the UBD proteins. In the absence of the ubiquitination domain, 

Gpa1 is retained at the plasma membrane and cellular morphogenesis is curtailed. A 

second effector pathway leading to MAPK activation is unaffected. 

The proteins specifically required for Gpa1 trafficking (Rup1, Ddi1, Bul1 and 

Ede1) act at different stages of endocytosis (Figure 3.8). Rup1 binds to Rsp5 and 

stimulates Rsp5 autocatalysis and substrate ubiquitination (Lam and Emili, 2013). 

We suggest that Rup1 may promote Rsp5-mediated ubiquitination of particular 

membrane proteins. Bul1 is the ubiquitin binding component of the Rsp5 ubiquitin 

ligase (Yashiroda et al., 1996). Curiously, we find that Bul1, but not the closely 

related protein Bul2, promotes Gpa1 endocytosis. Even though Bul1 and Bul2 are 

closely related, they appear to have distinct functions within the cell. For example, 

Bul1 is a negative regulator of the tryptophan permease Tat2, but Bul2 is not (Abe 

and Lida, 2003; Hiraki and Abe, 2010). Ddi1 is a DNA damage inducible v-SNARE 

binding protein (Liu and Xiao, 1997), which was previously shown to be a negative 

regulator of the late secretory pathway, a function that is independent of the UBA 

domain of Ddi1 (Gabriely et al., 2008). Finally, Ede1 is a member of the epsin family 

of adapter proteins and a component of the early endocytic machinery (Abe and 

Lida, 2003; Gagny et al., 2000). Deletion of Ede1 but not other epsin proteins (Ent1, 

Ent2) leads to Ste2 mislocalization (Dores et al., 2010; Shih et al., 2002). Although 

Ede1 is implicated in Ste2 trafficking we did not observe Ste2 mislocalization in the 

absence of Ede1. Ste2 trafficking has previously been monitored in agonist-

stimulated cells. In contrast we measured Gpa1 and Ste2 trafficking in unstimulated  
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Figure 3.8 

                                   

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.8 Components required for proper endocytosis of Gpa1 following Rsp5-
mediated monoubiquitination.  
The predicted order of action of UBD-containing proteins involved in the trafficking of 
monoubiquitinated (Ub) Gpa1. When Gpa1 cannot be ubiquitinated (Gpa1ΔUD), it remains at 
the plasma membrane.  
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cells. Thus it is possible that Ede1 is important for pheromone-dependent, but not 

basal, trafficking of Ste2. 

It is of note that when endocytosis of Gpa1 is inhibited (rup1Δ, ddi1Δ, ede1Δ), 

we could detect more of the monoubiquitinated protein and, in some cases, more 

polyubiquitinated Gpa1 as well. Differences in the levels of Gpa1 monoubiquitination 

and polyubiquitination likely reflect the roles of the UBD-containing proteins in the 

removal of monoubiquitinated substrates. When normal trafficking is abrogated the 

monoubiquitinated species accumulates, and may undergo additional ubiquitination 

steps resulting in the accumulation of polyubiquitinated substrate. Conversely, we 

observed no increase in the amount of ubiquitinated Gpa1 in the strain lacking 

BUL1, despite the trafficking defect in that mutant. Since Bul1 is a ubiquitin binding 

component of the ubiquitin ligase Rsp5, it is possible that the ligase is unable to act 

on Gpa1 when Bul1 is absent. Taken together these data suggest that the quantity 

of Gpa1 at the plasma membrane is finely tuned, and that if Gpa1 cannot be 

removed through monoubiquitination and delivery to the vacuole, it is instead 

removed through polyubiquitination and delivery to the proteasome. 

Our second major finding is that the ubiquitination domain promotes Gpa1 

trafficking without altering Gpa1 enzymatic activity in vitro or MAPK activation in 

vivo. These results are particularly striking given that (a) the ubiquitination domain is 

located near a key dynamic region of the α-helical domain, (b) the ubiquitination 

domain is essential for transport of Gpa1 to the vacuole, and (c) there are a number 

of Gpa1 binding partners that specifically target the ubiquitination domain. These 

binding partners include enzymes responsible for monoubiquitination (Rsp5) (Torres 
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et al., 2009), polyubiquitination (SCF/Cdc4) (Cappell et al., 2010), deubiquitination 

(Ubp12) (Wang et al., 2005), phosphorylation (Elm1, Tos1, Sak3) (Clement et al., 

2013), and dephosphorylation (Reg1) (Clement et al., 2013), as well as the seven 

UBD proteins identified here. We conclude that the ubiquitination domain likely 

evolved to serve a unique trafficking function, and that this function is wholly 

separate from the regulation of G protein catalytic activity. 

While the ubiquitination domain is unique to yeast Gα proteins, Gα trafficking 

is not. Trafficking of Gα has long been established in the visual system, where a 

redistribution of the protein serves to decrease signaling, allowing adaptation to 

bright light (Wedegaertner, 2012). Whereas the visual Gα acts directly to stimulate 

an effector enzyme, yeast Gpa1 acts indirectly to sequester Gβγ and prevent 

downstream signaling. Therefore, the final outcome of Gα endocytosis will be 

different in the visual and yeast signaling systems. Gα endocytosis attenuates 

signaling in the visual system but promotes signaling in the yeast mating pathway. 

On the other hand, Gα proteins have been shown to be activated at the endosomal 

membrane compartment, both in yeast and in mammalian cells   (Irannejad et al., 

2013; Slessareva et al., 2006). Prior to our analysis however, little was known about 

the proteins necessary for proper Gα trafficking.  

Finally, our analysis of the UD may lead to insights regarding the function of 

unique inserts in other signaling proteins. For example, there are families of small 

GTPases that are known to contain inserts within the highly conserved Ras-like 

domains. Members of the Rho family of small GTPases have a unique insert, called 

the Rho insert, that is not present in other small GTPases (Rojas et al., 2012). The 
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presence or absence of the Rho insert does not alter the intrinsic activity of these 

small GTPases (Zong et al., 2001) . However, when the insert is absent Rho can 

bind, but no longer activate, its downstream effector Rho kinase (Zong et al., 2001). 

The Rho insert in the small GTPase Rac1 was recently shown to be 

monoubiquitinated (Visvikis et al., 2008). While no function has yet been assigned to 

monoubiquitination of Rac1, it is possible that this modification is involved in the 

mechanism by which Rho interacts with downstream effectors. Monoubiquitination of 

mammalian Ras proteins can lead to cell transformation (Sasaki et al., 2011), and 

does so by promoting nucleotide exchange or by impeding the binding of the 

GTPase activating protein (Baker et al., 2013a; Baker et al., 2013b). 

In summary we have identified four UBD-containing proteins as specific 

regulators of G protein trafficking. When trafficking is abrogated, the morphogenesis 

branch of the pathway is attenuated. None of these UBD proteins affect the MAPK 

branch of the signaling pathway, and none affect trafficking of the receptor. Looking 

forward, our integrated approach should be broadly applicable as more 

ubiquitination substrates, ubiquitination domains and UBD-containing proteins are 

identified. Recently, dysregulation of NEDD4/Rsp5-mediated trafficking was shown 

to promote neurodegenerative disease (Tardiff et al., 2013). In view these findings, 

any components responsible for monoubiquitination and protein trafficking represent 

potential targets for future drug development efforts.  

                                                                                  

Experimental Procedures 

 Strains, Plasmids and Growth of Cultures. Standard procedures were 
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followed for the growth, maintenance and transformation of yeast and bacteria. 

Proteins for biochemical studies were expressed in E. coli BL21 (DE3) RIPL cells 

(Stratagene: La Jolla, CA) grown at 18oC overnight after induction with isopropyl β-

D-1-thiogalactopyranoside. The yeast (Saccharomyces cerevisiae) strain used in 

this study was BY4741 (MATa leu2Δ met15Δ his3-1 ura3Δ) and its derivatives. Cells 

were grown at 30oC in yeast extract peptone medium (YPD) or synthetic complete 

medium (SCD) containing 2% (w/v) dextrose. The gpa1∆UD mutant strain was 

generated by transformation of AflII digested pRS406-gpa1_trunc∆UD in wild type 

cells. In each case transformed cells were grown in SCD that lacked the appropriate 

nutrient or YPD with the appropriate drug.  

Plasmid Construction Both the native (scGpa1) and codon optimized Gpa1 

(coGpa1) were cloned into the bacterial expression vector pQlinkH (Addgene), which 

contains an N-terminal Tobacco Etch Virus (TEV) protease-cleavable 6XHis tag, 

using the BamHI and NotI restriction sites. Efficient TEV protease cleavage required 

the use of Gpa1ΔN lacking the first 38 amino acids, which are predicted to be 

unstructured based on alignment with Gαi (Coleman et al., 1994). The pRS406-

STE2-GFP integrating vector was constructed by PCR amplification of 

approximately 900 base pairs from the 3’ end of STE2 in frame with GFP from the 

Yeast GFP strain collection (Invitrogen, Life technologies). Genomic DNA from the 

above strain was amplified with flanking KpnI and SacI sites for introduction to 

pRS406. The pRS406-gpa1_trunc∆UD integrating vector was constructed by PCR 

amplification of gpa1∆UD from pRS406-gpa1∆UD-GFP minus the first 81 base pairs of 

Gpa1. The PCR product was flanked by XbaI and SacI sites for introduction to 
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pRS406. Site directed mutagenesis was used to introduce a silent mutation at bp 

181 to generate an AflII site for integration. Construction of the pRS406-GPA1-GFP, 

pRS406-gpa1∆UD-GFP, pRS423-FUS1-lacZ, and pADM4-GPA1 vectors have been 

described previously (Hoffman et al., 2002; Song et al., 1996; Wang et al., 2005). 

Bacterial protein expression and purification. Generating the quantities of 

pure Gpa1 necessary to complete biophysical studies has been a barrier to 

progress, both because of low initial protein expression and impurities, necessitating 

additional purification steps. We optimized the process using small-scale batch 

purification and TEV protease-cleavage to release protein from the nickel beads. 

E.coli were lysed by homogenization (NanoDeBee) at 1000 psi in 25 mM potassium 

phosphate buffer pH 7.0 with 300 mM KCl and 250 µM tris(2-

carboxyethyl)phosphine (TCEP). After clarification by centrifugation, the lysate from 

500 ml of cell culture was bound to 1 ml Ni-NTA agarose bead slurry (Qiagen), pre-

equilibrated in phosphate buffer, pH 7.0 for 20 min at 4oC. The beads were washed 

three times at 4oC with 25 mM phosphate buffer, pH 7.0 with 300 mM KCl, then 

three times with Gpa1 buffer (25 mM phosphate buffer, pH 7.0 and 100 mM KCl) 

with 100 µM GDP and 500 µM TCEP. Gpa1 was cleaved from the beads by 

incubation at 4oC overnight with 500 ug TEV protease. The final product was judged 

> 95% pure by SDS–PAGE. Protein was stored at 4oC (never frozen) and used 

within two days. While the use of TEV protease-cleavage to release Gpa1 

decreased the yield from the first purification step (about half of the Gpa1 remains 

on the beads), this loss in efficiency is mitigated by the increase in purity (does not 

require further dialysis or purification steps). Furthermore, we found that 46% of the 



114 

codons in Gpa1 are rarely used in E. coli, which can significantly reduce the 

efficiency of expression (Clarke and Clark, 2008). A codon optimized Gpa1 yielded 

18 mg/l, an increase of 11-fold over the original method. 

Circular Dichroism- Circular Dichroism (CD) experiments were performed 

from 190 nm – 260 nm on a Chirascan plus CD spectrometer. Spectra of 5 µM 

protein were recorded in 25 mM Potassium Phosphate buffer, pH 7.0, 100 mM KCl, 

50µM GDP, 50 µM MgCl2, and 550 µM TCEP at 25oC using a 1 mm quartz cell. 

Buffer background was subtracted from the spectra. 

Quantitative Mass Spectrometry of ABD-Labeled cysteines- Gpa1ΔN was 

diluted to 2 µM in 25 mM phosphate buffer, pH 7.0 and 100 mM KCl with 50 µM 

GDP or GTPγS. Protein sample was mixed with 4-fluoro-7-

aminosulfonylbenzoflurazan (ABD–F, Anaspec) on ice (final concentration, 2 mM). 

20 µL aliquots of the sample were reacted for three minutes at either 42oC or 70oC 

and then transferred to ice to quench ABD-F labeling. Samples were prepared for 

Mass Spectrometry and analyzed as described by Isom et al. (Isom et al., 2013). 

Data collected on a Nano-Acquity HPLC solvent delivery system (Waters Corp.) 

connected through an electrospray ionization source interfaced to an LTQ Orbitrap 

Velos ion trap mass spectrometer (Thermo Electron Corp.).  

Thermal Stability of Gpa1- The fast quantitative cysteine reactivity (fQCR) 

method (Isom et al., 2011) was employed to measure changes in Gpa1 thermal 

stability. Briefly, 2 µM protein was incubated with 1 mM ABD-F at pH 7.0 in the 

presence of 20 µM GDP or GTPγS and 2 mM MgCl2 at the desired temperature for 

three minutes. The reaction was quenched with HCl and ABD-F fluorescence was 
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measured on a PHERAstar plate reader (BMG Labtech, excitation at 400 nm and 

emission at 500 nm). The data were normalized and fit to determine the temperature 

at which half the protein was unfolded, representing the melting temperature (Tm). 

Results are the mean ± s.d. (n=4). 

MANT-Nucleotide Dissociation Assay- Gpa1 was exchanged into 25 mM 

potassium phosphate buffer, pH 7.0, 100 mM KCl, 50 µM MgCl2, and 100 µM GDP. 

To initiate association, 1 µM Mant-GDP was added to 1 µM protein. Gpa1 was 

determined to be fully loaded when the fluorescence intensity reaches a maximum at 

approximately 250 sec. Association was measured as a change in fluorescence 

intensity over time (excitation: 360 nm, emission: 440 nm) (LS50B Perkin–Elmer 

Luminescence Spectrometer). MANT-GDP dissociation was initiated by the addition 

of 500 µM unlabeled GDP. Fluorescence data were fit in GraphPad Prism 

(GraphPad Software; San Diego, CA) to a one–phase exponential association or 

decay curve. Results are the mean ± s.d. (n=4). 

Intrinsic GTP Binding and Hydrolysis- Purified Gpa1 (200 nM) was 

equilibrated in a cuvette with 25 mM phosphate buffer, pH 7.0, 100 mM KCl, and 50 

µM MgCl2. GTP at a final concentration of 200 nM was added to the cuvette, and 

GTP binding and hydrolysis was monitored by the change in intrinsic fluorescence of 

Gpa1 that occurs upon rearrangement of the tryptophan near the nucleotide binding 

region (excitation at 284 nm and emission at 340 nm). Data was collected on a 

Perkin Elmer Luminescence Spectrometer and analyzed using GraphPad Prism 

(GraphPad Software; San Diego, CA). Results are the mean ± s.d. (n=3). 

Microscopy screen for Gpa1 and Ste2 trafficking-BY4741-derived mutants 
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lacking specific ubiquitin binding domain containing proteins (disrupted using the 

KanMX G418-resistance marker, from Research Genetics, Huntsville, AL) were 

used for the screen. PEP4 was disrupted in the deletion mutant strains by single-

step gene replacement with pep4::HIS3 (this work). Gpa1-GFP was introduced in 

each strains individually by transformation of pRS406 Gpa1 GFP after digestion with 

HindIII (Wang et al., 2005). Separately, Ste2-GFP was introduced in the deletion 

mutants by transformation of pRS406 Ste2 GFP (this study) after digestion with AfeI. 

Screen hits (deletion mutants that mislocalized Gpa1-GFP) were re-made in BY4741 

and BY4641-derived strains by gene replacement with KanMX4 using pFA6KanMX 

as the template (Wach et al., 1994). All deletions were verified by PCR and 

nucleotide sequence analysis and analyzed for Gpa1-GFP localization. 

Transcriptional reporter assays - Pheromone sensitivity was measured by 

a transcriptional reporter assay (Hoffman et al., 2002) as described earlier. Briefly 

cells transformed with pRS423Fus1-LacZ were stimulated with different doses of 

pheromone for 90 minutes and β-galactosidase activity was measured to generate 

dose-response curves. 

Protein Detection- Briefly, cells either untreated or treated with 3 µM α-factor 

for 30 or 90 minutes were harvested in TCA (5% final concentration), washed with 

10mM NaN3 and pellets frozen at -80°C. Cell extracts were prepared by glass bead 

lysis in TCA as described before (Hao et al., 2007). Protein concentrations were 

determined by a colorimetric protein assay (Bio-Rad). To evaluate pheromone 

responses 25µg protein was loaded for each sample, whereas to evaluate Gpa1 

ubiquitination 40µg protein was loaded for each sample. Proteins were resolved by 
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running on 10% SDS-PAGE, transferred to nitrocellulose and detected by 

immunoblotting with Phospho-p44/42 MAPK antibodies at 1:500 (9101L, Cell 

Signalling Technology), Fus3 antibodies at 1:500 (sc-6773, Santa Cruz 

Biotechnology, inc.) anti-G6PDH at 1:50,000 (A9521, Sigma-Aldrich) and anti-Gpa1 

at 1:1,000 (Dohlman et al., 1993) . Immunoreactive species were visualized by 

chemiluminescent detection (PerkinElmer Life Sciences) of horseradish peroxidase-

conjugated anti-rabbit (170-5046) or at anti-goat at 1:10,000. Blots were eithet 

scanned using Typhoon Trio+ (GE healthcare) or developed by film exposure on 

HyBlot Cl autoradiography film (Denville Scientific) and band intensity was quantified 

using Fiji (National Institute of Health). 

Time-lapse imaging in microfluidics chambers A microfluidics device 

similar to the one described earlier was constructed (Hao et al., 2008). Early-mid log 

phase yeast cells were grown and loaded in the chamber and stimulated with the 

indicated dose of α-factor pheromone. DIC and/or GFP images were acquired every 

5 minutes for 8 to 12 hours using a 60X PlanApo objective under oil immersion. 

Images were captured using an Olympus Spinning disc confocal microscope 

equipped with a motorized XYZ stage and photometrics EM CCD camera.  

Quantitative Mating Efficiency Assay- The mating assay was performed as 

previously described (Sprague Jr, 1991). Equal amounts of early–log phase MATa 

cells (BY4741) and MATα cells (BY4742, leu2  his3  ura3  lys2  MET+) were 

mixed, sterile filtered onto nitrocellulose mebranes, and incubated on YPD plates at 

30oC for 4 hours. After incubation, cells were resuspened at an OD600 measurement 

was used to calculate the dilution necessary to plate 100 – 300 colonies. The cells 
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were plated onto SCD and SD with only His, Ura, and Leu. Mating efficiency was 

calculated by dividing the number of diploid colonies by the total number of colonies 

on the SCD plate. 
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Table 3.1: Strains used in Chapter III 
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Table 3.2: Plasmids used in Chapter III 
 
 
 
 
Name  Description Source 
pLicHis scGpa1 
pLicHis scGpa1ΔN 

pQlinkH coGpa1ΔN 

pRS406 Gpa1-GFP 
pRS406 gpa1110∆-GFP 
pRS406 Ste2-GFP 
pRS423 FUS1-lacZ 
pADM4 Gpa1 

AmpR, TEV cleavable 6XHis 
AmpR, TEV cleavable 6XHis 
AmpR, TEV cleavable 6XHis 
YIp AmpR URA3 GPA1-GFP 
YIp AmpR URA3 gpa1110∆-GFP 
YIp AmpR URA3 STE2-GFP 
2 µm AmpR HIS3 FUS1-lacZ 
2 µm AmpR LEU2 
ADH1p/ADH1t 
 

(Torres et al., 2009) 
This study 
This study 
(Wang et al., 2005) 
(Wang et al., 2005) 
This study 
(Hoffman et al., 2002) 
(Song et al., 1996) 
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Table 3.3: Oligonucleotide primer sequences used in chapter III 
 

S
eq

ue
nc

e 
5’

-3
’ 

G
TA

G
TA

G
G

G
TC

C
A

A
G

A
A

TG
A

A
A

TA
A

A
A

C
TG

TT
A

C
 

TA
C

G
C

G
G

C
C

G
C

A
TC

A
TA

TA
A

TA
C

C
A

A
TT

TT
TT

TA
A

G
G

 

G
G

A
G

G
A

G
G

A
TC

C
G

A
TA

A
A

A
A

TG
A

A
A

TT
A

A
A

C
TG

 

TA
C

G
C

G
G

C
C

G
C

A
TC

A
G

A
TA

A
TA

C
C

G
A

TT
TT

TT
TC

 

C
G

C
C

C
TG

TA
A

A
TT

C
A

TC
G

C
C

A
C

C
G

A
A

A
A

G
A

TA
A

TA
A

TA
C

C
C

G
TA

C
G

C
TG

C
A

G
G

TC
G

A
C

 

C
C

TT
A

TA
C

TT
A

TC
TA

TT
TG

TG
TT

A
TG

G
G

C
TA

C
A

TA
C

G
TA

G
A

G
G

A
TC

G
A

TG
A

A
TT

C
G

A
G

C
TC

G
 

C
C

TT
TT

TA
G

TT
TC

A
TT

G
A

G
A

C
C

A
A

TC
C

C
TC

 

G
C

A
TA

TT
A

TA
TA

C
TT

A
A

C
A

G
A

A
G

TA
C

A
A

TC
 

C
C

A
TC

G
G

TG
G

A
TT

G
A

A
C

TT
A

A
A

A
C

TG
G

C
TT

TA
A

A
TT

G
TT

C
TT

TC
C

C
G

TA
C

G
C

TG
C

A
G

G
TC

G
A

C
 

G
G

A
A

TA
C

A
A

A
G

G
A

C
G

C
G

A
TA

A
A

TA
C

C
TT

C
A

TC
TA

TA
A

G
C

A
A

A
C

C
A

TC
G

A
TG

A
A

TT
C

G
A

G
C

TC
G

 

G
C

TT
TG

TT
TA

TC
G

C
C

TC
C

TT
G

A
A

TT
G

C
A

A
C

 

C
TG

C
A

G
C

G
A

G
G

A
G

C
C

G
TA

A
T 

C
G

G
A

A
G

TA
A

A
A

G
A

TA
C

TA
TT

G
TT

G
A

A
A

G
G

TA
C

TT
C

TC
A

C
TA

C
A

A
G

G
C

G
TA

C
G

C
TG

C
A

G
G

TC
G

A
C

 

C
C

TT
A

G
A

G
TC

TA
A

TT
TA

TG
TC

C
G

TA
A

A
TA

G
A

A
G

TT
TT

C
G

G
A

TT
G

C
G

A
TC

G
A

TG
A

A
TT

C
G

A
G

C
TC

G
 

G
TG

G
C

G
A

TG
A

A
G

G
TT

C
A

C
TA

TG
TT

C
TT

TT
TT

C
 

G
A

A
TT

A
A

A
A

TA
G

A
A

G
G

G
G

TA
TT

G
TT

G
C

G
G

C
 

C
G

C
G

A
A

A
TA

A
TA

TA
G

C
G

C
G

TT
G

A
A

A
C

TA
A

TA
A

A
TA

G
A

TT
C

G
TG

A
A

G
C

C
G

TA
C

G
C

TG
C

A
G

G
TC

G
A

C
 

G
G

TA
A

A
TA

TG
A

TT
C

A
G

C
TT

C
G

A
G

G
A

A
G

A
A

G
TA

C
A

A
A

A
A

G
A

A
G

A
C

G
A

TC
G

A
TG

A
A

TT
C

G
A

G
C

TC
G

 

C
G

TC
G

A
G

C
TC

A
TA

G
C

TT
TT

TA
TT

G
TG

C
TT

TG
 

G
TA

A
TA

C
G

C
C

C
A

A
A

G
A

TT
A

TG
TG

G
TA

G
A

G
C

 

C
C

A
TC

G
G

TG
G

A
TT

G
A

A
C

TT
A

A
A

A
C

TG
G

C
TT

TA
A

A
TT

G
TT

C
TT

TC
C

A
G

A
TT

G
TA

C
TG

A
G

A
G

TG
C

A
C

 

G
G

A
A

TA
C

A
A

A
G

G
A

C
G

C
G

A
TA

A
A

TA
C

C
TT

C
A

TC
TA

TA
A

G
C

A
A

A
C

C
C

TG
TG

C
G

G
TA

TT
TC

A
C

A
C

C
G

 

C
G

C
G

A
A

A
TA

A
TA

TA
G

C
G

C
G

TT
G

A
A

A
C

TA
A

TA
A

A
TA

G
A

TT
C

G
TG

A
A

G
C

A
G

A
TT

G
TA

C
TG

A
G

A
G

TG
C

A
C

 

G
G

TA
A

A
TA

TG
A

TT
C

A
G

C
TT

C
G

A
G

G
A

A
G

A
A

G
TA

C
A

A
A

A
A

G
A

A
G

A
C

G
C

TG
TG

C
G

G
TA

TT
TC

A
C

A
C

C
G

 

C
G

C
C

C
TG

TA
A

A
TT

C
A

TC
G

C
C

A
C

C
G

A
A

A
A

G
A

TA
A

TA
A

TA
C

A
G

A
TT

G
TA

C
TG

A
G

A
G

TG
C

A
C

 

C
C

TT
A

TA
C

TT
A

TC
TA

TT
TG

TG
TT

A
TG

G
G

C
TA

C
A

TA
C

G
TA

G
A

G
G

C
TG

TG
C

G
G

TA
TT

TC
A

C
A

C
C

G
 

A
TG

C
G

G
TA

C
C

C
TT

C
TT

G
TG

G
C

TT
C

TA
TT

G
A

G
A

C
TT

C
A

C
TG

G
 

G
C

A
TG

A
G

C
TC

C
G

A
C

C
TC

A
TA

C
TA

TA
C

C
TG

A
G

A
A

A
G

C
A

A
C

C
 

TG
TC

TG
A

G
G

A
A

G
A

G
TT

A
G

A
A

A
 

A
G

TA
TC

TT
TG

G
G

C
TG

C
G

G
TT

A 

G
TG

A
C

C
TA

G
TA

TT
TA

A
TC

C
A

A
A

TA
A

A
A

TT
C

A
A

A
C

A
A

A
A

A
C

C
A

A
A

A
C

TA
A

C
A

G
A

TT
G

TA
C

TG
A

G
A

G
TG

C
A

C
 

C
TC

TC
TA

G
A

TG
G

C
A

G
A

A
A

A
G

G
A

TA
G

G
G

C
G

G
A

G
A

A
G

TA
A

G
A

A
A

A
G

TT
TA

G
C

C
TG

TG
C

G
G

TA
TT

TC
A

C
A

C
C

G
 

C
G

TA
A

C
C

TC
TT

A
TC

A
A

C
TG

G
TT

A
A

G
 

G
A

TT
TC

A
A

A
TG

TT
TC

TA
G

A
G

C
G

C
A

G
 

G
C

G
C

C
TT

TG
G

A
TG

A
G

G
C

A
C

TT
TC

C
 

N
am

e 

sc
G

pa
1Δ

N
_F

w
d 

sc
G

pa
1Δ

N
_R

ev
 

co
G

pa
1Δ

N
_F

w
d 

co
G

pa
1_

R
ev

 

dd
i1
∆ 

K
an

M
X

(F
) 

dd
i1
∆ 

K
an

M
X

(R
) 

dd
i1

 c
on

f D
(F

) 

dd
i1

 c
on

f D
(R

) 

bu
l1
∆ 

K
an

M
X

(F
) 

bu
l1
∆ 

K
an

M
X

(R
) 

bu
l1

 c
on

fD
 (F

) 

K
an

B
 (R

) 

ru
p1
∆ 

K
an

M
X

(F
) 

ru
p1
∆ 

K
an

M
X

(R
) 

ru
p1

 c
on

fD
 (F

) 

ru
p1

 c
on

fD
 (R

) 

ed
e1
∆ 

K
an

M
X

(F
) 

ed
e1
∆ 

K
an

M
X

(R
) 

ed
e1

 c
on

f D
 (F

) 

ed
e1

 c
on

f D
 (R

) 

bu
l1

D
 H

IS
 (F

) 

bu
l1

D
 H

IS
 (R

) 

ed
e1

D
 L

E
U

 (F
) 

ed
e1

D
 L

E
U

 (R
) 

dd
i1

D
 L

E
U

 (F
) 

dd
i1

D
 L

E
U

 (R
) 

S
te

2_
Fw

d 
(F

) 

S
te

2_
R

ev
 (R

) 

B
em

1H
is

 (F
)  

B
em

1H
is

 (R
) 

P
ep

4 
D

 (F
) 

P
ep

4 
D

 (R
) 

P
ep

4 
D

 c
on

f(F
) 

P
ep

4 
D

 c
on

f(F
) 

H
is

3 
se

q 
(F

) 

* Red sequence binds pFA6-KanMX or a pRS40X series vector. Restriction enzyme 
sites are in bold font. 
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Table 3.4: Optimization of Gpa1 purification 
                    
 
 
 
 
 

 
 
 
 
 
Table 3.4 Optimization of Gpa1 purification.  
Construct describes the expression vector used. Induction, estimate of the quantity of Gpa1 
produced in E. coli. Purification, method used for His purification. Purity, percent 
homogeneity after His column purification. Values are estimated from SDS-PAGE and 
Coomassie staining. Final yield given in the last column in mg/l. 
  



 

 
 

 
 
 
 
 

CHAPTER IV 

 

CONCLUSIONS AND GENERAL DISCUSSION* 

 

 G proteins and their associated receptors are among the most well studied 

signaling molecules. They mediate vital functions such as responses to hormones, 

neurotransmitters, and sensory inputs such as light, odors and taste, making them 

extremely important for human health and disease (Russ and Lampel, 2005; 

Thompson et al., 2008). While we have a good understanding of the basic 

architecture of G protein signaling systems, details of their regulation and 

dependence on factors such as cellular noise, protein posttranslational modification 

and trafficking are just beginning to be uncovered (Clement et al., 2013; Colman-

Lerner et al., 2005; Irannejad et al., 2013). Consequently a better understanding of 

spatiotemporal regulation of signaling, particularly at the level of individual cells, will 

enable the development of more effective disease intervention strategies. 

 In this thesis, I demonstrate a novel role for the Regulator of G protein 

Signaling (RGS) protein in suppression of cell-to-cell variability. Using the yeast 

mating pathway as a model my co-contributors and I evaluated the ability of two 

activities of the RGS protein (Sst2) -GAP activity and receptor coupling to mediate 

signal suppression and noise suppression. Through biochemical assays and single 

                                            
* Figures 4.1, 4.2, 4.3 and 4.5 contributed by Gauri Dixit. Figure 4.4 contributed by Joshua B. Kelley 
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cell analysis we found that both activities are equal contributors to signal 

suppression, but only GAP activity is responsible for noise suppression. Moreover, 

we found that the RGS-GAP activity limits variability in transcription as well as in 

morphogenesis. Suppression of variability in morphogenesis facilitates proper cell 

polarization and gradient tracking and thereby enables effective decision making in 

response to pheromone. Furthermore we were able to show for the first time that 

noise is dynamically regulated. We used mathematical modeling to understand the 

differences in noise dynamics in the presence and absence of Sst2, which points 

towards abundance/activity in pathway components upstream of the MAPK as a 

major source of variability in pathway output. However, the consequence of changes 

in noise in gene transcription is still not clear. Furthermore, the role of the receptor 

coupling function in Sst2 activity remains to be addressed.  

In another project, my co-contributors and I found that G protein trafficking via 

endocytosis is required for appropriate pheromone stimulated morphogenesis. 

Through structural and biophysical studies we first determined that the ubiquitination 

domain of Gpa1 does not alter Gpa1 structure or function. Consequently by 

screening a panel of gene deletion mutants, each lacking a different ubiquitin-

binding domain protein, we identified seven proteins needed to deliver Gpa1 to the 

vacuole compartment.  Four of these proteins (Ede1, Bul1, Ddi1 and Rup1) were 

distinct from those needed for trafficking of the pheromone receptor Ste2. This work 

represents the first analysis of the consequences of Gα trafficking to the biology of 

the cell in a non-visual signaling system. Whether the newly identified G protein 

regulators bind indirectly or directly to Gpa1 is still under assessment.  
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Finally, through a collaborative effort we discovered that G proteins can act as 

points of cross talk between signaling pathways (presented in the Appendix). When 

yeast are nutritionally deprived, Gpa1 undergoes phosphorylation. Phosphorylated 

Gpa1 is associated with dampened mating response and delayed morphogenesis in 

response to pheromone.  Overall, this work reveals three disparate instances where 

spatiotemporal modulation of G protein activity affects cellular morphogenesis. 

These add to the growing list of mechanisms that regulate signal transduction under 

different conditions. In this chapter, I discuss the implications of the work presented 

in this thesis, and speculate on the future direction of analysis of cell-to-cell 

variability and G protein trafficking in yeast.  

 

Noise regulation in yeast signaling  

Stochastic variation is intrinsic to biology. Signaling cascades are composed 

of a larger number of proteins, each of which may exhibit varying degrees of noise in 

activity or abundance (Newman et al., 2006). It is conceivable that noise in the 

expression of each gene will affect the final response. Therefore we postulated that 

noise suppression is encoded within signaling systems. We found that Sst2 is the 

main signal attenuator as well as a major noise suppressor in the yeast mating 

pathway. Our findings are consistent with theoretical predictions that negative 

feedback networks mediate  noise suppression (Becskei and Serrano, 2000; 

Dublanche et al., 2006; Voliotis and Bowsher, 2012; Zhang and Chen, 2012). 

As discussed in Chapter II, Sst2 acts early in the pathway at the level of the G 

protein and the receptor. Therefore any effects on noise were likely to be propagated 
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(amplified) to downstream events, adding substantially to the variability of the final 

readout.  We demonstrated that in the absence of Sst2 there was approximately a 

50% increase in noise (CV) in basal mating transcription (Chapter II, Figure 2.3 D). A 

similar increase in noise was seen in the GAP mutant (which abrogates G protein-

RGS interaction) but not in the receptor uncoupling mutant (which abrogates RGS-

receptor interaction), even though these two mutants were equally sensitive to 

pheromone (Chapter II, Figure 2.1). Using the same assay we saw an identical 

increase in the “benchmark” dig1Δ strain, reported previously to elevate CV in the 

absence of pheromone (McCullagh et al., 2010), suggesting that the increase in 

noise was significant and biologically relevant. As we predicted, cells lacking Sst2 or 

specifically Sst2-GAP activity displayed heterogeneous morphologies in response to 

pheromone, were unable to maintain directional polarization or track a pheromone 

gradient. Together the morphological variations resulted in a severe mating defect in 

the absence of GAP activity. Unexpectedly none of the morphological or polarization 

defects listed above were observed in the receptor uncoupled mutant, which was as 

sensitive to pheromone. Consequently, the receptor uncoupled mutant mated as 

efficiently as wild type cells.  

The difference in mating response between two equally sensitive strains is 

surprising. For a long time researchers have postulated that initial super-sensitivity 

governs partner discrimination and that an increase in sensitivity is always 

accompanied by mating defects (Jackson and Hartwell, 1990). What our results 

have shown is that random stochastic changes in polarization (but not increased 

sensitivity) are responsible for mating defects.   
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  To mediate the pheromone response, there are two effector systems 

downstream of the G protein: one that activates the MAP kinase cascade and the 

mating gene transcription and a second that triggers Cdc42-dependent 

morphological changes (Hao et al., 2007).  Given that Sst2-GAP function acts at the 

top of the pathway, it is not surprising that it suppresses noise in the output of both 

effector systems. However this raises the question of whether noise in effector 

systems is insulated from each other or does noise in one system also directly 

induce noise in the other? We addressed this question using Dig 1 which is a 

transcriptional repressor and is involved in the mating transcription system but not in 

morphogenesis. In the absence of Dig1, there is an increase in transcriptional noise 

but no changes in morphogenesis or gradient tracking. We also tried using the 

opposite approach where we monitored transcriptional noise in three deletion 

mutants each lacking a Cdc42 GAP (rga1∆, rga2∆ and bem3∆) to ascertain whether 

disruptions in the morphogenesis branch has any effect on transcriptional noise. As 

shown in Figure 4.1, loss of Cdc42 GAPs does not affect basal noise. Furthermore 

there are no significant differences in pheromone-induced noise dynamics when 

comparing the GAP mutants to wild type cells. Although these data are preliminary, 

they suggest that disruptions in one effector system may not obligatorily lead to 

noise in the other.  

Gene expression is the most well studied measure of noise, but other cellular 

processes such as protein localization and cytoskeletal changes may also contribute 

to generating variability. The work presented here highlights the importance of 

measuring multiple network nodes in single cells over time (McCullagh et al., 2009; 
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Figure 4.1 

 

 

 

 

 
Figure 4.1 Cdc42-GAPs do not affect noise in gene expression in the pheromone 
pathway. Pheromone pathway specific reporter FUS1-GFP was integrated at the FUS1 
promoter; reference reporter ADH1-mCherry was integrated at the ADH1 promoter in wild 
type cells and mutant strains lacking one Cdc42-GAP each (rga1∆, rga2∆ and bem3∆). 
Cells were treated with150 nM α-factor and fluorescence and CV measurements were made 
every 6 min. There was no significant difference in the basal CV of wild type cells and 
Cdc42 GAP deletion mutants. Minor changes were observed in pheromone induced 
transient changes in noise.  
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Purvis and Lahav, 2013). Accordingly, we employed gene expression and 

morphogenesis as our read-outs for noise. In the future, coupling gene expression 

measurements with simultaneous phenotypic analysis of morphology will provide an 

even clearer understanding of Sst2 mediated noise suppression and how it affects 

cell fate decisions.  

Measuring noise in other events upstream of gene transcription will be 

informative in determining which particular processes within the pathway are most 

susceptible to perturbations. In the context of yeast mating, Yu et al. monitored the 

output of two processes before gene transcription. These included activation-

induced G protein dissociation and recruitment of the scaffold Ste5 to the membrane 

(Yu et al., 2008). The authors were able to show that both these events occurred 

within a minute after stimulation, pointing to the feasibility of such early 

measurements. Accordingly we are developing a triple GFP tagged Ste5 reporter as 

a marker for Ste5 membrane recruitment and Gβ activation (Winters et al., 2005). 

The Ste5XGFP3 reporter is expressed from the endogenous STE5 gene locus. Ste5 

is expressed at only a few hundred molecules per cell and is difficult to image 

(Thomson et al., 2011). Thus a triple GFP tag enables easier visualization without 

any change in pathway sensitivity (Figure 4.2). Preliminary analysis shows that there 

is an overall increase in Ste5 membrane localization upon pheromone treatment. 

Initially there is rapid stochastic wandering over the entire membrane and eventually 

Ste5 accumulates at the site of polarization. Unexpectedly we find that the intensity 

of polarized Ste5 in individual cells becomes more variable over time, while the 

intensity of total membrane localized Ste5 is not as variable (Figure 4.3) (This initial 
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Figure 4.2 

 

 

  

Figure 4.2 Ste5-GFPX3: a new reporter of the pheromone pathway. In order to better 
visualize Ste5, we introduced a tandem repeat encoding three GFP molecules downstream 
3’ ORF of Ste5. The cloning was based on a pFA6KanMx integrating plasmid that eliminated 
the stop codon of Ste5. Ste5 is a scaffold with many binding partners (including Ste2, Ste11, 
Ste7 and Fus3). Therefore we first tested whether having a bulky group attached to the C 
terminal disrupted any of its activities by monitoring pathway activation in the tagged strain 
versus a wild type untagged strain. (A) Ste5 with three tandem GFP molecules expressed 
from its endogenous locus. (B) Time course of MAPK activation. Wild type and Ste5-GFPX3 
cells were stimulated with 3µM α factor and samples collected at the indicated times and 
probed by immunoblotting with p44/42 (P-Fus3, P-Kss1), Fus3 and G6PDH (load control) 
antibodies. (C) Transcriptional activation (β-Galactosidase activity) was measured 
spectrofluorometrically in both strains. Cells expressing FUS1-lacZ were exposed to the 
indicated concentrations of α factor for 90 min. (D) Halo Assay to measure pheromone 
induced growth arrest in two Ste5-GFPX3 clones and one wild type colony. Disks were 
spotted with 15 and 75 µg α factor. 
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analysis was done in collaboration with Meng Jin, a former graduate student in Dr. 

Tim Elston’s lab). Analysis of Ste5 dynamics in single cells remains an area of 

investigation in the lab. One of the immediate questions being addressed is how the 

dynamics and variability in Ste5 recruitment are affected by Sst2. To summarize, a 

good understanding of the various time scales of pathway output is necessary to 

fully understand the causes and consequences of noise regulation. Reaching this 

goal will require further advancements in our ability to monitor multiple parameters 

such as transcription, protein subcellular localization, cellular growth rates and 

morphologies among others. 

Investigations on the regulation of noise in gene expression in yeast have 

suggested that noise in gene expression may be a negative trait. Accordingly yeast 

have evolved mechanisms to minimize noise. (Fraser et al., 2004). Our results 

support the idea of noise suppression in yeast signaling networks. Other processes, 

such as cell cycle progression can be intrinsically noisy. In yeast it has been shown 

that Cln2 is the only G1 cyclin that reduces noise in the transition from G1 to 

START(Bean et al., 2006). Cln2 maintains cell cycle regularity by promoting 

coherence of events such as gene expression and bud morphogenesis at START 

(Bean et al., 2006; Di Talia et al., 2007). It will be interesting to see how other 

cellular processes cope with variability, and to what extent this variability is adaptive. 

However there is also evidence showing that yeast have evolved mechanisms to 

maintain variability in certain processes. An example is variability seen in the 

expression of stress response genes (Newman et al., 2006). Recently it was shown 

that slow-growing yeast cells resist stress better than fast-growing cells, thanks in 
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Figure 4.3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 

Figure 4.3 Increased recruitment and variable polarization of Ste5 at the membrane in 
response to pheromone. (A) Initially Ste5-GFP fluorescence is nuclear and/or diffuse 
cytoplasmic. Pheromone stimulation promotes exit of Ste5 from the nucleus and recruitment 
at the membrane. Cells were treated with 150nM α factor (downward arrow). For the first 
few minutes Ste5 wanders at sites all over the membrane and eventually it accumulates at 
the presumptive site of polarization. Bottom left, plot showing mean increase in Ste5 total 
membrane intensity (membrane recruitment), calculated as Im / Icyt (Im= Intensity at 
membrane; Icyt=Intensity in the cytoplasm). Bottom right, plot showing mean increase in 
polarization of Ste5 at the membrane over time calculated as Ibright/Idark. (Ibright=Intensity of the 
brightest spot with a fixed size; Idark= Intensity of Ste5 along the rest of the membrane). (B) 
Increased recruitment of Ste5 membrane recruitment in the presence of pheromone in 
single cells. (C) Over time the noise (CV) in total Ste5 membrane recruitment stays the 
same. However noise in Ste5 polarization increases over time. 
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part to higher levels of a stress-related protein (Tsl1) (Levy et al., 2012). It is 

important to understand how yeast are able to switch between slow and fast states. 

Doing so will enable better understanding of bet hedging in malignant cells where 

cells switch between many states and are therefore resistant to chemotherapeutics 

(Brock et al., 2009).  

 

Emerging roles for Sst2 and their implication for human RGS proteins 

 Sst2 is the founding member of the RGS family. It was identified as a mutant 

that was supersensitive to pheromone.(Chan and Otte, 1982a; Chan and Otte, 

1982b; Dohlman et al., 1996). Although traditionally thought to be a signal attenuator 

causing pathway deactivation, mounting evidence in the last decade suggests more 

roles for Sst2 than originally proposed. Additional functions attributed to Sst2 are (i) 

promoting pheromone-dependent membrane recruitment of Ste5, (ii) conferring the 

ability to track a pheromone gradient and (iii) binding to the Ste2 receptor (Ballon et 

al., 2006; Segall, 1993; Yu et al., 2008). Therefore Sst2 is a kinetic regulator that fine 

tunes signal activation. Previous work by Seikhaus et al surmised that loss of Sst2 

results in spontaneous G protein activation in a subset of the population. This work 

was based on measurements done with plasmid borne reporters (Siekhaus and 

Drubin, 2003). The work presented here conclusively adds noise suppression as yet 

another function of Sst2. Our measurements using chromosomally expressed 

reporters, microfluidics and time lapse single cell microscopy demonstrate for the 

first time that Sst2 regulates dynamic changes in transcriptional noise and 

morphogenesis in the presence of pheromone.  
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The mechanism by which Sst2 restricts noise in mating gene transcription is 

readily explained by our stochastic model of pathway activation. Our model predicts 

that Sst2-GAP activity normally ensures that basal MAPK activity is minimal. 

Therefore, variability due to fluctuations in upstream pathway components (both 

activity and abundance) is not propagated through the pathway. Going ahead, it will 

be important to test this prediction by precisely measuring noise in expression of 

early pathway components. Available data from high-throughput analysis suggests 

that the MAPKKK Ste11, the MAPKK Ste7 and the MAPK scaffold Ste5 are highly 

variably expressed (Newman et al., 2006). 

However there are two important questions that this work raises: (1) At the 

molecular level how does Sst2-GAP activity limit variability in morphogenesis 

and promote efficient gradient tracking? and (2) what is the role of Sst2-

receptor coupling in the cell? In collaboration with the Elston lab at UNC we have 

begun addressing both of these questions.   

In the absence of Sst2-GAP activity, cells show stochastic changes in 

orientation during elongated growth. Additionally these mutants display an increased 

mobility of their polar patch, suggesting the loss of a boundary that restricts polar 

cap movement. Septins are cytoskeletal scaffolds that form a boundary between 

mother and daughter during mitosis (Caudron and Barral, 2009; Gladfelter et al., 

2005). Upon tracking Sst2-GFP in pheromone stimulated cells, we saw Sst2 

localized to presumptive areas of septin deposition at particular times (chapter II, 

Figure 2.4 E). Therefore we hypothesize that Sst2-GAP is necessary for 

establishment of a septin boundary to limit movement of the Cdc42 polarity patch. 
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So far our results monitoring septin and Cdc42 localization are consistent with this 

hypothesis. In wild type cells, we found that septins form structures at the periphery 

of the cell during elongated growth, but were excluded from the polar patch. 

However, in the absence of Sst2 (GAP activity), septins display significant 

colocalization with the polar patch and are not incorporated into normal structures at 

the cell periphery (Figure 4.4). Formation of proper septin structures is an interplay 

of endocytosis and exocytosis (Okada et al., 2013). We are now examining which of 

these two are regulated by Sst2-GAP activity to ensure proper septin boundary 

formation. Our preliminary results examining the distribution of an array of endocytic 

and exocytic markers in wild type and mutant cells suggests that GAP activity is 

required for separation of septins from sites of endocytosis.   

Addressing the role of Sst2-receptor coupling, we believe that Sst2 regulates 

receptor dynamics at the plasma membrane. It is known that in the absence of 

pheromone the receptor is uniformly distributed along the membrane. Upon 

stimulation Ste2 is phosphorylated by Yck1/2 and subsequently ubiquitinated, 

endocytosed and degraded (Hicke et al., 1998; Jenness and Spatrick, 1986; 

Schandel and Jenness, 1994). Over time new gene transcription promotes recovery 

of the receptor at the membrane in the form of a polarized crescent. We monitored 

Ste2 membrane distribution over time in the presence and absence of Sst2. We 

found that Sst2 normally blocks Ste2 endocytosis. By blocking receptor endocytosis 

Sst2 helps to convert a weak initial polarization of Ste2 to complete receptor 

polarization. The above data suggests that Sst2-receptor binding has not just 

evolved for positioning the receptor and G protein in close proximity as thought 
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Figure 4.4 

                                                    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4 Sst2 GAP activity promotes separation of septins from the polar cap. 
Merged DIC and fluorescence images with Bem1-GFP (polar cap) and Cdc3-mCherry 
(septin). Cells were treated with 300nM pheromone in a microfluidic chamber and imaged 3 
hours after treatment. Greater co-localization of septins and Bem1 GFP is seen sst2∆ and 
gpa1G302S.
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before (Ballon et al., 2006). Instead Sst2 also regulates receptor endocytosis and 

steady state levels in response to pheromone.  

RGS proteins have been found to be important in plants, fungi, worms and 

mammalian cells. Across species they possess a conserved region called the RGS 

domain, wherein resides their ability to act as GTPase accelerating proteins (GAPs) 

(Berman et al., 1996; Koelle and Horvitz, 1996; Popov et al., 1997; Siderovski et al., 

1996; Watson et al., 1996). As we learn more about their structures and functions, 

we are beginning to realize that RGS proteins play roles beyond G protein turn off. 

For instance there are over 30 members in the mammalian RGS family which are 

classified into several subclasses based on sequence and diverse functional 

domains (Willars, 2006). In addition to acting as GAPs, RGS proteins have been 

shown to bind other cellular components such as receptors, calmodulin and tubulin 

to mediate such effects as cytoskeletal rearrangement and activation of small G 

proteins (Bansal et al., 2007). Unsurprisingly RGS proteins have been implicated in 

many diseases including brain disorders like parkinsons and schizophrenia, cancers 

and retinitis pigmentosa among others (Bansal et al., 2007; Hurst and Hooks, 2009). 

Accordingly RGS proteins are prime drug targets (Neubig, 2002; Riddle et al., 2005; 

Sjogren, 2011; Zhong and Neubig, 2001). Sst2 mediated noise suppression may 

represent a general activity for all RGS proteins- and might be important in 

understanding human physiology and pharmacology. Suppression of cell-to-cell 

variability relies only on the GAP activity, which is the common thread among all 

RGS proteins. Furthermore it is significant that the morphological defects seen in the 

absence of GAP activity are due to defects in septin organization as septins are also 
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important in human physiology. Improper septin assembly has been implicated in 

several diseases including cancer, bacterial infections and neurodegenerative 

diseases (Saarikangas and Barral, 2011; Spiliotis and Nelson, 2006).  

Studying cell-to-cell variation has practical implications for the development of 

new drugs (Cohen et al., 2008; Spencer et al., 2009). For example, if a cancer drug 

enhances the sensitivity of cells for a proliferation blocker, but in doing so also 

changes the variability, it may result in a few cells that are not sensitive enough to 

the blocker and continue proliferation.  Clearly manipulating the level or activity of 

RGS proteins can have diverse and variable consequences. Given that any drug 

should confer a predictable response, the potential of RGS proteins as drug targets 

should be carefully considered. 

 

Emerging questions for the field of noise  

 While several studies have focused on the causes and consequences of 

noise, one area that has been relatively unexplored is how cell-to-cell variability 

contributes to aging and vice-versa (Somel et al., 2006).  Convincing evidence for 

the link between aging and variability comes from a study where it was shown that 

the cell-to cell variability in expression of several housekeeping genes increased in 

the hearts of older mice (Bahar et al., 2006). The authors demonstrated that treating 

young cardiac cells with hydrogen peroxide (causing genomic damage) increased 

gene expression variability. Conversely, it is also possible that variability determines 

aging. For example a study in C. elegans found that the expression of a heat shock 

reporter was highly stochastic between organisms and predictive of the life span of 
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the organism (Rea et al., 2005). The question of whether aging determines variability 

or variability causes aging is still an open ended one.  Furthermore it remains to be 

addressed whether certain genes that control aging (such as Sirtuins in yeast) are 

susceptible to noise or causative of noise.    

Recent advances in technology allowing the separation of mother-daughter 

pairs have enabled answering some of these questions related to aging and 

variability and non-genetic heritability in yeast (Lee et al., 2012; Zhang et al., 2012). 

One group has attempted to apply measure pheromone response in mother-

daughter pairs and tried to address whether related cells correlate better in terms of 

signal output compared to unrelated cells (Falconnet et al., 2011; Ricicova et al., 

2013). They were successful at developing a platform to efficiently assign cell 

lineages and show that mother-daughter responses correlate to a certain extent. 

However their results were uninterpretable with respect to the control of signaling as 

a function of age. We are now in a position to use the single cell assays we have 

developed and test whether aging affects signaling. Using calcofluor or FITC- WGA 

staining of the bud scars that form with each round of replication (Powell et al., 2003) 

we can sort yeast by flow cytometry into young and old cells. We can load these 

sorted populations in microfluidic chambers separately and observe the 

transcriptional output in the two populations. When compared with unsorted cells, 

this approach will ascertain whether or not age is a source of variability in signaling. 

Alternatively we can allow cells to replicate a few times in a microfluidic device, 

stimulate them with pheromone and monitor differences in gene expression in 

mother, daughter and grand-daughter cells. Additionally through this set up and the 
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use of a short-lived GFP reporter made by attaching a PEST degradation sequence 

(Mateus and Avery, 2000) (Figure 4.5 A) we can address addition questions about 

cellular memory. When cells are stimulated with the same signal repeatedly, does 

memory of the past response module subsequent responses? Is there a difference 

in the memories of mother-daughter or young/old cells? Preliminary data looking at 

two pulses of pheromone indicate that the average pheromone response of 

daughters may be a little higher than mother cells. When allowed a period of 

recovery between two pheromone pulses, daughter cells recovery faster compared 

to mother cells. Similarly, daughters mount a response to the second pulse of 

pheromone faster than mother cells (Figure 4.5 B). However, so far the problem with 

this approach has been overcrowding of the cells in the chamber as we allow them 

to undergo at least two divisions before stimulation. To circumvent this problem, we 

might have to revise the design of our microfluidic chamber.  

 Another area where tools have been limiting is the assessment of the 

consequence of noise under diverse stress situations. Our data have shown that 

there are dynamic changes in noise when cells respond to pheromone (Figure 2.3 E 

and F). What happens if we were to perturb the system during high or low noise 

states, with a second signal, say for instance salt induced osmostress? Will a high 

noise state lead to better survival, as seen in other cases of bet hedging? With the 

tools we have built, we have a platform where we can test how robust systems are 

to environmental changes and how perturbing noise affects the final outcomes. We 

are in a position where we can test whether increased variability allows better 

survival in stresses like salt, acid and peroxide. 
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Figure 4.5 

Figure 4.5 Analysis of pheromone responses in single cells as a function of age and 
memory (A) Generating a short lived GFP reporter for the pheromone pathway. GFP was 
tagged with a PEST rich 178 amino acid sequence (as described by Mateus and Avery, 
2000). Either regular (long lived) GFP or (short lived) GFP-PEST were chromosomally 
integrated under the control of the FUS1 promoter. Cells were treated with α factor for 90 
minutes to initiate transcription from the FUS1 locus. Subsequently cyclohexamide (CHX) 
was added to inhibit any further protein synthesis and samples taken for probing with GFP 
antibody at the indicated times. Regular GFP has an approximate half-life of 7 hours while 
GFP PEST was found to have a half-life of ~ 23 minutes. (B) Pheromone reporter FUS1-
GFP-PEST  was integrated at the FUS1 promoter; reference reporter ADH1-mCherry was 
integrated at the ADH1 promoter. Cells in a microfluidic chamber were subject to a short (30 
minute) pulse of 150 nM pheromone, followed by a 90 minute recovery period and re-
stimulation with pheromone for 90 minutes. The pheromone responses (normalized to 
mCherry) were measured in mother and daughter cells for each pulse. (M- mother, P1, 2 
 and 3 –first, second and third  generation daughters respectively). Pink rectangles- period  
 of pheromone treatment.  
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Furthermore, it will address the question of cross-talk and signal prioritization in 

single cells simultaneously responding to different stimuli (Nagiec and Dohlman, 

2012). 

 

G protein trafficking   

Although G proteins are primarily localized to the plasma membrane, 

evidence in multiple systems suggests that G proteins move between compartments 

in constitutive and activation-dependent ways (Wedegaertner, 2012). The most 

information about trafficking of the Gα and its consequences comes from the visual 

system. In the visual system Gα is trafficked from the rod outer segments to the 

inner compartments in a light dependent manner. Activation causes G protein 

dissociation which promotes internalization of the Gα and Gβγ (Slepak and Hurley, 

2008). Other examples of activation induced G protein trafficking come from 

drosophila visual system (Gαq) (Frechter et al., 2007) and from a mammalian non-

visual system (Gαs) (Wedegaertner et al., 1996). For each of the cases presented 

above there is strong evidence for a trafficking model whereby activated Gα 

translocates independently of the GPCR.  

In addition to activation induced trafficking, evidence for constitutive G protein 

trafficking is fast emerging. Most information for constitutive trafficking comes from 

non-visual systems. Gαo has been shown to shuttle between the plasma membrane 

and golgi endomembranes (Chisari et al., 2007). Despite the wealth of available 

literature, it is still not clear how trafficking of the G protein is mediated. The only 

mechanistic insight into trafficking suggests that palmitoylation - depalmitoylation 
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cycles determine localization of the G protein. However, the exact trafficking 

pathway for G proteins after movement off of the PM remains obscure. Major 

unanswered questions in the field include (A) Do both Gα and Gβγ translocate? (B) 

Is translocation mediated by diffusion or vesicle-mediate active transport? Our 

analysis for trafficking of the yeast Gα Gpa1 presented in Chapter III is the first study 

to show the trafficking machinery for constitutive Gα trafficking. Our results provide 

strong evidence in support of vesicle mediated transport.  While we were able to 

show that Gpa1 and the receptor have shared and distinct signaling components, we 

have yet to determine whether Gpa1 and Gβγ are internalized together. Furthermore 

we would like to conduct more imaging studies to further resolve the exact 

subcellular locations through which the G proteins traffic.   

 

Gpa1 monoubiquitination and trafficking 

There is a growing body of literature highlighting the importance of 

ubiquitination in several intracellular processes such as trafficking and regulation of 

signaling (Cappell et al., 2010; Hammond-Martel et al., 2012; Hurst and Dohlman, 

2013; Liu and Chen, 2011). Despite all the information available on ubiquitination, 

not many studies have explored the consequences of trafficking to proper signaling. 

Yeast Gpa1 has a 109 amino acid loop in the helical domain that we term the 

ubiquitination domain (UD). In Chapter III we presented data showing that the UD 

does not alter Gpa1 structure or activity. Removing the entire UD did not disrupt the 

secondary structure nor did it change GTP loading or hydrolysis.  However, Gpa1 

UD is important for mediating vacuolar trafficking of the G protein from the 
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membrane via endocytosis (Wang et al., 2005).   Since removal of the UD affected 

only trafficking but not Gpa1 form or function, it presented us with an opportunity to 

test the effects of trafficking on signaling outcomes, without any confounding effects 

on Gpa1 function. For the first time we were able to identify components of the 

trafficking machinery for Gpa1 and demonstrated that trafficking is important for 

prolonged pathway activation. In the absence of Gpa1 trafficking (gpa1∆UD) cells are 

unable to form multiple shmoos and mate half as well as wild type cells. While we 

have shown that there is no change in the activity of Gpa1 when the ubiquitination 

domain is removed, we don’t still know if ubiquitination itself alters the biochemical 

activity of Gpa1.  Answering this question requires purification of large quantities of 

monoubiquitinated Gpa1. Since the percentage of monoubiquitinated species in vivo 

is quite low, we may have to try to purify Gpa1 and chemically modify it in vitro 

(Baker et al., 2013). Another question that our results pose is why do we not observe 

multiple shmoos in the absence of Gpa1 trafficking? Clearly it is not due to pathway 

insensitivity as the MAPK activation and transcriptional response in gpa1∆UD  mutant 

were unaltered. We propose that presence of Gpa1 at the membrane might be 

inhibitory to some protein involved in polarization. It is certainly possible that by 

being present at the membrane all the time, Gpa1 might engage Gβγ, Sst2 which 

may be required for morphogenesis. 

 The trafficking pathway components identified through our microscopy 

screen (Bul1, Ede1, Ddi1, Rup1) represent potential G protein binding proteins. To 

test whether these proteins indeed bind to Gpa1 we will have to tag these proteins 

individually in a strain containing a tagged form of Gpa1 and to perform immune-



 

145 
 

precipitations to test binding. As a control we will have to do a similar analysis in a 

Gpa1 mutant lacking the UD. Alternatively we could do a mass spectrometry screen 

of proteins that pull down with Gpa1 compared to Gpa1 without the ubiquitination 

domain. Since most of these trafficking components have human homologues, the 

work done in yeast may shed some light on how trafficking might be mediated in 

more complex systems.  

The identification of components mediating G protein trafficking is just the 

beginning of an effort to understand the regulation of signaling by trafficking. The 

work presented here is part of an ongoing effort to identify novel G protein 

regulators. The list of known UBDs has grown since the work presented here was 

conducted (Winget and Mayor, 2010). Therefore, we need to screen the newly 

identified UBDs to determine their involvement in Gpa1 and Ste2 trafficking. The 

ultimate goal in this regard is to map out the entire trafficking pathway for Gpa1 and 

determine to what extent our findings apply to human systems. Identifying novel G 

protein regulators like those involved in trafficking may eventually lead to 

identification of novel therapeutics that may allow selective intracellular regulation of 

the G protein without perturbing other signaling functions. 

 

Conclusions 

Better understanding of the spatio-temporal regulation of G proteins is 

important in order to identify new drug targets and design more effective drugs. The 

work in this thesis evaluates a new function for a known regulator of signaling (noise 

suppression by RGS proteins); and identifies a new class of previously unknown G 
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protein regulators (UBD containing proteins) that mediate G protein trafficking. Both 

RGS and UBD proteins regulate cellular morphogenesis. The conserved GAP 

activity of the Regulator of G protein Signaling (RGS) was found to reduce cell-to-

cell variability in transcriptional and morphological responses. Given the importance 

of RGS proteins in diseases and as potential drug targets this research points 

towards an important aspect of RGS function that will have to be considered in 

future studies of mammalian RGS proteins. Furthermore this work identifies new 

potential G protein binding proteins that facilitate intracellular trafficking. We present 

the first example of the consequences of Gα trafficking to the biology of the cell in a 

non-visual signaling system. If the trafficking pathways delineated in yeast are found 

to function similarly in humans, they present exciting new avenues of targeted 

intracellular regulation of G protein signaling.   

 



APPENDIX  

 
REGULATION OF YEAST G PROTEIN SIGNALING BY THE 

KINASES THAT ACTIVATE THE AMPK HOMOLOG SNF1*
Φ 

	
  

Extracellular signals such as nutrients and hormones cue intracellular 

pathways to produce adaptive responses. Often, there are multiple input signals and 

cells must coordinate these signals to produce an appropriate outcome. Here we 

show that components of a glucose-sensing pathway act on components of a G 

protein-mediated pathway in yeast Saccharomyces cerevisiae. We demonstrate that 

the G protein α subunit Gpa1 is phosphorylated in response to low glucose 

conditions, and that this phosphorylation contributes to a reduction in pheromone-

dependent MAPK activation, gene transcription, cell morphogenesis and mating 

efficiency. The Snf1/AMP-activated protein kinase (AMPK) kinases, Elm1, Sak1, and 

Tos3 phosphorylate Gpa1 and contribute to diminished mating. Conversely, the Snf1 

phosphatase Reg1 is needed to reverse phosphorylation of Gpa1 and to restore the 

mating response. Thus the same kinases and phosphatase that regulate AMPK/Snf1 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
* Elements of the work referenced in this appendix have been published in: Clement ST, Dixit G, and 
Dohlman HG. (2013). Regulation of Yeast G Protein Signaling by the Kinases That Activate the 
AMPK Homolog Snf1. Science Signaling 6 (291) ra78. 

 
Φ I am including a portion of this work in my thesis as I am a co-author on this publication. I performed 
the microscopy experiments and cell biology analysis for this paper. Sarah T. Clement conducted the 
rest of the experiments included in this paper and wrote the majority of the paper, with input from all 
authors. Figures A1A, A1B, A1C and A1D contributed by Sarah T. Clement. Figures A2B, A2C, A2D 
contributed by Gauri Dixit 
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also regulate Gpa1. More broadly, these results indicate that the glucose-sensing 

and mating response pathways communicate directly to coordinate cell behaviors. 

Introduction 

Gpa1 has been shown to be undergo several post-translational modifications 

that regulate its activity and ability to transmit a signal. Examples of some of these 

modifications include myristoylation, palmitoylation, ubiquitination and most 

prominently, phosphorylation (Song and Dohlman, 1996; Stone et al., 1991; Torres 

et al., 2011). Previously in the lab, it was demonstrated that the kinase Elm1 

phosphorylates Gpa1. Under nutrient-rich conditions, Elm1 is present predominantly 

during the G2-M phase, and this leads to concomitant, cell cycle–dependent 

phosphorylation of Gpa1(Torres et al., 2011). Elm1 is also one of the three kinases 

that phosphorylate and activate Snf1, the founding member of the adenosine 

monophosphate–activated protein kinase (AMPK) family under conditions of limited 

glucose availability (Sutherland et al., 2003). In turn Snf1 promotes transcription of 

genes that help maintain energy homeostasis (Hardie et al., 1998). Given that Snf1 

and Gpa1 share a kinase, we hypothesized that just like Snf1, Gpa1 would be 

phosphorylated under conditions of limited glucose availability. Additionally we 

aimed to assess the consequence of this modification on Gpa1 on overall 

pheromone signaling. We found that not only is Gpa1 phosphorylated by the same 

kinases that phosphorylate Snf1 under low glucose, but is also 

dephosphosohorylated by the same phosphatase.	
  Under conditions that promoted 

the phosphorylation of Gpa1, cells exhibited a diminished response to pheromone, a 

delay in mating morphogenesis, and a reduction in mating efficiency. These findings 
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established a previously uncharacterized link between the nutrient sensing (AMPK) 

and G protein signaling pathways.  More broadly, they reveal how metabolic and 

GPCR signaling pathways coordinate their actions in response to competing stimuli. 

 

Results 

Gpa1 is phosphorylated in response to reduced glucose availability: We 

tested the extent of Gpa1 phosphorylation in the presence of typical or high (2%) 

glucose compared to low (0.05%) glucose by western blotting using Gpa1 

antibodies. We were able to distinguish the phosphorylated and unphosphorylated 

species based on the migration differences between the two. Indeed, we found that 

Gpa1 was phosphorylated (Figure A1 A), and that phosphorylation was rapid and 

sustained in cells cultured in medium with lower glucose concentration (Figure A1 B);	
  

however, Gpa1 was still phosphorylated in cells deficient in Elm1 (elm1D mutant 

cells). Because two other kinases, Sak1 and Tos3, are also capable of 

phosphorylating Snf1 (Sutherland et al., 2003), we examined whether these kinases, 

alone or in combination, contributed to the phosphorylation of Gpa1 under conditions 

of limited glucose availability. Of the single kinase deletion mutants, sak1D cells 

exhibited the smallest increase in Gpa1 phosphorylation because of glucose 

limitation (Figure A1 C). Deletion of all three kinases was needed to eliminate Gpa1 

phosphorylation at early time points (Figures A1 B and D). Having shown that the 

kinases that phosphorylate Snf1 also phosphorylated Gpa1, we asked whether the 

phosphatase for Snf1, which consists of the subunits Glc7 and Reg1(Ludin et al., 

1998), was capable of dephosphorylating phosphorylated Gpa1. Reg1 is the  
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Figure A1 

 

 

 

 

 
Figure A1 Gpa1 is phosphorylated in cells cultured under conditions of low glucose 
availability. (A) Wild-type (WT), reg1D, elm1D, and diploid yeast strains expressing 
endogenous GPA1 were grown in yeast extract, peptone, and dextrose (YPD) containing 
2% [high (H)] or 0.05% [low (L)] glucose and analyzed by blotting with an anti-Gpa1 
antibody. Treatment with 0.05% glucose was performed for 5 min after cells had undergone 
log-phase growth in YPD containing 2% glucose. Diploid cells lack Gpa1 and thus were 
used as a negative control. Gpa1 was detected in two bands; the upper band corresponds 
to the phosphorylated protein. The asterisk denotes a nonspecific band. (B) Time-course 
analysis of Gpa1 phosphorylation. WT, reg1D, and elm1Dsak1Dtos3D strains were grown in 
2% glucose (H), were washed in 0.05% glucose (W), or were grown in 0.05% glucose for 
the indicated times (in minutes). Cell lysates were analyzed by Western blotting with an anti-
Gpa1 antibody. (C) Analysis of Gpa1 phosphorylation in yeast strains singly deficient in 
kinases that phosphorylate Snf1. WT cells and the indicated strains were treated as 
described in (A) and were analyzed by Western blotting with anti-Gpa1 antibody. (D) Left: 
Analysis of Gpa1 phosphorylation in WT cells and in the indicated double and triple kinase–
deficient strains treated as described in (A). 
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for yeast survival, we tested reg1D mutant cells. Indeed, we found that the 

abundance of phosphorylated Gpa1 was increased in reg1D compared to that in 

wild-type cells, and that Gpa1 remained phosphorylated even under conditions of 

abundant glucose concentration (Figures A1 A and B). Together, these data suggest 

that the kinases and phosphatase that act on Snf1 are capable of acting on Gpa1 as 

well. 

Limited glucose availability dampens the mating response pathway: The 

Snf1 complex and its human counterparts, the AMPKs, serve as molecular switches 

to turn on catabolic pathways while suppressing anabolic pathways when cells are 

under energy-poor or other stressful conditions (Hardie et al., 2012). Gpa1, we found 

is phosphorylated under low glucose conditions. In light of these findings, we 

postulated that Gpa1 might serve as a point of crosstalk to delay mating during 

periods of glucose limitation. To test this model, we investigated how a decrease in 

extracellular glucose concentration might alter MAPK activation and mating-specific 

gene expression, as well as the consequent changes in cell morphology and mating 

efficiency.	
  We monitored MAPK activation when cells were treated with low and high 

pheromone and found a dampened MAPK activation under low glucose conditions. 

These changes in the extent of MAPK activation were mirrored in the transcriptional 

reporter assay (Clement et al., 2013). Thus, we found that low glucose induced 

phosphorylation of Gpa1 appeared to dampen signaling immediately after 

stimulation of cells with pheromone.  

Ultimately, a stress-dependent reduction of pheromone responses should 
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lead to impaired mating. we observed a nearly threefold reduction in mating 

efficiency in cells grown in 0.05% glucose compared to that in cells grown in 2% 

glucose (Figure A2 A). We then monitored pheromone-induced morphological 

changes in cells, including polarized cell expansion (“shmoo” formation), which 

produces the eventual site of haploid cell fusion (Ydenberg and Rose, 2008).	
  The 

use of a microfluidic chamber enabled us to maintain fixed concentrations of glucose 

and pheromone over time. For cells cultured in medium containing 2% glucose, the 

addition of α-factor pheromone resulted in shmoo formation after ~120 min. For cells 

cultured in medium containing 0.05% glucose, the addition of a-factor resulted in 

shmoo formation after 180 min (Figure A2 B). Moreover, whereas pheromone-

treated cells normally arrest in the first G1 phase, we found that cells grown in 

0.05% glucose divided once and did not arrest until the second G1 phase (Figures 

A2 B and C). In contrast, we observed no differences in the rate of cell division 

(budding) whenpheromone was absent (Figure A2 D). These observations suggest 

that general cellular and cell cycle functions are not substantially dysregulated under 

conditions of low glucose concentration, at least for the first 4 hours. We conclude 

that suppression of the mating pathway and delayed morphogenesis are sufficient to 

reduce mating efficiency when glucose is limiting. More broadly,these findings 

demonstrate a degree of coordination that serves to prioritize signaling events during 

conditions of metabolic stress. 
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Figure A2  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure A2 Shmoo formation and mating are impaired under conditions of limited 
glucose availability. (A) Mating efficiency assay. WT mating-type a cells (BY4741) and WT 
mating-type α cells (BY4742) were grown in medium containing 2% glucose. Cells from 
each culture were mixed, filtered onto a nitrocellulose membrane, and incubated on a YPD 
plate containing either 2 or 0.05% glucose for 4 hours. Data are means ± SEM from three 
independent experiments. (B) WT cells treated for the indicated times with 150 nM α-F in 
SCD medium containing 2 or 0.05% glucose were visualized by differential interference 
contrast microscopy in a microfluidic chamber. The appearance of shmoo projections was 
monitored after the addition of α-F. Top two rows: Arrowheads indicate cells in G1 phase at 
the beginning of α-F addition. Bottom two rows: Arrows indicate budding cells at the 
beginning of α-F addition. Scale bars, 5 µm. 
 



154	
  
	
  

Figure A2 (contd.) 

 

 

 

 

 

 
Figure A2 Shmoo formation and mating are impaired under conditions of limited 
glucose availability. (C) Analysis of cell counts for the experiments shown in (A) and (B). 
(D) Budding rate was determined by measuring the average time for successive buds to 
emerge in WT cells in a microfluidic chamber in SCD medium containing 2 or 0.05% 
glucose. 
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Experimental Procedures 

Strains, Plasmids and Growth of Cultures. Standard methods for growth, 

maintenance, and transformation of yeast and bacteria were used throughout. 

Strains used in this study were BY4741 (MATa leu2Δ met15Δ his3Δ ura3Δ and 

BY4741-derived mutants constructed by use of the KanMX4 G418-resistance 

marker (Yeast Deletion Clones, Invitrogen; originally purchased from Research 

Genetics). Double gene deletion and triple gene deletion strains were made using 

PCR-mediated gene disruption cassettes from pRS400 series vectors (Brachmann 

et al., 1998). Cells were grown in yeast extract peptone medium (YPD) or synthetic 

complete medium (SCD) containing 2% (w/v) D-glucose. Low glucose treatment was 

conducted by growth in 2% glucose media to early-log phase, then cells were 

centrifuged and washed with 0.05% glucose media before being resuspended in 

0.05% glucose media for 5 min. Cells were then collected for immunoblotting or 

further treated with α-factor pheromone. 

Protein Detection. Unless otherwise noted, cell pellets were harvested by 

addition of 100% trichloroacetic acid (5% final concentration), centrifuged at 3000 x 

g for 2 min, washed with 1 mL of 10 mM NaN3, and stored as a frozen cell pellet at --

-20 °C. Protein extracts were generated by glass bead lysis in trichloroacetic acid as 

described previously(Lee and Dohlman, 2008). For immunoblotting, nitrocellulose 

membranes were probed with anti-Gpa1 at 1:1,000 (Dohlman et al., 1993). 

Quantitative mating assay and microscopy. mating assays were 

conducted as described previously (Sprague, 1991). Briefly, equal amounts of early-

log phase MATa cells (BY4741) and MATα cells (BY4742, leu2Δ his3Δ ura3Δ lysΔ 
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MET +) were mixed, filtered onto nitrocellulose membranes and incubated on YPD 

plates containing 2% or 0.05% glucose. After 4 hours of incubation, cells were 

resuspended and plated onto SCD or SD +Leu/His/Ura plates. Mating efficiency was 

calculated by dividing the number of diploid colonies by total number of cells on SCD 

plate.	
  To perform the microscopy experiments, microfluidic devices were constructed 

similar to those previously described (Hao et al., 2008). Cells were imaged every 5 

min for 12 hours. Image acquisition was performed with an Olympus spinning disc 

confocal microscope, and image processing and analysis were performed with 

ImageJ software. 
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