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Abstract

The Fredholm property of Toeplitz operators on the p-Fock spaces
F¥ on C" is studied. A general Fredholm criterion for arbitrary opera-
tors from the Toeplitz algebra 7, on F¥ in terms of the invertibility of
limit operators is derived. This paper is based on previous work, which
establishes corresponding results on the unit balls B™ [10].

AMS subject classification: Primary: 47B35; Secondary: 47L80,
4TAB53, ATA10

Keywords: Toeplitz operators, Fock spaces, essential spectrum, limit
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1 Introduction

Consider the weighted Gaussian measure du, (z) = (v/m)"e"*’dz on C,
where v > 0 and dz denotes the usual Lebesgue measure on C* = R??. The
Fock space F? for « > 0, 1 < p < oo is the closed subspace of LP(C™, pa)2)
consisting of entire functions. Toeplitz operators on these spaces are defined to
be the composition of a multiplication operator My, where f € L>(C™), and a
certain projection P, (see below) back onto the closed subspace FP, i.e.

Ty = PoMj.

The function f is then called the symbol of Tf or My, respectively.

When studying such Toeplitz operators a natural property to consider is the
Fredholmness of such operators, that is: are the kernel and the cokernel of T
finite dimensional? Inspired by Toeplitz operators on other spaces, e.g. on the
Hardy space or on the Bergman space over the unit ball, one expects that the
information about the Fredholmness of T can be extracted from the symbol,
more precisely from the behaviour of f near infinity [5, 24]. For symbols which
extend continuously to the boundary sphere of C™ theorems of the following form
are known: If f is nowhere zero on the boundary sphere, then T} is Fredholm
[6][7, Theorem 2.1]. Results for a more general class of symbols are known for the
case p = 2: If f is of vanishing oscillation, then T is Fredholm if f is bounded
away from zero close to the boundary (cf. [17, 25] for the Bergman space or
[4, 22] for the Fock space). Corresponding results can be proven without the
restriction p = 2, cf. Section 6 in this article. For Toeplitz operators with more
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general symbols, or even other operators from the Toeplitz algebra 7, , which
is just the norm closure of the algebra generated by Toeplitz operators, such
results were missing.

Only recently the methods of limit operators, known from the theory of band-
dominated operators on sequence spaces, were adapted to the case of Toeplitz
operators on Bergman- and Fock spaces. It was realized that the notion of
“boundary of C™ (resp. B™ in the Bergman space case)” in the usual sense was
too restrictive. Instead, one densely embeds C" (resp. B") into the maximal
ideal space M of BUC(C™) (resp. BUC(B™)), the space of bounded uniformly
continuous functions. We thus consider M \ C™ as the boundary of C™ and the
boundary values of an operator A € T, , at M \ C" are obtained by “shifting”
A to the boundary (we will make this precise below). For each x € M \ C"
we will get a boundary operator A, called a limit operator. In [16] and [23] a
limit operator theory for the Bergman space over the unit ball was developed,
whereas the corresponding results for the Fock space were derived in [3]. In
both cases it was shown that operators in the Toeplitz algebra are compact
if and only if all of their limit operators vanish. In [10] some ideas from the
limit operator theory on sequence spaces were adapted to show that an operator
in the Toeplitz algebra over the unit ball is Fredholm if and only if all of its
limit operators are invertible. Let us briefly review a few of these ideas and
where they originate. The main objective of study in limit operator theory is
the class of band-dominated operators, which was first studied in its entirety
by Simonenko [20, 21]. Specific classes of band-dominated operators were also
considered earlier, e.g. by Gohberg and Krein [8]. In 1985 it was shown by
Lange and Rabinovich [13] (see also [18, 19]) that a band-dominated operator is
Fredholm if and only if all of its limit operators are invertible and their inverses
are uniformly bounded. For the subsequent 25 years it was unclear whether
the uniform boundedness condition is necessary or not. Various subclasses of
operators have been studied by many different authors and in every case it was
shown that the uniform boundedness condition is actually redundant, i.e. the
inverses are automatically uniformly bounded if all limit operators are invertible.
For the general case this was then shown by Lindner and Seidel [15] in 2014.
The corresponding result for (essential) norms can be found in [11]. For a more
detailed history of limit operators on sequence spaces we refer to [14] and [19].

In this paper, we further adapt these results to the Fock space to obtain the
following main theorem:

Theorem 1. An operator A € T, o is Fredholm if and only if all of its limit
operators are invertible.

Theorem 1 improves an earlier result by Bauer and Isralowitz ([3, Theorem
7.2]) for p = 2, where the inverses of the limit operators are additionally assumed
to be uniformly bounded. Hence, besides generalizing to arbitrary p, we show
that the uniform boundedness condition is redundant. We closely follow the
lines of [10] in this paper. Since the Fock space is in some aspects simpler than
the Bergman space, we can avoid some technical difficulties and can focus more
on the actual ideas.

The paper is organized as follows: In Section 2 we introduce our notation and
recall some basic results. In Section 3 we introduce band-dominated operators
and provide some properties of them. Section 4 will be devoted to the theory
of limit operators and the main theorem of this paper. In Section 5 methods



similar to those from Section 4 will be sketched to derive results on the essential
norm of operators from the Toeplitz algebra. In the end, Section 6 will be used
to show how the expected results on the Fredholmness of Toeplitz operators
with symbols of vanishing oscillation can be derived from our main theorem.

2 Notation and basic definitions

In this section we present the main definitions and some basic results which are
well-known and/or easy to prove.
For v > 0 let du, denote the Gaussian measure

duy,(2) = (%)nef”MZdz

on C", where dz denotes the Lebesgue measure on C" ~ R?" and | - | denotes
the norm coming from the standard hermitian inner product (-,-) on C", which
is linear in the first and antilinear in the second component. du, is easily seen
to be a probability measure. The space L? is given by

L? = {f:C" = C; f measurable and || f||,a < oo} = L*(C", dppqa/2)

for « > 0 and 1 < p < 0o, where

5= [ 1 it

Further, F? denotes the closed subspace of entire functions in L2. Throughout
this paper we will assume, unless stated otherwise, p € (1,00) and « € (0, 00)
without further mentioning it.

For a Banach space X we denote by L£(X) the space of bounded linear
operators on X and by K(X) the ideal of compact operators. By M; we will
denote the operator of multiplication by the function f € L>°(C™). We will use
this symbol for both multiplication operators acting as L? — LP or FP? — L?
without mentioning p or « in the notation. A Toeplitz operator is an operator
of the form P,M¢ : F? — F?, where f is called the symbol of the operator.
Here P, is the projection L? — FP? onto the closed subspace given by the
formula in Proposition 2 below. By 7, . we denote the norm-closed subalgebra
of L(F?) generated by all Toeplitz operators with bounded symbols. A net of
bounded linear operators (A.), on some Banach space X is said to converge
*-strongly to A € L(X) if A, — A strongly and A% — A* strongly, where B*
denotes the Banach space adjoint of B € £(X). For a set M C C" we denote
its characteristic function by xas. By B(z,r) we will denote the Euclidean ball
around z € C™ with radius r > 0.

We will need the following result regarding projections from L? to FP2:

Proposition 2 ([12, Theorem 7.1]). The linear operator P, : L, — LE given
by

(Pah)) = [ fw)dia(w)

is a bounded projection onto FY. In particular, Py|pr = Id.



The following duality results will also be of importance:

Proposition 3. Let % + % = 1. Then the following assertions hold under the

usual dual pairing induced by the scalar product on L2 :
(1) (L3) = L,
(i1) for g € LY it holds

n

1 9allzy = 19llg,5

pn/pqn/q

(iii) (Pa:LP — LP)* 2 (Py : L9 — L2).

Proof. The standard proof of LP = L yields (i) and (ii). Using the symmetry
of P, (see Proposition 2), one immediately gets (iii). We refer to [12, 27] for
details. O

Similarly, we have the following duality of Fock spaces:

Proposition 4. Let % + % = 1. Then the following assertions hold under the

usual dual pairing induced by the scalar product on F2:
(1) (FR) = Fg,
(it) for g € F2 it holds

277/
< . DY/ _— .
N e
Proof. (i) is again standard (cf. [12, 27]), (ii) is [9, Theorem 1.2]. O

Note that in both cases the isomorphism is not isometric for p # 2. However,
these quasi-isometries still allow for the usual adjoint arguments, which we will
use occasionally.

Proposition 5. Let (U;);en be a sequence of measurable subsets of C™ such that
every z € C™ belongs to at most N of the sets U; for some N € N. Further, let
(fj)jen be a sequence of measurable functions f; : C™ — C such that supp f; C
U; and |fj(2)| <1 for all z € C™. Then, for every g € L

> [ G diara() < Nl
j=17C"

In particular,

< Nllg]

p p
b, p,a”

> 1Myl
j=1

Proof. As in [10, Proposition 5]. O

The following two results are well-known and are provided here for com-
pleteness:



Lemma 6. Let o, 3,7 > 0. The function

(z,w) — eo(zw)=pBlz*—y|w|?
is bounded on C™ x C™ if and only if 48y — a® > 0.
Proof. For

|0 (=) —BlzP=1w]? | _ g Re(zw) =62l |

to be bounded it suffices to show that aRe(z,w) — B|z|?> — v|w|? is bounded
from above. Since

aRe(z,w) — Blz|* = 7|wl* < alzljw| - Blz* - y]w|?
and the right-hand side of this inequality is just the polynomial p(z,y) = axy —

Bx? — yy? evaluated at © = |z|,y = |w|, the boundedness follows from the
well-known fact that p(x,y) is bounded from above for 43y — a? > 0.

Conversely, if 48y — a? < 0, set w = \/gz to obtain

ea(z,w>fﬁ\z\27'y|w|2 _ e\Z\Z(a\/g*%)_

Since a > 2+/B7, this function is unbounded. O

Proposition 7. Let D C C" be compact. Then the operators P,M,, and
M, Py : L, — LP are compact operators.

Proof. 1t is
Pty (1)) = ()" [ e ot fwiaw
- (i)n/ e )= EFE I (1) f (W) g2 (w):

By the Hille-Tamarkin theorem [26, Theorem 41.6] it suffices to check (recall:
LP = LP(C", jipa/2)) that

P

/ (/ |e°‘<zﬂw>*7“§p“\w\ |‘1XD(w)dupa/2(z))qdum/g(w) < 00,



where 1—1) + % = 1. A direct computation shows
/n (/Cn |ea<Z,1U>*7; |w] |qXD(w)dea/2(Z)> At 2 (W)

y
np _ q
) eda Re(z,w) = 21051 2= B2 |22 0\ © =B |wl? g,
D n
np 2 42 2 2
) o Re(z,w) =B |22 = 2 jw|? ,— 22|z 5
D n

—2pgatp?qat2q®a \w\Q a
2p

_ (P2
= (%
_ (P2
- (%

I

e e~ 510l doy

7 D n

-3 2a+2 2
:Dﬂ+:l72 a+ qalwl dw

P
q

- €

a
— (3 2(1 (3
< (g_a)np/ ( Ce_%z2dz)p€wlwlzdw
T D cn

< 00,
where C' is the bound from Lemma 6 with v = 'JZTO‘. The proof for M, , P, is
similar. O

The next lemma is essentially a sloppy version of Jensen’s inequality. Since
we won’t need the stronger form and the notation will be more convenient with
this variant, we will just mention this weak estimate. It can easily be shown
and will frequently be used.

Lemma 8. For ke N, p € (1,00) and x1,...,xx > 0 it is

3 Band-dominated operators

The aim of this section is to introduce band-dominated operators in £(L2) and
to provide some basic properties of them. Most of the proofs are similar to those
in [10] and use techniques adapted from the sequence space case (see [14, 19]
and the references therein).

Definition 9. (i) An operator A € L£(L2) is called a band operator if there
is a positive real number w such that M;AM, = 0 for all f,g € L>(C")
with dist(supp f, supp ¢) > w. The infimum over all such w will be denoted
by w(A) and is called the band width of A.

(ii) An operator A € L£(L?) is called a band-dominated operator if it is the
norm limit of a sequence of band operators. The set of band-dominated
operators on L? will be denoted by BDO?.



Figure 1: The function ¢

Denote by |z|« the induced sup-norm from R?" = C" and diste(z, B) =
inf{|z — w|eo;w € B} for z € C" and B C C". Set

¢ ={[-3,3)*" + 0 CR*;0 € 6Z°"}
and enumerate ¢ as ¢ = {B;}52, such that it is 0 € B;. Furthermore, we denote
Qi (By) :={z € C";distoo (2, Bj) < k}
for k=1,2,3 and j € N.
Proposition 10 ([3, Lemma 3.1]). The B; satisfy
(i) BN B, =@ forj#k;

(ii) every z € C™ belongs to at most 2°™ of the sets Q1(B;) and at most 4*"
of the sets Q3(B;);

(i11) diam(B;) = 6v/2n, where diam(B;) denotes the Fuclidean diameter of B;.

We will now construct a sequence of auxiliary functions, which will give a
partition of unity of C™ with particularly nice properties. Define the function
¢ : R — [0,1] as in Figure 1. Further, define go : C"* ~ R?" — [0,1] by

o(r1,. .., x2n) = p(x1) - P(x2) - ... - P(w2p).

Now, for every o = (0y1,...,09,) € 6Z°" set

ad(zla-'-7x2n> = 5,50(1'1 —O01,...,%2n *0—271)-

Let (o) en be the enumeration of 6Z2™ which coincides with the enumeration
of ¢,ie. o; € Bjforall j € N. Weset p; = p,,. It is easily seen that the
fulfill the following properties:

(i) suppp; = Qi (B;) for all j,
o0
(ii) Zgaj (2) =1 for all z € C,
j=1
(iii) the sequence (y;);jen is uniformly equicontinuous (every function is even

Lipschitz continuous with Lipschitz constant at most % -2n = n).

In a similar way we can construct another sequence (¢;);en of functions, now
such that the functions are non-negative and uniformly equicontinuous map-
pings from C™ to [0, 1] with



(1) ¥;(z) =1for all z € Qy(B;) for all j € N,
(ii) suppv; = Q3(B;) for all j € N.

For each t € (0,1) and each j € N we define the functions ¢;+(z) = @;(tz)
and v, +(2) = 9;(tz). The following proposition gives a few characterisations of
band-dominated operators:

Proposition 11. Let A € L(LE). The following are equivalent:
(i) A is band-dominated;

7)) lim su My, ,AM
(i) fimy s, Zn o1 AM_y, TP =

= 0, where the convergence of the operator sum

(iii) lim H Z M,, AM;_,,

should be understood as strong convergence;

(iv) }g%l‘it”lp ZH My, 1f|IP = 0, where [A, M,,,] = AM,,, — M, A is

the commutatm“.

Proof. The strong convergence in (%) follows from the fact that Z 1My, A

converges strongly, which can easily be seen, and the following Lemma 12.
(i) = (ii): Let € > 0 and B be a band operator such that ||A — B < e.
Further, let ¢ > 0 be small enough such that

dist (supp(cpj,t), supp(l — 1/)j,t)) > w(B),

where the distance on the left-hand side is by construction independend of j.
Then, for all j € N

M

;. BMi_y,, =0.

We thus get for f € L?
Z ” ©®j, tAMl—wj,tf”p Z ” ©®j, t A - B)Ml—wj,tf”p

<2pz 1Mo, (A= B)f”

+ Mg, (A= B)My,, f|I*)
< 272(|(A = B)f|I” + (A — B)My, . f|I")
< rHigner| £,

where we used Proposition 5 and Lemma 8. Since € > 0 was arbitrary, the
result follows.



(ii) = (ii): Using Lemma 8 combined with Proposition 10 it is

o0

e p p
H ZMLPj,tAM1*¢j,tfH = / ’ Z(MWj,tAM1*¢j,tf)(Z> d:LLPCV/2
j=1 e =1
< [ @ SN, A, ) Pty
" e

= @Y [ (Mo, AV, D) ity
j=17¢"

= (22n)p Z ||M<,Dj,tAM1—1/Jj,tpr'
=1

Taking the supremum over all f with ||f|| = 1 and then the limit ¢ — 0 gives

the result.
(i) = (i): The operator

A, = i M(Pj,
j=1

can easily be seen to be a band operator. Since Zj pjt=1forallt>0itis

AM,,

3

1
m

4= Anl =] 00, , A=,y Abt, )
=1 " " "
=X, ariy,
=1 "
—0

for m — oo.
The equivalence (i) <= (iv) is more technical and we refer to the identical

proof in the unit ball case [10, Proposition 11]. O

Lemma 12. For every j € N let a;j,b; : C" — [0,1] be measurable functions
and assume that there is some N € N such that each z € C belongs to at most
N of the sets supp(a;) and at most M of the sets supp(b;). If A€ L(LL), then

the series

> My AM,,
j=1
converges strongly and || Zjil Ma; AMy, || < NMJA|.

Proof. Observe that for each f € LP we have, as a consequence of Proposition
5, 2 i | My, fI[P — 0 for m — co. To prove the lemma it suffices to show that

> Ma,ang g =0
j=m



for each f € L? as m — oco. So let f € L?. Then

|50 = [

/ (i |(Ma; AMy, f)(z )|)pdﬂpa/2(z).

Z Ma]AMb f ( )} dﬂpa/?(z)

By assumption, the sum under the integral is pointwise a finite sum with at
most N terms. Using Lemma 8 we can continue the estimate as follows:

< /n NP Z |(MajAMbj f)(z)|depa/2(Z)
= N? Z /n |(MajAMbj f)(z)|depa/2(Z)

= NP> | M, AMy, f||P.

Jj=m

Using |a;(z)| < 1, it follows:

< NPJAIP Y (1Mo, fIIP
j=m

—0

as m — oo. The norm estimate follows easily as well. [l
Here are some of the properties of BDO?Y:
Proposition 13. (i) My € BDO?, for all f € L>°(C™).
(ii) BDO? is a closed subalgebra of L(LE).

(i) If A € BDO? is Fredholm and B is a Fredholm reqularizer of A, then
B € BDO?Y. In particular, BDOZ, is inverse closed.

(iv) KC(L2) is a closed and two-sided ideal in BDOY,.

(v) A € BDO? if and only if A* € BDOY, where % + % = 1. In particular,
BDO? is a C*-algebra.

Proof. (i), (i) and (v) are easy consequences of the definition of BDO?. The

proofs of (i) and (iv) are quite technical. Since we will not need those state-

ments for our purposes, we only refer to the identical proofs in the unit ball case
in [10, Proposition 13]. O

In the following we will show that Toeplitz operators are, in a sense made
precise below, in BDO?. The next lemma will be crucial for this.

10



Lemma 14. There is a function Bpq @ [1,00) = [0,00) with lim B, (c) =0
g—r00

which satisfies the following property: If (a;);en, (bj)jen are sequences of mea-
surable functions from C™ to [0, 1] such that

o there exists N € N such that each z € C" is contained in at most N of the
sets supp(a;) and in at most N of the sets supp(b;),

e there exists o > 1 such that dist (supp a;,supp(l— bj)) >0 forallj €N,

then
H Z MajPaMl—bj H < N2ﬁp,a(0)-
j=1
In particular,

H ZMajPaMl,ij =0
j=1

for inf dist (supp a;, supp(l — b;)) = co.
Jje

Proof. Observe that all operator series mentioned in the statement above and
in the following proof converge x-strongly as an easy consequence of Lemma 12.
We borrow ideas from the proof of [3, Lemma 2.6] and sketch them here. It will
be appropriate to start with the case N = 1. We first consider the limit case
p = oo. Define

Ly :={f:C" — C; f measurable and || f|lco,o < 00}

with
|2|?

[ flloo,a := esssup| f(z)[e” %
zeCn

P,, that is the integral operator with the same integral kernel as for the case
p < o0, is a projection from LS to F2°, the closed subspace of holomorphic
functions, and can hence be considered as an operator on L (see [27, Corollary
2.22]). For f € LY and z € C", we get

’ i(MajPaMl—bjf)(z)‘e_% |z|?

Jj=1

< (3) S o) [ -l s

<2"[fllc.n

and hence it is || 3272, Mo, PoMi—p,|| < 2" for p = oo. Observe that, by the
same argument with a; =1 =b; and a; = 0 = by for all j > 1 we get that P,
is bounded on LY with norm < 2™. If we can prove an estimate of the form
[ 32521 Ma; PaMi—p,|l < Bpa(o) for p = 2, the result follows by interpolation
for all 2 < p < oo (see e.g. [12, Section 9] or [27, Chapter 2.4] for results on

11



interpolation of the spaces L2). As in the proof of [3, Lemma 2.6], one can
prove the estimate for p = 2 using the Schur test.

For 1 < p < 2, instead of proving || 3272, My, Pa Mi—,|| < Bpa(0) directly,
we will prove an estimate || 372, M1y, Po M, || < B (o) for the operator
norm on L% = (LP)" and then consider adjoints (see Proposition 3). As before,
the estimate on LY can be proven with the two limit steps ¢ = 0o, ¢ = 2 and
then using interpolation. For the case ¢ = co, observe that in the same way as
above one can show

e 21 < 27| fllosa

| > (Mo, Pay, )(2)

Jj=1

(i.e. replace 1 — b, by b;) for f € L. Using

|3 Pt | <12l 3 M,
= o0, = 0,

< [1Pallll flloo.a

one gets

<2+ || Pal

H Z Ml—bjPonaj
=1

for the case ¢ = oo. For ¢ = 2, we already have the estimate since

*

ilebjPaMaj = iMajPalebj

Jj=1 Jj=1

and the two series converge strongly.

For the case N > 1 we set A1(z) = {j € N;z € supp(a;)} and Ax(z) = {j €
N;z € supp(b;)}, both sets are considered to be ordered in the natural way.
With

Af = {z € supp(a;);j is the k-th element of A;(2)}
and
B; = {z € supp(b;); j is the I-th element of As(2)}

we have the disjoint unions supp(a;) = A;U...UAY and supp(b;) = BjU...UB}
and both A¥ NA¥ = @ and B} NB}, = @ hold for ji # jrandallk,l=1,...,N.
It follows

o0

0o N N
Z MajPaMl—bj = Z Z ZManAk PaMl—ijBé

j=1 k=11=1 j=1

and we can write the operator as a finite sum of operators which fulfill the
requirements of the lemma for N = 1. [l

12



For an operator A € L(FP?) we define its extension to L?, by A=AP,+Q.,,
where @, = Id —P,. Now we can prove the announced result about Toeplitz
operators being band-dominated:

Theorem 15. For any A € T, it holds A € BDO?,.

Proof. We obtain that P, is in BDO? by combining Lemma 14 and Proposition
11 with the fact that

e .2
lim inf dist (supp(ps0)s supp(l — 1)) = lim — = oo.

By Proposition 13, the extension of every Toeplitz operator is in BDO! and
hence, since BDO?, is a norm-closed algebra, the result follows. [l

The last result in this section will be a criterion about Fredholmness for
band-dominated operators.

Proposition 16. Let A € BDO? be such that [A, Py] = 0. Assume that there
is a positive constant M such that for every t > 0 there is an integer jo(t) > 0
such that for all j > jo(t) there are operators Bj ., Cj € L(LP) with

1 Bjell, [1Chell < M
and
BjﬂfAMl/Jj,t = ij,t = ij,t,ACjﬂf'

Then A|gr is Fredholm and || (A|gr + IC(F};Z))%H < 267 P, || M.

Proof. The proof goes similarly to the unit ball case [10, Proposition 17]. We
give a sketch of the proof here: For ¢ > 0 define an operator

By:= Y My, ,BjM,,,,

J=jo (%)
where the series converges strongly ||B|| < 2°"M by Lemma 12. Using the
identity

BiA = Z ijthjatAMV’j,thj,t—’— Z ij,tBj7t[M¢j,t’A]ij,t
J=3jo(t) J=3jo(t)

+ Z ij,tBj,thj,tAMl—wj,t
J=Jo(t)

and some properties of band-dominated operators from Proposition 11, one can
show

a3 0 -
Jj=jo(t)

13



(see [10, Proposition 17]). With this fact we directly obtain

PaBiAlpz — Y PaMy, |p2|| =0.

J=jo(t)

lim ’
t—0

Now since Zgoz(?fl PyMy, ,|pr is compact (Proposition 7) and

ZPaMﬁﬁj,tlF&? = Pa Z M‘/’j,t|F£ =1d,
j=1 j=1

P.BiA|pr + K(FE) converges to Id +K(F2) in the norm of the Calkin algebra
L(FP)/K(FP) ast — 0. Using a standard Neumann series argument, we obtain
the existence of B € L(F?) such that BA|pr € Id+K(F?) and

1B+ K(ED)I < 2| Palll| Bell < 2°" || Pa | M.

The other Fredholm regularizer (i.e. A|prC € Id+IC(FY) for some C € L(FY))
can be obtained similarly, defining operators Cy:

Coi= ) My, CiaMy,,.
J=Jjo(t)

Using that A* € BDOY one can analogously show

40— 32w, [ =pmoras— 3 =0
J=jo(t) J=jo(t)
and conclude again, using [A, P,] = 0, that
}%“Apact|F£ — Z Paszj,t|F£ =0.
Jj=3jo(t)
Now proceed as in the first case. [l

4 Limit operators

In this section we show our main result. As in Section 3, we use some techniques
from limit operator theory on sequence spaces (see [14, 19]). The construction
in Lemma 27 is due to Lindner and Seidel [15].

For each z € C" consider the weighted shift operators C, : L — L? given
by

(C.f)(w) = fw — z)ew=) =1,

C is an isometry from L% onto itself and from F? onto itself for each z € C".
Also, C71 = C_,. By C, we will denote the restriction to FP. It is easy to verify
that the adjoint of C, : F? — FP (in the sense of Proposition 4) is given by

14



C_.: F% — F4, where ¢ is the dual exponent of p. For an operator A € L(FP?)
and z € C" we define the shifted operator A, by

A, = C,AC_,.

Let M denote the maximal ideal space of BUC(C"), the unital C*-algebra of
bounded and uniformly continuous functions on C™, where M is equipped with
the weak-* topology. We consider C™ as a subset of M by identifying each
z € C™ with the functional of point evaluation at z, 4, : f — f(z). In this
sense, C™ is known to be a dense subspace of M. If A € T, and (z,) is a net
in C" converging to x € M\ C", then A.  is known to converge *-strongly to
some limit operator, denoted by A,, which does not depend on the particular
choice of the net () [3, Corollary 5.4].

In the following we will denote by 7, : C* — C” the function w — w — z for
each z € C". For later reference we collect a few results in the following lemma.

Lemma 17. (i) For f € L>°(C") and z € C" it is
C.M;C_, = Myor,.
(it) For z € C™ it is

P,C, =C,P,.
(ii) For f € L*(C™) and z € C" it is
(Ty)z = Tyor..

Proof. (ii1) is a direct consequence of (i) and (ii). For (i), observe that for
g€ L? and w e C" it is

(C-M;C_.g)(w) = >~ 211 (MO g)(w — 2)
= A3 f (0 — 2)(Cg)w — 2)
and hence
C.M;C_, = Myor,

for every z € C™. (ii) holds since

n

— (g)"/ ea(w,u>+a<u,z)—%|z|zg(u _ z)e—a\u|2du

(PaCig)(w) = / 0 (O g) (w)dpta (u)

™

_ (8)"/ etwve)talvtz =312l g () —alv+=l g
™ n

— w2 =52l / e g(v)dpa (v)

= (C. Pag)(w)

for allw € C" and g € L%, O

15



Proposition 18. Let A € T, o and let (zy) be a net in C™ converging to x €
M\ C"™ such that A, is invertible. Let f € L*°(C™) be with compact support.
Then there is a o such that for all v > 7o there are operators B, D~ € L(LP)
satisfying

B3I 11D 1l < 201 AZH 1 Pall + 1Qall)
and
ByAMyor . = Myor_. = Mo, . AD,.

Proof. The proof is similar to the proof of [10, Proposition 19]. Let R > 0 such
that supp f € B(0,R). P, oMy 0.5, 18 compact by Proposition 7 and therefore
it follows

H( (AP + Qa)C=, = (A Pa+ Qo) ) My o

~|(c..aPuc-., = APym

XB(0,R)

= . ac-, - anpam

XB(0,R)

—0

for z, — x, where we also used C. Q.C_. = Q. (which is a consequence of
Lemma 17 (ii)). Therefore there exists a vy such that

R,:=(A;'P, + Qa)(Cz (APy + Qa)C—., — (AsPu + Qa)) XB(0.R)
= (A;lpa + Qoz) (AP + Qa)c—zw XB(0,R) MXB(O,R)

fulfills ||R,|| < 3 for v > 7. Here we used that A7'P, + Q. is the inverse
of AzPy + Qo. In particular, Id+R, € L(L?) is invertible for all v > ~.
Multiplying R, by M} yields

(A7'Po + Qa)Cs, (APy + Qo)C— . My = (Id+Ry)M
and thus
My = (Id+R,) A7 Pa + Qa)Cs, (APa + Qa)C—o, M.

Multiplying by €. from the left and C.  from the right and using Lemma 17
(i) gives

C_. (Id +RV)71(A 1P, +Qa)C . (AP, + Qa)MfoL = Mpor_._,
and the claimed norm estimate follows easily with
By :=C_, (Id+Ry) (A, 'P. + Qu)C.

The result for D., can be derived similarly: Since M, P, is also compact,

B(0,R)

HMXB(O’R) (C- (AP +Qu)C, — (AePa + Q) )H

C.,AC_. — A,)P,

- H XB(0, R)

16



for z, — x. Therefore
Sy = My 50,5 (Czw (AP, + Qa)C-z, — (As P + Qa)) (Az_lpoz + Qa)
has norm < % for large v and we get

Mpor . (APs + Qu)Dy = Moy |

with
Dy i=C . (A7'Pa + Qa)(Id +8,) 7' C.. . =

We get the following theorem:

Theorem 19. If A € T, . is such that A, is invertible for every x € M\ C"
and sup ||A;'|| < oo, then A is Fredholm.
zEM\C™
Proof. The proof works entirely as in [10, Theorem 20]. For the readers conve-
nience we reproduce it here.
Assume A is not Fredholm. One easily sees that [/1, P,] = 0. By Proposition
16, there exists a strictly increasing sequence (j,)men and some ¢ > 0 with

BAMibjm,t # ijm,t
or

Ml/)jm,tAB 7é ijm,t

for all m € N and all B € £(LE) with || B < 2( sup [ AZY|| Pl + HQaH)
zeM\C™
Since both cases can be dealt with in the same way, we may assume

BAMibjm,t # Md}jm,t'

As diam(supp ;) < %ﬁ =: R for all j € N by definition of v;; and Propo-

sition 10 (4i7), there is a sequence (wj,, )men With |w;,,| — oo such that

supp ¥;,,.+ < B(w;,,, R).

By the compactness of M we may choose a convergent subnet (w,) of (wj,,)
such that (—w,) converges to some y € M \ C". By Proposition 18 there is
a 7o such that for each v > ¢ there is an operator B, € L(LE) with || B,| <
20145 lIPall + 1Qall) and

B'YAMXB(w.y,R) = B'YAMXB(O,R)OTwW = MXB(O,R)OTwW = MXB(w.Y,R)’
which is a contradiction. [l

We will need the following proposition:

Proposition 20. Let A € T, o be compact and (z,) be a net in C™ converging
tox € M\ C". Then A. converges x-strongly to 0.

Proof. This is the statement of [3, Theorem 1.1 and Lemma 6.1]. O
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The following theorem provides the converse of the previous theorem:

Theorem 21. Let A € L(FY) be Fredholm. Let (z,) be a net in C* converging
to x € M\ C" such that A, converges x-strongly to A, € L(FY). Then A, is
invertible with || A7t < || (A—HC(F&”))_1 I. If further B is a Fredholm regularizer
of A, then B, converges x-strongly to ATl as zy — w.

Proof. As in [10, Theorem 21]. Since AB —Id and BA — Id are both compact,
(AB —1d). and (BA —1d). converge *-strongly to 0 for z, — x. Further,

2y

I =lC,C2 £
<|C:, BAC—., fl| + C=, (I = BA)C . f||
<|1€., BO_.. |I|€-, AC_.. f]| + €., (I — BAYC-.. {|
= IBII|C=, AC—2, Il + [ C=, (I = BA)C—.., [l
for all f € FP. Letting 2z, — = we get || f|| < ||BJ|||Azf]|. A is hence injective
with closed range. Using the same argument for the adjoint operators (see
Proposition 4), we get ||g|| < || BJ|||A%g|| for all g € FZ and hence the surjectivity

of A;. A, is therefore invertible. We also get || A} < || B|| from these estimates.
Since B was an arbitrary Fredholm regularizer of A, we have [[AZ!| < ||(A+

K(F?))™"||. Using the identity

B. (A, — A, )A;' + (BA-1d). A;' =B, — A",
which can easily be established, we also get the *-strong convergence of B, to
AL since A., — Ay, (BA—=1I)., —0and ||B. || <|B]. O

Combining Theorem 21 and Theorem 19 with [3, Corollary 5.4], the fact
that all limit operators exist for operators in 7, o, we obtain:

Proposition 22. A € 7, is Fredholm if and only if A, is invertible for all

r € M\C" and sup |A;Y < oco.
zEM\C™

The condition sup ||A; Y| < oo is actually redundant. This will be shown in
the remaining part of this section. Denote

8v2n

t )

ry := diam(supp pj,1) =

which, of course, is independent of j, and define for ¢t > 0,F C C™ and A €
L(LE)

v(Alp) = nf{[|Af[; f € LE, [ fl = 1,supp f € F'}

and

vi(AlF) = Qén V(AlFaB(w,r))-

We also use the notation v(A) := v(A|cn).

Proposition 23. For A,B € L(LE) and F C C™ it is

18



(1) [(Alr) = v(B|r)| < (A= B)My, | < ||A - B,
(ii) [vi(Alr) —ve(Blr)| <[|A - B].

Proof. (i): Asin [10, Proposition 27]: For the first statement let £ > 0 and pick
fe Lt with || f|| =1, supp f C F and | Bf|| < v(B|r) +¢. Then

v(Alr) —v(B|r) —e < v(Alr) — || BS]|

< [l AfIl = IBf]
<|[I(A=B)fl
< [I(A = B) My |-

Since the inequalities are symmetric in A and B, the result follows.
(#): Let again € > 0, pick w € C™ such that

V(B|FﬂB(w,rt)) < Vt(B|F) +e.
Then

vi(Alr) — vi(B|r) — 2¢ < v (Alr) — v(BlraB(w,r)) — €

< V(A|FHB(w,Tt)) - V(B|FOB(w,rt)) — €
S NA=B)My gl
< ||A - B”a

where the second-to-last estimate can be concluded as in the first statement.
Now use again the symmetry in A and B. O

Proposition 24. Let A € T, o. For every ¢ > 0 there exists some t > 0 such
that for all F C C™ and all B € {A} U{A,;2 € M\ C"}:

v(Blr) < vi(Blr) < v(Blr) + .

Proof. The first inequality follows by definition. For the second inequality: Let
(A )men be a sequence of band operators that converges to A in norm. Further,
let ¢ > 0 and choose m € N such that [|A — A,,| < $. For x € M\ C" let ()
be a net in C" converging to z. (A;,)., is a bounded net in £(L}), hence we
may pass to a weakly convergent subnet, which we also denote by (A,).. . Let

the limit of this net be denoted by (A4,,),. The strong convergence of /Alzv to
A, implies that C, (/1 — A;,)C_. converges weakly to A, — (As)z- Thus,

N ~ ~ g
”Az - (Am)z” < sup ”CZV(A - Am)CfZVH = HA - Am” < Z
v

Now let f,g € L°°(C™) be such that dist(supp f,suppg) > w(A4;,). Then
Lemma 17 gives

Mf(CzWAmC—zW)Mg = Cvzwj\ffm’,zﬂY A’m]\4g07',%Y Cv—zW =0,

since dist(supp f o 7. ,suppg o 7_. ) = dist(supp f,suppg). This implies
W((Am)z,) < w(A;,) and hence w((An)z) < w(Ay) by passing to the limit.
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Observe now that, if we know that there exists a ¢ € (0,1) such that for all
FCC"andall Be {4} U{(An)z;z € M\ C"} it is
5

n(Blr) < v(BIF) +

we are done, since by Proposition 23 it is
. p €

V(AlF) = v(Am|p)| < |4 = Amll < 3
and
€
1
For the existence of such a t, we refer to the corresponding part of the proof of
the unit ball case in [10, Proposition 23], which is identical to the situation in
the Fock space. O

V(Aslr) = v((Am)elF)] < [ As — (Am)all <

Proposition 25. {A,;x € M} and {A,;2 € M\ C"} are both compact in the
strong operator topology for each A € Tp q.

Proof. M and M\ C™ are compact and = — A, is continuous w.r.t. the strong
operator topology [3, Proposition 5.3]. O

Lemma 26. Let A € Ty o, w € C" and r > 0. Then, for each f € L? with
supp f C B(w, ) and every x € M\C™ there exists g € LP, and y € M\C™ with
|\9|[: If]l, suppg C B(0,7) and || A, f|| = || Ayg||. Further, V(Ay|B(O,r+|w|)) <
v(Az|Bo,r))-

Proof. Using the definition, one can quickly check that

6w1 6w2 = ~w1+w2e%(<w27w1>_<w17w2>)

for every wq,ws € C™. Let (z,) be a net in C™ that converges to x. Taking a
suitable subsequence if necessary, we may assume that

éfwészéfzwéw = ~Z,Y,wAC~V_(zw_w) — Ay

for some y € M \ C™ by Proposition 25, and hence C_wA,Cyp = A,. Since
P.Cy, = 5'wPa, we also have C_w/lICw = Ay Now let f € L? be such that
supp f € B(w,r). Then g := C_,, f satisfies ||g|| = ||f|, suppg € B(0,r) and
[ Aygll = [| Az f]-

For the second statement, pick a function h € L, such that supph C B(0,7).
Then C_,,h satisfies supp(C-,,h) C B(—w,r) € B(0,r + |w|) and [[A.h| =
[AyC—whl. 0

Lemma 27. Let A € Tp . Then there exists a y € M\ C"* such that
v(A,) = inf{v(A,);z € M\ C"}.

Proof. We only give a sketch of the proof here, since it is identical (up to the
obvious changes) to the proof in [10, Lemma 25].
Using Proposition 24 we get a sequence (tx)ren with ry,,, > 27y, and

1

vi, (Blr) < v(B|Fr) + okFT
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for all k € N,F C C" and B € {A} U {A,;2 € M\ C"}. Further, let (z;)jen
be a sequence in M \ C” such that

lim v(A,,) = inf{v(A,); z € M\ C"}.

j—o0 7

Using Lemma 26 repeatedly we can construct a sequence (y;)jey € M\ C"
such that
N A 1
v(Ay; [B0.ar,)) < v(As) + 57

Passing to a strongly convergent subnet (Ay; ), of (4y,)jen (Proposition 25),
which converges to A, for some y € M\ C", we get

I(4,,, — 4,)M =0

Yi~ XB(0,4rtk

by Proposition 7 and hence
v(Ay, |B0,4r,)) = V(AylB0,ar,,))
by Proposition 23. Then

v(Ay) < v(AylBoar,)) = HgnV(Ayh |B(0,4r,))

. " 1
<l ) — =1 . —_—.
< hﬂgn Z/(Azh> + oh1 jhjgo v(Az;) + oh—1
Taking the limit k¥ — oo, we get the desired result. (|

We can now finally state and prove our main result. This extends a result
of Bauer and Isralowitz ([3, Theorem 7.2]) to arbitary p and shows that the
uniform boundedness condition is actually redundant. Sudrez et al. showed a
similar result for the unit ball ([16, Theorem 5.8], [23, Theorem 10.3]), which
was then improved in [10].

Theorem 28. For A € Tp o the following are equivalent:
(i) A is Fredholm,

(it) Ay is invertible and || A7 < |[(A+ K(Fap))_lﬂ for all x € M\ C",

(iii) A, is invertible for allz € M\ C" and sup |A;'| < oo,
zeM\C™

(v) Ay is invertible for all x € M\ C™,
(v) A is invertible for all z € M\ C™.

Proof. The equivalence of (i), (ii) and (iii) was already proven in Proposition 22.
That (iii) implies (iv) is clear. If A, is invertible, A; 1P, + Q, is an inverse of
A,. Therefore (iv) implies (v). We finish the proof by showing that (v) implies
(iii): Using that v(B) = ||[B7!||~! > 0 if B is invertible, we get

- 1
sup [J[A7 || = sup — = —— < 00,
zEM\C sem\cn V(Ay)  v(Ay)

where y is from Lemma 27. An inverse for each A, is given by /Al; Ypr. Since

|B|| < || B|| for every B € L(FP) we also get sup ||A; | < oo. The fact that
zeM\C™

v(B) = ||[B7Y| 7! for invertible B can be found in [14, Lemma 2.35]. O
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We get the following corollary directly from the definition of the essential
spectrum, which is defined as

Oess(A) :={A € C; A— )\ is not Fredholm}
for a bounded linear operator A.
Corollary 29. For each A € Tp o it is
vess(A) = | o(4a).
zeM\C™

We emphasize that the redundancy of the uniform boundedness condition
in Theorem 28 is essential for this corollary (cf. [3, Theorem 7.3], [16, Corollary
5.9], [23, Corollary 10.4]).

5 Norm estimates

The aim of this section is to provide estimates of the essential norm for operators
A € Tp.o. Here we adapt some ideas from [10] and [11] and (slightly) improve
[3, Theorem 6.2, Theorem 7.1].

Define for ¢t > 0, FF C C™ and A € L(FP)

[APs || := sup{||AP.fIl; f € LT, || f|| = 1,supp f C F'}
and
IAPaElll, == sup [|APalrABw.rll-
weCn
Proposition 30. For every A € Tp.o and every € > 0 there exists at > 0 such
that for all F C C™ and every B € {A}yU{A,;2 € M\ C"} it is
|BPalpll = IBPu|rll, = [| BPa|rll — e

Proof. The proof is very similar to the proof of Proposition 24. Only the second
inequality needs to be proven, as the first follows directly from the definition.
If A, is a band operator such that ||AP, — A, | < §, one can prove that

ICEll, = IClell —e

holds for all FF C C™ and all C' € {Ap, } U{(Am)z;x € M\ C"}, where (Ay,)y is
defined as in the proof of Proposition 24 (cf. [10, Proposition 27]). Then, using
estimates similar to those in Proposition 23, one gets the desired result. (|

This now allows us to give an alternative proof of the second part of [3,
Theorem 6.2]. Our approach additionally shows that the constants there may
in fact be chosen as 1 and ||P,]~". We do not know whether these constants
are optimal, though.

Theorem 31. Let A € Tpo. Then

1
o HHAJr’C(Fﬁi)II < sup (|4l < A+ K(ED)-
(S zEM\CP
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Proof. Let (z,) be a net converging to x € M\ C". (A + K). converges *-
strongly to A, for every K € K(FP) since K. converges to 0 by Proposition 20.

Using Banach-Steinhaus and the fact that C, is an isometry for each w € C™,
one gets

A, < sup ||Co (A+ K)C_. || = A+ K.
Y

Since this holds for all z € M \ C" and all compact operators K, the second
inequality follows. We give a sketch for the proof of the first inequality, and
refer to [10, Theorem 28] for the missing details.

It can be seen that it suffices to prove

inf |AP, + K|| < sup |[AzP.],
KeK(LL,FY) TEM\C™

where KC(LE, FP) is the set of compact operators from L to F?. This will be
proven by contradiction: Assume that

inf |AP, + K| > sup [|AzP.|+¢
KeK(LE,FE) zeEM\Cn

for some ¢ > 0. By Proposition 7,

[APu|cm\Bo,s)ll = [[APe — APaMy o [l > sup [|AzPal +e
reM\C»

for all s > 0. By Proposition 30 there is a ¢ € (0,1) with
€ €
| APalcm\ s, ||, = lAPalcm\so, Il — 5 > sup | Az Poll + 5
zeEM\C™

Using the definition, for each s > 0 there must be some w; € C" such that

[APa My, o | 2 [[AP My

g
B(ws,rg)\B(0,s) ” > sup ||AIP0¢|| + 9

zEM\C™

= Cy, M, Cow., P,Cy, = Cy, Py (Lemma 17) and

the fact that C_,,, and C,, are surjective isometries, we get

Using that M, ..,

B(0,r¢)

e
||AfwsPaMxB<o,”)” > sup |[[AgPa|l + 9
ze M\Cn

Since (ws) clearly cannot converge in C™ and M is compact, there is a subnet
of (ws), also denoted by (ws), such that —w, converges to y € M \ C" and
A_,, converges to A, strongly, which implies by the compactness of P, M,
(Proposition 7)

B(0,r¢)

[A—w, PaMyp o || = [[AyPa My

P

But this implies

9
14y PaM | = stup [[AoPall + 5,
ze M\C"”

which is a contradiction. O
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An improvement of this can be obtained if p = 2. Comparing to [3, Theorem
7.1] (or [16, Theorem 5.6], [23, Theorem 10.1] in case of the unit ball), this shows
that the supremum is actually a maximum.

Theorem 32. For A € Ty, it is

A+ K(F)I = max Al
zeEM\C™

Proof. Replacing v and v; by || - || and [|-[|, in the proof of Lemma 27 and
using Proposition 30, one can show that there is a y € M \ C™ such that
[|Ay Po|| = sup{|| Az Pull;z € M\ C"}. Since ||A;Pul|l = [|Az]| for p = 2, we get
that the supremum in the theorem is actually a maximum. The equality follows
by Theorem 31 with ||P,| = 1. O

6 Symbols of vanishing oscillation and vanishing
mean oscillation

For a bounded and continuous function f : C" — C we define
OscZ(f) :=sup{|f(z) — f(w);w € C", |z —w[ < r}
for z € C™ and r > 0. A basic result about oscillations is that

lim Oscl(f) =0forallr >0« lim Oscl(f) =0 for one r > 0.

|z|—o00 |z| =00
Set

VO(C") := {f : C" — C; f bounded and continuous, lim Oscl(f) = 0}.

|z| =00

It is easy to see that VO(C™) C BUC(C™). In the case p = 2 it is well-known
[4, 22] that for VO-symbols the Fredholm information is located at the boundary,
ie. for f € VO(C") it holds

Oess (Tf) = f(acn)v

where f(OC™) denotes the set of limit points of f(z) as |z| = co. We get those
results for every 1 < p < oo as a special case of Corollary 29:

Theorem 33. For f € VO(C") it holds
Oess (Tf) = f(a(cn)

Proof. By Corollary 29 we need to show that

U eT).) = facm).

ze M\C™

Let (zy) be a net in C™ converging to x € M \ C". Since f € BUC(C") it is
for. (0)= f(zy) — x(f). Further, observe that

|(f 0 72,)(0) = (f o=, )(w)| = [f(2) = f(zy —w)| < Osc;_(f) =0
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for |w| < r. Therefore f o 7. converges uniformly on compact subsets to the
constant function x(f). Hence, using Lemma 17,

(TF)zy = Tror.., = Tu(s) = (Tf)a

where T,y is just z(f) - Id, thus o((T}).) = {=(f)}. But since f(z,) converges
to z(f), this needs to be in f(IC™) and hence

Oess (Tf) g f(a(cn)

On the other hand, if w € f(OC™), let (2y,) be a sequence such that f(zp,) — w.
Using Proposition 25 we may choose a convergent subnet ((7)-., ), of (T%)z,, )m
and, as above, it converges to wId and we get the other implication. O

We also get the following corollary for symbols with vanishing mean oscilla-
tion (see e.g. [2] for a definition):

Corollary 34. If f € VMO(C™) N L>°(C™), then
Oess (Tf) = f(a(cn)v

where f is the Berezin transform of f.

e~

Proof. Tt is f € VO(C™) [2, Corollary 2.8] and also |f — f|2 € Co(C"), i.e.

|f — f|? vanishes at infinity [2, Theorem 5.3]. This of course implies f — f €
Co(C™). Therefore, T'; 7 is compact [3, Theorem 1.1] and hence

Oess (Tf) = Uess(Tf) = f(a(cn) O

Remark. After submitting this paper, we noticed that Theorem 33 was indepen-
dently found recently by Al-Qabani and Virtanen [1] using different methods.
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