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Abstract—An adaptive system is expected to modify its 
behavior to suit changes in environmental and system condition. 
Somehow, it causes problems during requirement specification 
(and in subsequent verification) since it is difficult to provide all 
possible adaptation needed during runtime. Thus, it may be 
necessary to temporarily ignore non-critical requirements to a 
certain point in order to maintain satisfaction, especially on 
critical and invariant requirements.  

One way to handle uncertainty in the adaptive system is by 
relaxing requirement and present the verification result using a 
graded (fuzzy) condition in a requirement satisfaction. Often, 
relaxing one requirement can affect the satisfaction of another 
related requirement. In this paper, we use linear regression to 
capture the relationship between two relaxed system 
requirements. Pearson and Spearman correlation coefficient is 
utilized to calculate correlation strength. To illustrate the 
approach, we consider a smart vacuum system problem. 
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I.  INTRODUCTION  
Adaptive systems are supposed to keep satisfying its 

requirements by doing adaptation in response to a changing 
environmental and system conditions [1]. The more complex 
the environment, the more uncertainties arise. Thus, 
uncertainty on adaptive systems has become major concerns on 
many works [2-5].   

To deal with uncertainty, especially in requirement 
specification phase, Whittle et.al proposed a requirement 
language called RELAX [6]. RELAX incorporated several 
types of operators to address uncertainty in system properties. 
The verification result on the system, then can be described as 
fuzzy satisfaction to illustrate its degree of satisfaction [7].  

Relaxing a requirement satisfaction on adaptive system can 
become an answer in handling uncertainty. Somehow it also 
can affect related requirements, either positively or negatively. 
Souza et. al introduced Awareness Requirements, requirements 
that talk about other requirements success or failure [8]. It 
emphasized the importance on monitoring requirements at 
runtime to provide feedback loops.  

Correlation describes relationship, involving dependency, 
between two variables and commonly examine how close is the 

linear relationship with each other. Correlation is useful to 
predict future association between those variables. Linear 
regression, Pearson and Spearman correlation coefficient are 
simplest way in capturing the relationship between two 
variables. It was widely used in medical and psychological 
researches [9-12]. 

In this paper we adopt linear regression to capture 
correlation between two related requirements in adaptive 
system. Pearson and Spearman correlation coefficient is used to 
describe the relationship strength. A case study was used to 
demonstrate the approach.   

II. BACKGROUND 

A. Requirement Relaxation in Adaptive System 
The ability of adaptive system to adapt to changing 

environment led to the growth of uncertainties. Preparing all 
explicit states during system lifetime become impossible. 
Thus, tolerate environment conditions, especially a non-
critical one, to a certain point is necessary. 

A requirement language called RELAX provide a 
structured natural language to capture uncertainty in adaptive 
system [13]. The requirement is written using RELAX 
grammar shown in (1). It incorporated modal, temporal and 
ordinal operators with uncertainty factors. RELAX operators 
are shown in Fig 1. The phrase ‘AS POSSIBLE’ in temporal 
and ordinal operator facilitate uncertainty which mean the 
requirement satisfaction can be tolerate to a defined threshold. 

 

ϕ ∷= 𝑡𝑟𝑢𝑒  | 𝑓𝑎𝑙𝑠𝑒  | 𝑃 | 𝑆𝐻𝐴𝐿𝐿  ϕ | MAY ϕ1 OR MAY ϕ2 
| 𝐸𝑉𝐸𝑁𝑇𝑈𝐴𝐿𝐿𝑌 ϕ | ϕ1UNTIL ϕ2 | 𝐵𝐸𝐹𝑂𝑅𝐸  𝑒 ϕ |  
AFTER  e ϕ | IN t ϕ | AS CLOSE AS POSSIBLE  f ϕ | 
AS {EARLY , LATE, MANY, FEW} AS POSSIBLE  ϕ    (1) 

Table I shows the requirements on Adaptive Assisted 
Living system written in RELAX language. Requirement R1 
is divided into six subset requirements. R1.1 to R1.4 are relax 
requirements while R1.5 and R1.6 are invariant one.  

The DEP factor indicates the impact of relaxing one 
requirement to the others.  For example, relaxing R1.1 will 
disturb R1.2 to adjust diet plan but will help minimizing 
battery consumption and latency. Somehow the description is 



unclear, so we hardly know how big the effect of relaxing a 
requirement to the related one.  

To verify requirement of adaptive system written in 
RELAX language, Anggraini et.al proposed fuzzy satisfaction 
[7]. It used UPPAAL model checker [14] to model and 
simulate the problem. The simulation result from UPPAAL 
was translated into graded satisfaction using fuzzy function. 

Somehow relaxing a requirement does not as simple as it 
is. There is an issue when we relax a requirement that relate to 
another requirement since it can affect related requirement, 
either positively or negatively. Thus, it is important to 
understand the relationship on the requirements of adaptive 
system before we decide how much we need relaxation. 

B. Linear Regression and Correlation 
Linear regression analysis estimates the relationship of one 

variable to another by illustrating it in the slope of regression 
line [15]. Linear regression function of independent variable xi, 
for i = 1, …, n is shown in (2). The intercept α is where the 
regression line cross y-axis and β is the slope showing how 
steep the line is and εi is random error component. 

 𝑦𝑖 = 𝛼 +  𝛽𝑥𝑖 + 𝜀𝑖 	  (2) 

Correlation coefficient is a means to describe relationship 
strength between two continuous variables [16, 17]. It has 
value between -1 to +1. Negative correlation means that every 
increase in one variable will decrease another, 0 means both 
variables is not correlated, and positive value means that every 
increase in one variable will increase another.  

Pearson correlation coefficient (r) is employed to measure 
linear relationship between two random variables [18]. It can 
be computed on a sample data. Suppose we have n dataset with 
the first sample dataset (x1, …, xn) and the second sample 
dataset (y1, …, yn), the Pearson correlation coefficient r can be 
calculated using (3). 

 
𝑟 =

∑ (𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦+)𝑛
𝑖=1

.∑ (𝑥𝑖 − 𝑥̅)2𝑛
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In formula (3),  and  are the mean values of xi and yi, 
respectively and can be calculated using (4). 

 
𝑥̅ =

1
𝑛
& 𝑥𝑖

𝑛

𝑖=1
	

 (4) 

Cohen’s effect size is widely used to interpret the result of 
Pearson correlation r [19]. The guidelines of using effect size 
to evaluate relationship strength is described in Table II. The 
small size effect can be implied that it really is happening but 
will need a very careful study to see it through. Whereas a 
large one means that you can see the impact ‘just with a naked 
eyes’.  

TABLE I.  AAL REQUIREMENTS [13] 

R1: The system SHALL monitor Mary’s health and SHALL notify 
emergency services in case of emergency. 

R1.1 The fridge SHALL The fridge SHALL detect and 
communicate information with AS MANY food packages 
AS POSSIBLE. 
ENV  : Food locations, food item information (type, 
calories) & food state (spoiled, unspoiled). 
MON : RFID readers; Cameras; Weight sensors. 
REL : RFID tags provide food locations/food 
information/food state; Cameras provide food locations; 
Weight 
sensors provide food information (whether eaten or not). 
DEP : R1.1’ negatively impacts R1.2’; R1.1’ positively 
impacts R1.4 and R1.6 

R1.2  The fridge SHALL suggest a diet plan with total calories AS 
CLOSE AS POSSIBLE TO the daily ideal calories. The 
fridge SHALL adjust the diet plan in line 
with Mary’s actual calorie consumption. 
ENV : Mary’s daily calorie consumption. 
MON : RFID readers and weight sensors in fridge and 
trash can. 
REL : RFID readers and weight sensors provide 
consumed items; items vanish from fridge and the items (if 
uneaten) or the packaging (if eaten) appears in trash can. 
DEP : R1.2’ is negatively impacted by R1.1’; 
R1.2’negatively impacts R1 

R1.3 The system SHALL ensure that Mary’s liquid intake is AS 
CLOSE AS POSSIBLE TO the required minimum volume 
during the course of the day. The system SHALL ensure 
minimum liquid intake BEFORE bedtime. 
ENV : Mary’s daily liquid intake. 
MON : fluid monitoring cups; orientation sensor-
enabled cups; faucet sensors; flowerpot moisture sensors; 
timers correlating temporal events of different sensors: was 
cup emptied down sink, into flower pot or did Mary drink 
from it? 
REL : cup sensors & moisture sensors & faucet sensors 
& sink outlet sensors & timers all interact to collaboratively 
determine Mary’s daily liquid intake. 
DEP : R1.3 negatively impacts R1. 

R1.4  The system SHALL consume AS FEW units of energy AS 
POSSIBLE during normal operation. 
ENV : Total energy consumption. 
MON : Smart energy monitors. 
REL : Smart energy monitors can sense device energy 
consumption and sense activity within the AAL and use 
these to control (e.g.) lighting and heating. 
DEP : R1.4’ is negatively impacted by R1.6 

R1.5  The system SHALL raise an alarm if no activity by Mary is 
detected for t.b.d. hours during normal waking hours. 

R1.6 The system SHALL minimize latency when an alarm has 
been raised. 

TABLE II.  EFFECT SIZE GUIDE FOR PEARSON R 

Pearson r Effect size 

0.1 Small 

0.3 Medium 

0.5 Large 



 

Fig. 1. RELAX operators [13]

Squaring the value of Pearson correlation coefficient or 
usually called coefficient of determination (R2) is worthwhile 
to explain the proportion of variance in the variable. It 
provides the information on how good a predictor might be 
constructed from the modeled value. The value of R2 is range 
from 0 to 1. An R2 of 0 means that the dependent variable 
unable to be predicted from the independent variable and R2 of 
1 means that it can be predicted without error.  

Sometimes sample data are not normally distributed or 
there are several outliers that distorted the relationship of two 
random variables. At this condition, using Spearman’s rank 
correlation can show a better result on the association strength 
rather than Pearson’s correlation coefficient. Spearman’s 
correlation coefficient of n data ranks, denoted rs or ρ, can be 
computed using (5) [20].  

   (5) 

The value of di is the difference between ranks rg(xi) and 
rg(yi) calculated using (6). 

 𝑑𝑖  =  𝑟𝑔(𝑥𝑖)   −   𝑟𝑔(𝑦𝑖)	 (6) 

III. AN EXAMPLE: SMART VACUUM SYSTEMS 
Smart vacuum systems (SVS) problem [21] was used to 

illustrate requirement correlation. The problem definition of 
SVS is as follows: 

 

An SVS is a robot which is able of cleaning a required area 
and balancing path plan and battery consumption. The robot 
has some sensors such as bumper sensor to prevent from 
collision and motor sensor to inform its speed and power. The 
controller used data from sensors to determine optimal path 
and preserve battery. 

In this case, the uncertainty comes from sensor data noise 
and environment (the amount of dirt spread in the area and 
power needed to clean the area). SVS needs adaptation to 
provide acceptable satisfaction. 

 
 We focused on requirements SA and SB written in 

RELAX requirements language as shown in Table III. 
Uncertainty factor DEP shows that there is dependency 
between SA and SB but did not explicitly described how 
strong is the impact. Thus, we will show how to capture the 
correlation strength using linear regression and correlation 
coefficient to know the impact of relaxing a requirement to 
another one.  

Based on the requirements, a model (Fig 2) was built using 
UPPAAL model checker [22]. In this model, the vacuum will 
repeatedly clean up the room space with the random dirt in 
each area unit until the battery reach its threshold or the room 
is all clean. Then it will stop cleaning and calculate the 
percentage of clean area. 

The approach to measure the requirement correlation on 
adaptive system is as follows: 

1. Simulate the model to obtain sample data on variable x 
and y. 

2. Plot the simulation data in scatter diagram. 
3. Obtain linear regression equation using (2). 



4. Analyze relationship strength using (3) and Table I. 
5. Compute rank correlation using (5). 

To capture the requirement relationship in SA and SB on 
SVS problem, a simulation has been conducted on SVS model 
in UPPAAL. To do so, the initial battery was set to 100 units 
and the initial space was 50 units, while the dirt was 
randomized between (1,2,3) in each space unit. The initial 
remaining battery threshold was set to 20 and then it was 
relaxed up to 0. Then the percentage of clean space was 
calculated to be used in the sample data. 

 

 

TABLE III.  SVS REQUIREMENTS 

SA SVS SHALL achieve AS MANY clean AS POSSIBLE 

ENV: room space 

MON: motion sensor 
REL: motion sensor provides the room space that has been 
cleaned 
DEP: SA is negatively impacted by SB 

SB The system SHALL have remaining battery AS MANY AS 
POSSIBLE 
ENV: remaining battery 

MON: number of dirt 

REL: number of dirt will determine how much battery power is 
needed 

DEP: SB negatively impacts SA 

 

 

Fig. 2. SVS model on UPPAAL 

 

Fig. 3. Fuzzy Satisfaction of the simulation result on SVS model  

Fig 3 shows the fuzzy satisfaction on simulation result1 
on UPPAAL. It addresses the negative association as 
mentioned in DEP factor where the value of clean space 
satisfaction is high when the battery threshold is relaxed 
more (low remaining battery value). Fig 4 is the scatter plot 
of simulation data (blue dot) and regression line (red line) 

                                                             
1 http://tiny.cc/SVS_simulation 

estimated from simulation data. The trendline of linear 
regression is described in (7) and Pearson correlation 
coefficient is shown in (8).  

 y = 99.397 - 0.9203x  (7) 

 r = -0.699782848 (8) 

 R2 = 0.489696034 (9) 



 rs = -0.706885689 (10) 

 

 

Fig. 4. SVS cleaning result with different battery relaxation 

Based on linear regression function in (7), the intercept 
indicates that at x=0, the value of y is 99.397 and the slope 
indicates a negative relationship where every unit increase in 
x will decrease y by average 0.9203. Using Cohen’s effect 
size in Table II, the value of Pearson correlation coefficient 
shows that SB has a large negative impact on SA. This 
means that the smaller the remaining battery, the more the 
robot can clean the space. Or in other words, we need to 
relax more on the remaining battery to achieve more clean 
space. While the R2 shown in (9) reveal that 49% of variance 
in y is predictable from x.  

As we can see in (8) and (10), the value of Pearson and 
Spearman correlation coefficient confirmed that SA and SB 
have a strong association. In addition, it also shows a similar 
result which means that the outliers do not distort the 
relationship on both requirements.    

IV. CONCLUSIONS  
An approach of capturing relationship between two 

requirements in adaptive system using linear regression was 
demonstrated herein. Pearson correlation coefficient and 
Spearman rank correlation coefficient were introduced to 
measure correlation strength. The variability of sample data 
was described in coefficient of determination by squaring the 
value of Pearson coefficient. The method was implemented 
on the problem of smart vacuum system using simulation 
data obtained from UPPAAL. 

Based on current result, the direction of future works 
includes doing a reverse engineering on adaptive system 
problem to calculate relaxation needed to achieve certain 
requirement satisfaction. Another interesting idea is 
exploring if there is any causal relationship in the 
requirement and find the suitable method to extract this 
relationship. In addition, formalize the approach on 
requirement satisfaction and requirements correlation on 
dynamic adaptive system is needed. 
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