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ABSTRACT

This paper proposes a new approach for human action recog-

nition exploring the temporal salience. We exploit features

over the temporal saliency maps for learning the action rep-

resentation using a local dense descriptor. This approach au-

tomatically guides the descriptor towards the most interesting

contents, i.e. the salience region, and obtains the action repre-

sentation using solely the saliency information. Outperform-

ing results on Weizmann, DHA and KTH datasets confirm

the efficiency of the proposed approach as compared to the

state-of-the-art methods, in terms of accuracy and robustness

to the variations inside the action and similarities among ac-

tions. The proposed method outperforms by 2.7% with DHA,

1% with KTH and it is comparable in the case of Weizmann.

Index Terms— Human Action Recognition (HAR), Tem-

poral Salience, Salience-based HAR, Histogram of Oriented

Gradients of Salience (HOG-S).

1. INTRODUCTION

Human action recognition (HAR) [1–10] is significantly

used in a variety of applications, such as, video surveillance,

human computer interaction, healthcare monitoring, smart

homes. Vision-based HAR is still a challenge due to different

limitations, such as light conditions, occlusion and cluttering

background. These problems can be overcome by acquiring

a set of features and training a classifier leading to promising

results. However, uncorrelated and lost information may oc-

curr during the feature extraction [1]. Thus, the performance

of any recognition system is based on both the action rep-

resentation model and the action classification method [2].

Many works have been proposed to represent actions using

the local dense trajectories representation, such as, Histogram

of Oriented Gradients (HOG) [3], due to its robustness [4].

The existing works on HOG-based HAR are categorised into

two themes: 2D HOG [5–7] and 3D HOG [8–10] represen-

tations. In the first category, the dense features are extracted

from a single image/frame to show the motion history. In the

second category, a volumetric representation in space-time is

exploited to represent the action. However, in both categories,

redundant information, such as, the global / local motion, is

generated. This affects the discriminating power of the de-

scriptor, increases storage requirements of this information

and makes the complexity high. Mainly, a little research has

been done to address these problems.

This paper proposes a new approach for HAR exploring

the temporal salience. The method does not include high

complexity motion estimation algorithms. Instead it gener-

ates temporal salience maps, considering the spatial changes

within successive frames followed by modelling the temporal

salience maps using HOG leading to HOG of salience (HOG-

S) features that are finally classified using the KNN classifier.

The main contributions of this paper are:

1. Exploring the temporal saliency maps for HAR.

2. Proposing a salience based descriptor to encode each

action using the HOG of salience (HOG-S).

The rest of the paper is organised as follows: In Section 2, the

proposed method is presented, followed by the performance

evaluation in Section 3 and conclusions Section 4.

2. THE PROPOSED METHOD

Fig. 1 illustrates the main steps of the proposed approach. Let

C = {sFi , li}
V
i=1 be the actions dataset with V video sam-

ples and L classes, where si is the ith RGB video contains

F frames and l ∈ L. The aim is to recognise the human ac-

tions using the HOG of the temporal salience. This approach

includes two parts: temporal salience modelling and HOG of

salience (HOG-S) feature extraction.

2.1. Temporal salience modelling

The temporal salience modelling approach is divided into the

following four steps.

A) At the beginning, frame difference between each

two consecutive frames, (ft, ft−1) ∈ si, where t ∈
[1, · · · , F ], is obtained to define the changes in the

pixel intensity. Then, this difference is compared with



Fig. 1. Proposed approach for temporal saliency estimation

and feature extraction

a user-defined threshold, τ , to detect the moving pixels,

as follows:

Df (x, y) =











|ft(x, y)− ft−1(x, y)| if |ft(x, y)−

ft−1(x, y)| ≥ τ

0 Otherwise

,

(1)

where Df (x, y) is the frame difference at location

(x, y) after thresholding. However, it is difficult to

determine the perfect value of τ . To make this repre-

sentation more robust and generalised, we further vary

τ into H values to obtain H difference maps. Each a

difference map will be analysed independently.

B) The deference map based on the threshold τh, i.e. Dτh
f ,

where h ∈ [1, · · · ,H], is then processed using an over-

lapped block-based two dimensions fast Fourier trans-

form (2DFFT) based entropy in order to join the small

regions to form the silhouette. Due to Dτh
f has magni-

tudes distributed over the foreground region, a N ×N

entropy based operator is adopted to link these isolated

magnitudes and highlight the temporal pose. Dτh
f is

partitioned into overlapped N × N blocks and then

2DFFT is applied on each block to analyse the frequen-

cies in these blocks, separately.

C) After that, the normalised Power Spectral Density

(NPSD) of the block is calculated. These probability

densities are exploited to obtain the salience model

of the object using the local Shanoon entropy. This

entropy assigns a score for each pixel based on the

contribution of the neighbouring magnitudes over the

N × N block. Thus, the high magnitudes produce the

high score. Since we have H difference maps are anal-

ysed, there are H entropy maps are obtained. These

entropy maps are used to obtain the weighted entropy

map, Ê , as follows:

Ẽ(x, y) =

∑H

h=1 τhE
τh(x, y)

∑H

h=1 τh
, (2)

where Eτh(x, y) and Ẽ(x, y) are the entropy and the

weighted entropy values at location (x, y), respectively.

D) The Ẽ(x, y) is then normalised to the [0 255] values

and smoothed by applying a 2-D Gaussian kernel with

σ = 4 in order to fill the small holes if found and obtain

the final temporal saliency map.

The above procedure is an overlapped block-based pro-

cessing. Since each value in the saliency map is calculated

based on its neighbours, the salience value of each location is

affected by the values of the neighbouring locations. Mainly,

this locally entropy approach links fairly the small regions

that are close to each other leading to construct the tempo-

ral salience of the silhouette of the foreground object. This

method models the temporal salience without including com-

plex motion estimation approaches. Rather, modelling the

spatial changes within consecutive frames is used to compute

the temporal salience map. This map is explored to extract

new features by applying the HOG on the obtained temporal

salience map.

Fig. 2 shows the result of applying the above procedure

on a sample frame of a walking sequence from DHA dataset.

As we can see that our proposed saliency model further high-

lighting the most dynamic parts compared to other parts of

the body. The moving parts represented with high salience

magnitude, which reflects the optimal performance of the pro-

posed saliency model. For the seek of robustness, we test sev-

eral sequences of actions in the DHA dataset, and it shows an

efficient performance by emphasising the most dynamic parts

(a) (b) (c) (d)

Fig. 2. Temporal saliency estimation of frame #15 from the

walking sequence for the participant #1: (a) original frame,

(b) temporal difference map, (c) temporal saliency map with a

single threshold, τ = 4 and (d) temporal saliency map based

on the proposed weighted entropy.



(a) (b) (c) (d) (e) (f)

Fig. 3. Temporal saliency maps for action samples: (a) run, (b) walk, (c) jack, (d) jump, (e) One hand waving and (f) Two hands

waving.

as shown in Fig. 3. For instance, Fig. 3e and Fig. 3f provide

different saliency maps for One hand waving and Two hands

waving respectively. This proposition is crucial to compute

the HOG-S, which accurately identifies the variation between

different actions.

2.2. HOG-S feature extraction

The HOG-S descriptor is obtained by calculating the horizon-

tal and vertical gradients of the salience region, i.e. dxs
and

dys
, in each video frame. Then, the magnitude, GS , and ori-

entation, θS , of the gradients are computed as follows:

GS =
√

d2xs
+ d2ys

, (3)

θS = arctan

(

dys

dxs

)

. (4)

The gradient orientations are then quantized into 9-bins

orientation histogram. Let GS be an K × L matrix contain-

ing the gradient response. Thus, there are BK × BL blocks

from witch HOG-S features are extracted. Each block in turn

is subdivided into P patches and each patch give us 9-bins

histogram. Thus, when we concatenate them all into one re-

sponse vector,v, we obtain a 9 × P × BK × BL dimensions

vector. Then, v is normalised using (5) in order to make the

description more light-invariant.

v̂ =
v

‖v‖22
, (5)

where v̂ is the normalised HOG-S. However, v̂ can not be per-

fectly discriminating among features in according to the vari-

ation inside the action and similarities among the actions. To

address this, we improve the HOG-S descriptor by proposing

a time down-sampling to divide the frames of each sequence

into two groups: even and odd time-based vectors. Thus, the

set of normalised vectors V̂ = {v̂1, v̂2, v̂3, · · · , v̂T }, is down-

sampled by 2 with respect to T , i.e. T 2. By this, V̂ is

partitioned into even and odd time vectors. The final feature

vector at time instant t, ṽt, is computed as

ṽt =

∣

∣

∣

∣

∣

t−1
∑

k=0

v̂t−2k −
t−1
∑

k=0

v̂t−(2k+1)

∣

∣

∣

∣

∣

, (6)

where t− k > 0.

By using (5), the discriminating power of HOG-S descrip-

tor is improved by increasing both the dissimilarity and the

similarity between the actions and inside the action, respec-

tively.

3. PERFORMANCE EVALUATION

To explore the robustness of the proposed framework, two

publicly available datasets with different scenarios, i.e. indoor

and outdoor environments, are used for evaluation. Weiz-

mann dataset [11] contains V = 93 low-resolution (144×180,

50 fps) video sequences showing L = 10 actions achieved

by 9 actors. Depth-included Human Action (DHA) video

dataset [12] contains L = 23 action categories performed

by participating 21 different individuals (12 males and 9 fe-

males). It is recorded using a static Kinect camera in three

different scenes with 480×640 resolution. Finally, the third

dataset, KTH [13], is a multiview scenario dataset including

L = 6 actions with several variations. The actions are per-

formed several times by 25 subjects in four different scenar-

ios. It is recorded using a static camera with 25fps frame rate

and the spatial resolution is 160× 120 pixels.

In our experiments, the number of user-defined thresholds

equals to 7 with values= 4, 8, 16, 32, 64, 128, 256. The size

of the overlapped block is 3×3, which is chosen based on ex-

periments. All the temporal saliency maps are firstly resized

to the resolution 256 × 256 to apply the same parameters on

both datasets. In our experiments, the size of the salience

region is selected to be 168 × 72 resolution to crop all the

salience contents. This bounding box produces a 23040 di-

mensions HOG-S feature vector. We found that the patch size

4× 4 with P = 16 for each block achieves the best results.

Our method has resulted in overall accuracies of 99.65%,

99.39 and 99.06%, for the 3 datasets, Weizmann, DHA, and

KTH, respectively. The corresponding confusion matrices are

shown in Figures 5, 4 and 6, respectively. Table 1 shows how

the proposed approach compares with the exiting methods for

the 3 datasets. The proposed method provides the best per-

formance for DHA and KTH datasets, while provides a close

second best results for Weizmann dataset.
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Fig. 4. Confusion matrix of human action recognition on DHA dataset (Overall accuracy: 99.39%)
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Fig. 5. Confusion matrix of human action recognition on

Weizmann dataset (Overall accuracy: 99.65%)
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Fig. 6. Confusion matrix of human action recognition on

KTH dataset (Overall accuracy: 99.06%)

Table 1. Recognition accuracy (%) of the proposed HOG-

S and the state of the art for Weizmann, DHA and KTH

datasets: a comparison

Method
Weizm-

ann
Method DHA Method KTH

[14] 97.98 [15] 86.5 [16] 94.8

[17] 99.1 [18] 95 [19] 94.2

[19] 98.9 [20] 95.45 [21] 96.80

[10] 100 [22] 96.69 [23] 98.16

Ours 99.65 Ours 99.39 Ours 99.06

4. CONCLUSIONS

This paper has addressed the problem of extracting an accu-

rate discriminating representation for HAR based on temporal

saliency maps. It relies on exploiting the temporal saliency

to construct the HOG-S descriptor for HAR. The proposed

framework achieved better performance in terms of accuracy

over the exploited datasets compared to the state-of-the-art.

This outperforming has been shown in Table 1 for KTH and

DHA datasets. The confusion matrices verified that the new

features are better discriminated between actions as well as

reducing the variations inside the action itself.
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