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#### Abstract

We present a mathematical construct which provides a cryptographic protocol to verifiably shuffle a sequence of $k$ modular integers, and discuss its application to secure, universally verifiable, multi-authority election schemes. The output of the shuffle operation is another sequence of $k$ modular integers, each of which is the same secret power of a corresponding input element, but the order of elements in the output is kept secret. Though it is a trivial matter for the "shuffler" (who chooses the permutation of the elements to be applied) to compute the output from the input, the construction is important because it provides a linear size proof of correctness for the output sequence (i.e. a proof that it is of the form claimed) that can be checked by an arbitrary verifiers. The complexity of the protocol improves on that of Furukawa-Sako[16] both measured by number of exponentiations and by overall size. The protocol is shown to be honest-verifier zeroknowledge in a special case, and is computational zeroknowledge in general. On the way to the final result, we also construct a generalization of the well known Chaum-Pedersen protocol for knowledge of discrete logarithm equality ([10], [7]). In fact, the generalization specializes exactly to the ChaumPedersen protocol in the case $k=2$. This result may be of interest on its own.

An application to electronic voting is given that matches the features of the best current protocols with significant efficiency improvements. An alternative application to electronic voting is also given that introduces an entirely new paradigm for achieving Universally Verifiable elections.
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## 1. INTRODUCTION

The notion of a shuffle of a collection of objects, records, or tokens is simple and intuitive, and useful examples abound in various daily human activities. A gambler in a casino knows that among the cards in his hand, each will be one of 52 unique values, and that no one else at the table will have duplicates of the ones he holds. He does not, however, have any knowledge of how the cards are distributed, even though he may have recorded the exact card order before they were shuffled by the dealer.

In the context of electronic data, the problem of achieving the same kind of random, yet verifiable permutation of an input sequence is surprisingly difficult. The problem is that the data itself is either always visible to the auditor, or it isn't. If it is, then the correspondence between input records and output records is trivial to reconstruct by the auditor, or other observer. If it isn't, then input and output records must be different representations of the same underlying data. But if the output is different enough (that is, encrypted well enough) that the auditor cannot reconstruct the correspondence, then how can the auditor be sure that the shuffler did not change the underlying data in the process of shuffling?

Most of the paper is devoted to giving an efficient (linear) method for solving this problem in an important context - ElGamal, or Diffie-Hellman encrypted data. In order to make the exposition as clear and concise as possible, the majority of the paper explicitly refers to the specific case where the operations are carried out in a prime subgroup of $\mathbf{Z}_{p}^{*}$, the multiplicative group of units modulo a large prime, $p$. However, the only properties of the underlying (multiplicative) group that we use is that the associated Diffie-Hellman problem is intractable. Thus, the shuffle protocol is also useful when the ElGamal cryptosystem is implemented over other groups such as elliptic curves.

The general Boolean proof techniques of [5] and [11] can also be used to construct a proof with the same properties, however, the resulting proof size (complexity) is quadratic, or worse, in the size of the input sequence.

The technique of this paper also offers several advantages over the cut-and-choose technique used in [26]. In this approach, the size of proof is dependent on the probability of a cheating prover that is required to satisfy all participants. In the shuffle protocol of this paper, this cheating probability is essentially $k / q$, where $k$ is the number of elements to be shuffled, and $q$ is the size of the subgroup of $\mathbf{Z}_{p}^{*}$ in which the elements are encrypted. Although no analysis of the proof size dependence on cheating probability is done in
[26], it appears that, in order to obtain similarly low cheating probability, it will need to be orders of magnitude larger than the size of the proof given in this paper. (Moreover, if the [26] protocol is implemented non-interactively, the cheating probability would need to be chosen exceedingly small, because a malicious participant might use considerable offline computation to generate a forged proof by exhaustive search. This of course, could be the case with the protocol of this paper as well, but the probability $k / q$ is, for all practical values of $k$ and $q$, certainly small enough - even for offline attacks.)

The results of this paper provide for several ways to implement a universally verifiable election protocol. Some of these are presented in the final sections. In this context, it is worth comparing the elegant homomorphic election protocol of [7]. That protocol works well when ballots have only questions of a simple "choose (at most) $m$ of $n$ " type. This effectively precludes "write-in" responses, as well as "proportional type" questions where the voter is expected to indicate answers in preferential order, and questions are tabulated in accordance with this preference. (Theoretically, proportional type questions can be handled by mapping each valid permutation of selections to a single yes/no response. However, in practice this is infeasible unless the number of choices is quite small.) A couple of somewhat less important disadvantages of the [7] scheme are that it expands vote data size considerably, and that it requires a voter validity proof. This proof further expands the vote data size by about an order of magnitude, and is unattractive from a practical perspective, because it presumes special purpose code to be running on the voter's computer.

The shuffle protocols are constructed entirely from elementary arithmetic operations. They are thus simple to implement, and are imminently practical for the anonymous credential application described.

### 1.1 Comparison to previous results

The number of exponentiations required to construct the proof is $8 k+5$, where as the protocol of Furukawa-Sako[16] requires $18 k+18$, which itself is a significant improvement over the roughly $642 k$ exponentiations required by SakoKilian[26] and the $22 k \log k$ exponentiations required by AbeHoshino[1](%5B2%5D). In the special case where the shuffler, or prover, knows the encrypted data, only $k+4$ exponentiations are required by the present protocol. The construction of this paper also has advantages when measured by size, or length, which is $8 k+5$ modular integers, or group elements. In the case of $\mathbf{Z}_{p}$ implementation, most of these are "smaller" integers - typically 160 bits - though some of them are "larger" integers - typically 1024 bits. FurukawaSako[16] claim their proof size is $2^{11} k$ bits, and that the sizes for for Sako-Kilian[26] and Abe-Hoshino[1][2] respectively are $2^{18} k$ and $2^{14} k \log k$ bits. It is not clear at this time exactly how these size estimates compare with those of this paper, since they seem to have left out a dependence on the bit size of an integer. However, a rough count of the integers used in their protocol, seems to indicate more than $8 k+5$.

All estimates of the efficiency of other papers are taken from [16]. However, in the case of [26] and [1](%5B2%5D) they may be conservative for a non-interactive implementation of the protocol.

### 1.2 Applications to voting

The voting application that occurs immediately is that which employs the usual tabulation/mixing center approach to provide anonymity. In this setting, the protocols of this paper offer important advantages. They are much more efficient, and allow the mixing centers to be completely independent of the authorities who hold some share of the key necessary to decrypt ballots.

Perhaps, however, a more valuable and exciting application of the new protocol is for creating "anonymous credentials". A member of an authorized group, identified only by a set of DSA, or Diffie-Hellman public keys, can authenticate group membership, and/or sign in a one time way, without revealing his/her individual identity. This leads to a novel solution to the voting problem that is universally verifiable, but does not require any special set of "authorities" in order to tabulate. It also offers a better privacy model to the voter, and speeds tabulation enormously since ballots do not need to be encrypted/decrypted. In effect, instead of mixing encrypted vote cyphertexts after ballots have been received at the vote collection center, voter credentials are mixed before the start of the election. This mixing can naturally be done by the voters themselves to achieve "anonymous authentication". (See section 6.1.) (It should be noted that the mixing could also be done by a set of authorities, thus providing a more efficient means to implement a threshold privacy election. One where, again, ballots do not need to be encrypted/decrypted.)

## 2. NOTATION

In the following, unless explicitly stated otherwise, $n$ will be a positive integer, $p$ and $q$ will be prime integers, publicly known. Arithmetic operations are performed in the modular ring $\mathbf{Z}_{p}$ (or occasionally $\mathbf{Z}_{n}$ ), and $g \in \mathbf{Z}_{p}$ will have (prime) multiplicative order $q$. (So, trivially, $q \mid(p-1)$.) In each proof protocol, $P$ will be the prover (shuffler) and $V$ the verifier (auditor).

We recall the Chaum-Pedersen proof of equality for discrete logarithms. For $G, X, H, Y \in \mathbf{Z}_{p}$ this is a proof of knowledge for the relation

$$
\begin{equation*}
\log _{G} X=\log _{H} Y \tag{1}
\end{equation*}
$$

It is not known to be zero-knowledge, however it is known to be honest-verifier zeroknowledge. In the next section, we will give a natural multi-variable generalization of this protocol which also has these properties. These are sufficient for our main application where the verifier is implemented via the Fiat-Shamir heuristic. (See [15] and [7].)

Definition 1. An instance of this proof, as above, will be denoted by

$$
\mathcal{C P}(G, X, H, Y)
$$

Definition 2. For fixed $g \in \mathbf{Z}_{p}^{*}$, let $\otimes_{g}$ be the binary operator on $\langle g\rangle \times\langle g\rangle$ defined by

$$
\log _{g}\left(x \otimes_{g} y\right)=\log _{g} x \log _{g} y
$$

for all $x, y \in\langle g\rangle$. Alternatively

$$
g^{a} \otimes_{g} g^{b}=g^{a b}=\left(g^{a}\right)^{b}=\left(g^{b}\right)^{a}
$$

for all $a, b \in \mathbf{Z}_{q}$. Following the conventions used for summations and multiplications, we also use the notation

$$
\bigotimes_{i=1}^{k} X_{i}=X_{0} \otimes_{g} X_{1} \otimes_{g} \cdots \otimes_{g} X_{k}
$$

We refer to this operation as logarithmic multiplication base, $g$.
In each of the notations in the preceding definition, the subscript $g$ may be omitted when its value is clear from context.

Remark 1. Notice that

$$
\begin{equation*}
\log _{G} X=\log _{H} Y \Longleftrightarrow G \otimes_{g} Y=H \otimes_{g} X \tag{2}
\end{equation*}
$$

We note the following collection of well know results since they will be heavily used in the remainder of the paper.

Lemma 1. Let $f(x) \in \mathbf{Z}_{q}[x]$, be a polynomial of degree d. Then there are at most $d$ values $z_{1}, \ldots, z_{d-1} \in \mathbf{Z}_{q}$ such that $f\left(z_{i}\right)=0$.

Corollary 1. Let $f(x), g(x) \in \mathbf{Z}_{q}[x]$ be two monic polynomials of degree at most $d$, with $f \neq g$. Then there are at most $d-1$ values $z_{1}, \ldots, z_{d-1} \in \mathbf{Z}_{q}$ such that $f\left(z_{i}\right)=g\left(z_{i}\right)$.

Corollary 2. Let $f(x), g(x) \in \mathbf{Z}_{q}[x]$ be two monic polynomials of degree at most d, with $f \neq g$. If $t \in_{R} \mathbf{Z}_{q}$ ( $t$ is selected at random from $\mathbf{Z}_{q}$ ), then

$$
P(\{t: f(t)=g(t)\}) \leq \frac{d-1}{q}
$$

Corollary 3. Let $f(x), g(x) \in \mathbf{Z}_{q}[x]$ be any two polynomials of degree at most $d$. Then for every constant $R \neq$ 0 , there are at most $d$ values, $z_{1}(R), \ldots, z_{d}(R)$, such that $f\left(z_{i}(R)\right)=R g\left(z_{i}(R)\right)$.

Definition 3. Let $f(x)$ be a polynomial in $\mathbf{Z}_{q}[x]$. We denote by $\chi_{f}$ the (unordered) set of all roots of $f$.

$$
\begin{equation*}
\chi_{f} \doteq\left\{t \in \mathbf{Z}_{q}: f(t)=0\right\} \tag{3}
\end{equation*}
$$

Definition 4. If $\Lambda \subset \mathbf{Z}_{q}$, and $R \in \mathbf{Z}_{q}$, we write

$$
\begin{equation*}
R \Lambda \doteq\left\{t \in \mathbf{Z}_{q}: t=R u, u \in \Lambda\right\} \tag{4}
\end{equation*}
$$

Corollary 4. Let $f(x), g(x) \in \mathbf{Z}_{q}[x]$ be any two polynomials of degree at most $d$. Fix constants, $R \neq 0, \gamma \neq 0$, and $\delta \neq 0$. If $t \in_{R} \mathbf{Z}_{q}$, then

$$
P(\{t: f(\gamma t)=R g(\delta t)\}) \leq \frac{d}{q}
$$

Lemma 2. Let $\mathbf{Z}_{q}^{k}$ be the standard $k$-dimensional vector space over $\mathbf{Z}_{q}$, and fix $v=\left(v_{1}, \ldots, \ldots v_{k}\right) \in \mathbf{Z}_{q}^{k}, v \neq 0$. If $r \in_{R} \mathbf{Z}_{q}^{k}$ is chosen at random, then

$$
P(\{r: v \cdot r=0\})=\frac{1}{q}
$$

Definition 5. Let $M=\left(m_{i j}\right)$ be a $k \times l$ matrix. We denote the $i^{\text {th }}$ row vector of $M$ by $\rho_{i}(M)$ and the $j^{\text {th }}$ column vector of $M$ by $\tau_{j}(M)$. That is

$$
\begin{align*}
\rho_{i}(M) & =\left(m_{i 1}, \ldots, m_{i l}\right)  \tag{5}\\
\tau_{j}(M) & =\left(\begin{array}{c}
m_{1 j} \\
\vdots \\
m_{k j}
\end{array}\right) \tag{6}
\end{align*}
$$

## 3. PROOFS FOR ITERATED LOGARITHMIC MULTIPLICATION

For the rest of this section, all logarithmic multiplications will be computed relative to a fixed element $g$, and hence we will omit the subscript in notation. The following problem is fundamental to the shuffle protocols which are to come later.

Iterated Logarithmic Multiplication Problem: Two sequences $\left\{X_{i}\right\}_{i=1}^{k}$ and $\left\{Y_{i}\right\}_{i=1}^{k}$ are publicly known. The prover, $\mathcal{P}$, also knows $u_{i}=\log _{g} X_{i}$ and $v_{i}=\log _{g} Y_{i}$ for all $i$, but these are unknown to the verifier, $\mathcal{V} . \mathcal{P}$ is required to convince $\mathcal{V}$ of the relation

$$
\begin{equation*}
\bigotimes_{i=1}^{k} X_{i}=\bigotimes_{i=1}^{k} Y_{i} \tag{7}
\end{equation*}
$$

without revealing any information about the secret logarithms $u_{i}$ and $v_{i}$.

The protocol we give is precisely a higher dimensional generalization of the Chaum-Pedersen protocol discussed at the beginning of section 2 . In fact, we will see that in the case $k=2$, the protocol is exactly the Chaum-Pedersen protocol. The presentation will be considerably simplified by restricting the problem instance to a case where

$$
\begin{equation*}
X_{i} \neq 1, Y_{i} \neq 1 \quad \forall 1 \leq i \leq k \tag{8}
\end{equation*}
$$

Clearly, if any of these inequalities do not hold, then there is no sense in constructing a proof since equation (7) can be seen to hold or not by inspection. (If $X_{i}=1$ then $x_{i}=0$ and so equation (7) holds if and only if $Y_{j}=1$ for some $j$. Similarly with the roles of $X$ and $Y$ reversed.)

## Iterated Logarithmic Multiplication Proof Protocol (ILMPP) :

1. $\mathcal{P}$ secretly generates, randomly and independently from $\mathbf{Z}_{q}, k-1$ elements, $\theta_{1}, \ldots \theta_{k-1}$. $\mathcal{P}$ then computes

$$
\begin{align*}
A_{1} & =Y_{1}^{\theta_{1}}  \tag{9}\\
A_{2} & =X_{2}^{\theta_{1}} Y_{2}^{\theta_{2}} \\
\vdots & =\vdots \\
A_{i} & =X_{i}^{\theta_{i-1}} Y_{i}^{\theta_{i}} \\
\vdots & =\vdots \\
A_{k} & =X_{k}^{\theta_{k-1}}
\end{align*}
$$

and reveals to $\mathcal{V}$ the sequence $A_{1}, \ldots, A_{k}$.
2. $\mathcal{V}$ generates a random challenge, $\gamma \in \mathbf{Z}_{q}$ and reveals it to $\mathcal{P}$.
3. $\mathcal{P}$ computes $k-1$ elements, $r_{1}, \ldots, r_{k-1}$, of $\mathbf{Z}_{q}$ satis-
fying

$$
\begin{align*}
Y_{1}^{r_{1}} & =A_{1} X_{1}^{-\gamma}  \tag{10}\\
X_{2}^{r_{1}} Y_{2}^{r_{2}} & =A_{2} \\
\vdots & =\vdots \\
X_{i}^{r_{i-1}} Y_{i}^{r_{i}} & =A_{i} \\
\vdots & =\vdots \\
X_{k}^{r_{k-1}} & =A_{k} Y_{k}^{(-1)^{(k-1)} \gamma}
\end{align*}
$$

and reveals the sequence $r_{1}, \ldots, r_{k-1}$ to $\mathcal{V}$. (We will see in the proof of completeness, below, how these values are computed.)
4. $\mathcal{V}$ accepts the proof if and only if all of the equations in (10) hold.

ThEOREM 1. The ILMPP is a three-move, public coin proof of knowledge for the relationship in equation (7) which is special honest-verifier zeroknowledge. The number of exponentiations required to construct the proof is $k$, and the number of exponentiations required to verify it is $2 k$. If $\mathcal{V}$ generates challenges randomly, the probability of a forged proof is $1 / q$.

REMARK 2. All exponentiations in the SILMPP occur in pairs of the form $X^{a} Y^{b}$, so numerical techniques can reduce this to effectively less than $1.25 k$ exponentiations. (See [18], p. 617-618, "simultaneous multiple exponentiation".) Also note that in constructing the proof, all exponentiations can be done to the same base, $g$, so precomputation can be employed as well.

Proof: The protocol is clearly three-move and public coin. The exponentiation count in the construction of the proof looks like it should be $2 k-2$, but actually it can be constructed with only $k$ exponentiations. This is because $\mathcal{P}$ knows the logarithms $x_{i}$ and $y_{i}$, and hence can compute $A_{i}$ as $A_{i}=g^{\theta_{i-1} x_{i}+\theta_{i} y_{i}}$ for all $2 \leq i \leq k-1$.

## Completeness

Completeness means that, given arbitrary $\vec{\theta}=\left(\theta_{1}, \ldots, \theta_{k-1}\right)$ and $\gamma, \mathcal{P}$ can always find $\vec{r}=\left(r_{1}, \ldots, r_{k-1}\right)$ satisfying the system of equations in (10). To see that this is the case, take $\log _{g}$ of each side of the equations in (10), and set $\bar{r}_{i}=r_{i}-\theta_{i}$ for $1 \leq i \leq k-1$. One obtains the following $k \times(k-1)$ system of linear equations in $\mathbf{Z}_{q}$ for $\bar{r}_{1}, \ldots, \bar{r}_{k-1}$

$$
\begin{gathered}
\left(\begin{array}{cccccc}
y_{1} & 0 & 0 & 0 & \cdots & 0 \\
x_{2} & y_{2} & 0 & 0 & \cdots & 0 \\
0 & x_{3} & y_{3} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & 0 & x_{k-1} & y_{k-1} \\
0 & 0 & \cdots & 0 & 0 & x_{k}
\end{array}\right)\left(\begin{array}{c}
\bar{r}_{1} \\
\bar{r}_{2} \\
\bar{r}_{3} \\
\vdots \\
\bar{r}_{k-2} \\
\bar{r}_{k-1}
\end{array}\right) \\
\\
=\left(\begin{array}{c}
-\gamma x_{1} \\
0 \\
0 \\
\vdots \\
0 \\
(-1)^{(k-1)} \gamma y_{k}
\end{array}\right)
\end{gathered}
$$

The $(k-1) \times(k-1)$ sub-system

$$
\left(\begin{array}{cccccc}
x_{2} & y_{2} & 0 & 0 & \cdots & 0  \tag{12}\\
0 & x_{3} & y_{3} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & 0 & x_{k-1} & y_{k-1} \\
0 & 0 & \cdots & 0 & 0 & x_{k}
\end{array}\right)\left(\begin{array}{c}
\bar{r}_{1} \\
\bar{r}_{2} \\
\vdots \\
\bar{r}_{k-2} \\
\bar{r}_{k-1}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
\gamma y_{k}
\end{array}\right)
$$

is non-singular since its determinant is $\prod_{i=2}^{k} x_{i}$, which is non-zero by assumption (8). Hence, one can always solve it for $\bar{r}_{1}, \ldots, \bar{r}_{k-1}$. In fact, the solution is

$$
\begin{equation*}
\bar{r}_{i}=(-1)^{(k-i-1)} \gamma \prod_{j=i+1}^{k}\left(\frac{y_{j}}{x_{j}}\right) \tag{13}
\end{equation*}
$$

However, under the hypotheses of the problem, (12) actually implies (11). This is because

$$
\begin{align*}
0 & =\prod_{i=1}^{k} x_{i}-\prod_{i-1}^{k} y_{i}  \tag{14}\\
& =\left|\left(\begin{array}{ccccccc}
x_{1} & y_{1} & 0 & 0 & 0 & \cdots & 0 \\
0 & x_{2} & y_{2} & 0 & 0 & \cdots & 0 \\
0 & 0 & x_{3} & y_{3} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & x_{k-1} & y_{k-1} \\
(-1)^{k} y_{k} & 0 & 0 & \cdots & 0 & 0 & x_{k}
\end{array}\right)\right|
\end{align*}
$$

which, combined with the fact that the sub-matrix on the left of equation (12) is non-singular, means that the first column vector of the $k \times k$ matrix in (14) must be a linear combination of the remaining $k-1$ column vectors.

## Soundness

If the first column vector of the matrix on the left of equation (14) is not a linear combination of the remaining $k-1$ column vectors, then there can be at most one value of $\gamma \in \mathbf{Z}_{q}$ for which equation (11) holds. Thus, if $\gamma$ is chosen randomly, there is at most a chance of 1 in $q$ that $\mathcal{P}$ can produce $r_{1}, \ldots, r_{k-1}$ which convince $\mathcal{V}$.

## Special Honest-Verifier Zeroknowledge

Honest-verifier zero-knowledge holds because, for random $\gamma$ and random $\vec{r}=\left(r_{1}, \ldots, r_{k-1}\right)$, and for

$$
\vec{A}=\left(\begin{array}{c}
A_{1}  \tag{15}\\
A_{2} \\
\vdots \\
A_{k-1} \\
A_{k}
\end{array}\right)=\left(\begin{array}{c}
X_{1}^{\gamma} Y_{1}^{r_{1}} \\
X_{2}^{r_{1}} Y_{2}^{r_{2}} \\
\vdots \\
X_{k-1}^{r_{k-2}} Y_{k-1}^{r_{k-2}} \\
X_{k}^{r_{k-1}} Y_{k}^{(-1)^{k} \gamma}
\end{array}\right)
$$

the triple $(\vec{A}, \gamma, r)$ is an accepting conversation. It is easy to see that the distribution so generated for $\vec{A}$ is identical to that generated according to (9), again because the first column vector of the matrix in (14) is a fixed linear combination of the remaining column vectors. So if $\mathcal{V}$ is honest, the simulation is perfect. Since the challenge, $\gamma$, can be chosen freely, we also have special honest-verifier zero-knowledge.

REMARK 3. The solutions for $\bar{r}_{i}$ in (13) could also be written formally as

$$
\bar{r}_{i}=(-1)^{(i-1)} \gamma \prod_{j=1}^{i}\left(\frac{x_{j}}{y_{j}}\right)
$$

However, this will not work if some of the $y_{j}$ are 0 . In the case of equation (13), this problem was avoided by assumption (8). Of course, the main part of the solution could just have well be set up under the assumption that $y_{i} \neq 0$ for all $1 \leq i \leq k-1$ - the choice of expression for $r_{i}$ just needs to be kept consistent with the form of the assumption.

Remark 4. We leave it to the reader to check that in the case $k=2$, the SILMPP reduces exactly to the well known Chaum-Pedersen protocol. In so doing, it is worth recalling remark 1, equation (2).

Remark 5. Special Soundness
As is the case with the Chaum-Pedersen protocol, which proves that $\mathcal{P}$ knows $s=\log _{G} X=\log _{H} Y$, the SILMPP proves that $\mathcal{P}$ knows $s_{1}, \ldots, s_{k}$ such that $\log _{g} X_{i}=\log _{g} Y_{i}$, and $\prod_{i=1}^{k} s_{i}=1$. This is clear because from two accepting conversations, $(\vec{A}, \gamma, \vec{r})$ and $\left(\vec{A}, \gamma^{\prime}, \vec{r}^{\prime}\right)$, with the same first move and $\gamma \neq \gamma^{\prime}$, a witness,

$$
(w, \rho)=\left(\gamma-\gamma^{\prime}, \vec{r}-\vec{r}^{\prime}\right)
$$

can be extracted satisfying

$$
\begin{align*}
Y_{1}^{\rho_{1}} & =X_{1}^{-w}  \tag{16}\\
Y_{2}^{\rho_{2}} & =X_{2}^{-\rho_{1}} \\
\vdots & =\vdots \\
Y_{i}^{\rho_{i}} & =X_{i}^{-\rho_{i-1}} \\
\vdots & =\vdots \\
Y_{k}^{(-1)^{k} w} & =X_{k}^{-\rho_{k-1}}
\end{align*}
$$

Since $w=\gamma-\gamma^{\prime} \neq 0$, it follows that $\rho_{i} \neq 0$ for all $1 \leq i \leq$ $k-1$. Thus, with an appropriate small modification to the statement of the problem, it satisfies special soundness.

## 4. THE SIMPLE $k$-SHUFFLE

The first shuffle proof protocol we construct requires a restrictive set of conditions. It will be useful for two reasons. First, it is a basic building block of the more general shuffle proof protocol to come later. Fortuitously, it also serves a second important purpose. A single instance of this proof can be constructed to essentially "commit" a particular permutation. This can be important when shuffles need to be performed on tuples of $\mathbf{Z}_{p}$ elements, which is exactly what is required when shuffling ElGamal pairs, as in the voting application.

Simple k-Shuffle Problem: Two sequences of $k$ elements of $\mathbf{Z}_{p}, X_{1}, \ldots, X_{k}$, and $Y_{1}, \ldots, Y_{k}$ are publicly known. The prover, $\mathcal{P}$, also knows $x_{i}=\log _{g} X_{i}$ and $y_{i}=\log _{g} Y_{i}$, but these are unknown to the verifier, $\mathcal{V}$. In addition, constants $c$ and $d$ in $\mathbf{Z}_{q}$ are known only to $\mathcal{P}$, but commitments $C=g^{c}$ and $D=g^{d}$ are made public. $\mathcal{P}$ is required to convince $\mathcal{V}$ that there is some permutation, $\pi \in \Sigma_{k}$, with the property that

$$
\begin{equation*}
Y_{i}^{d}=X_{\pi(i)}^{c} \tag{17}
\end{equation*}
$$

for all $1 \leq i \leq k$ without revealing any information about $x_{i}, y_{i}, \pi, c$, or $d$.

Remark 6. For this section, and the remainder of the paper, we will make the simplifying assumptions that in all shuffle constructions

1. $x_{i} \neq x_{j}$ for $i \neq j$ (and hence, of course, $y_{i} \neq y_{j}$ for $i \neq j$ ).
2. $x_{i} \neq 1$ for all $1 \leq i \leq k$.

There are obvious ways to handle these special cases. Moreover, in practice, they will "essentially never" occur since elements are usually random.

The protocol of the previous section, in combination with corollary 2 , provide the tools necessary to solve this problem in a fairly straightforward manner.

## Simple $k$-Shuffle Proof Protocol:

1. $\mathcal{V}$ generates a random $t \in \mathbf{Z}_{q}$ and gives it to $\mathcal{P}$ as a challenge.
2. $\mathcal{P}$ and $\mathcal{V}$ publicly compute $U=D^{t}=g^{d t}, W=C^{t}=$ $g^{c t}$,

$$
\overrightarrow{\hat{X}}=\left(\hat{X}_{1}, \ldots, \hat{X}_{k}\right)=\left(X_{1} / U, \ldots, X_{k} / U\right)
$$

and

$$
\overrightarrow{\hat{Y}}=\left(\hat{Y}_{1}, \ldots, \hat{Y}_{k}\right)=\left(Y_{1} / W, \ldots, Y_{k} / W\right)
$$

3. $\mathcal{P}$ and $\mathcal{V}$ execute the SILPP for the two length $2 k$ vectors

$$
\begin{align*}
\Phi & =(\overrightarrow{\hat{X}}, \overbrace{C, C, \ldots, C}^{k})  \tag{18}\\
\Psi & =(\overrightarrow{\hat{Y}}, \overbrace{D, D, \ldots, D}^{k})
\end{align*}
$$

The protocol succeeds ( $\mathcal{V}$ accepts the proof) if and only if $\mathcal{V}$ accepts this SILPP.

Theorem 2. The Simple $k$-Shuffle Proof Protocol is a four-move, public coin proof of knowledge for the relationship in equation (17). It satisfies special soundness, and is special honest-verifier zeroknowledge. The number of exponentiations required to construct the proof is $2 k$, and the number of exponentiations required to verify it is $4 k$.

If $\mathcal{V}$ generates challenges randomly, the probability of a forged proof is less than or equal to

$$
(k-1) / q+(q-k+1) / q^{2}=(q k-q+q-k+1) / q^{2}<k / q
$$

Remark 7. The observations of remark 2 also apply in this case.

Proof: All of the required properties follow immediately from the results of the previous section. (Special soundness can be argued from remark 5.) A forged proof can only be generated in two conditions.

1. The challenge $t$ is one of the special values for which

$$
\prod_{i=1}^{k}\left(t-x_{i} / d\right)=\prod_{i=1}^{k}\left(t-y_{i} / c\right)
$$

2. The challenge $t$ is not one of the special values in 1 above, and the SILMPP is forged.
By corollary 2 , the probability of 1 is at most $(k-1) / q$, and the probability of 2 is $(q-k+1) / q^{2}$ by the results of the previous section.

### 4.1 A complexity improvement

Both the size and complexity of the simple $k$-shuffle protocol can be improved by a factor of 2 . Instead of using corollary 2 , we use corollary 4 . Intuitively, we would like to replace the $k$ copies of $D$ and $k$ copies of $C$ in equation (18) with single entries $g^{d^{k}}$ and $g^{c^{k}}$ respectively. Unfortunately, this would ruin the zeroknowledge property of the protocol. Instead, we modify the protocol as follows.

## Simple $k$-Shuffle Proof Protocol II:

1. $\mathcal{P}$ generates randomly and independently $\beta$ from $\mathbf{Z}_{q}$ and $\tau$ from
$\mathbf{Z}_{q}-\{0\}$, computes

$$
\begin{align*}
B & =g^{\beta}  \tag{19}\\
T & =g^{\tau}
\end{align*}
$$

and reveals $B$ and $T$ to $\mathcal{V}$.
2. $\mathcal{V}$ generates a random $\lambda$ from $\mathbf{Z}_{q}$ and reveals it to $\mathcal{P}$.
3. $\mathcal{P}$ computes $s$ by

$$
\begin{equation*}
s=\beta+\lambda \tau-\prod_{i=1}^{k}\left(\frac{x_{i}}{y_{i}}\right)=\beta+\lambda \tau-\left(\frac{d}{c}\right)^{k} \tag{20}
\end{equation*}
$$

and reveals $s$ to $\mathcal{V}$.
4. $\mathcal{V}$ generates a random $t \in \mathbf{Z}_{q}$ and gives it to $\mathcal{P}$ as a challenge.
5. $\mathcal{P}$ and $\mathcal{V}$ publicly compute $U=D^{t}=g^{d t}, W=C^{t}=$ $g^{c t}$,

$$
\overrightarrow{\hat{X}}=\left(\hat{X}_{1}, \ldots, \hat{X}_{k}\right)=\left(X_{1} / U, \ldots, X_{k} / U\right)
$$

and

$$
\overrightarrow{\hat{Y}}=\left(\hat{Y}_{1}, \ldots, \hat{Y}_{k}\right)=\left(Y_{1} / W, \ldots, Y_{k} / W\right)
$$

6. $\mathcal{P}$ secretly generates, randomly and independently from $\mathbf{Z}_{q}, k$ elements, $\theta_{1}, \ldots \theta_{k} . \mathcal{P}$ then computes

$$
\begin{align*}
A_{1} & =\hat{Y}_{1}^{\theta_{1}}  \tag{21}\\
A_{2} & =\hat{X}_{2}^{\theta_{1}} \hat{Y}_{2}^{\theta_{2}} \\
\vdots & =\vdots \\
A_{i} & =\hat{X}_{i}^{\theta_{i-1}} \hat{Y}_{i}^{\theta_{i}} \\
\vdots & =\vdots \\
A_{k} & =\hat{X}_{k}^{\theta_{k-1}} \hat{Y}_{k}^{\theta_{k}} \\
A_{k+1} & =g^{\theta_{k}}
\end{align*}
$$

and reveals to $\mathcal{V}$ the sequence $A_{1}, \ldots, A_{k+1}$.
7. $\mathcal{V}$ generates a random challenge, $\gamma \in \mathbf{Z}_{q}$ and reveals it to $\mathcal{P}$.
8. $\mathcal{P}$ computes $k$ elements, $r_{1}, \ldots, r_{k}$, of $\mathbf{Z}_{q}$ satisfying

$$
\begin{align*}
\hat{Y}_{1}^{r_{1}} & =A_{1} \hat{X}_{1}^{-\gamma}  \tag{22}\\
\hat{X}_{2}^{r_{1}} \hat{Y}_{2}^{r_{2}} & =A_{2} \\
\vdots & =\vdots \\
\hat{X}_{i}^{r_{i-1}} \hat{Y}_{i}^{r_{i}} & =A_{i} \\
\vdots & =\vdots \\
\hat{X}_{k}^{r_{k-1}} \hat{Y}_{k}^{r_{k}} & =A_{k} \\
g^{r_{k}} & =A_{k+1}\left(B T^{\lambda} g^{-s}\right)^{(-1)^{k} \gamma}
\end{align*}
$$

and reveals the sequence $r_{1}, \ldots, r_{k}$ to $\mathcal{V}$.
9. $\mathcal{V}$ accepts the proof if and only if all of the equations in (22) hold.

Theorem 3. Simple $k$-Shuffle Proof Protocol II is a fivemove, public coin proof of knowledge for the relationship in equation (17). It satisfies special soundness, and is special honest-verifier zeroknowledge. The number of exponentiations required to construct the proof is $k+4$, and the number of exponentiations required to verify it is $2 k+2$.

If $\mathcal{V}$ generates challenges randomly, the probability of a forged proof remains less than or equal to
$(k-1) / q+(q-k+1) / q^{2}=(q k-q+q-k+1) / q^{2}<k / q$

Proof Sketch: All of the arguments are very similar, property by property, to the arguments constructed in the case of the original protocol. The main difference is that one makes an appeal to corollary 4 rather than corollary 2.

Full details of the proof will be included in a later version of this paper.

## 5. THE GENERAL $k$-SHUFFLE

An obvious limitation of the simple $k$-Shuffle protocol is that the shuffler, $\mathcal{P}$, must know all the original exponents $x_{1}, \ldots, x_{k}$ and $y_{1}, \ldots, y_{k}$. In many applications, this will not be the case. The goal of this section is to eliminate that restriction.

General k-Shuffle Problem: Two sequences of $k$ elements of $\mathbf{Z}_{p}, X_{1}, \ldots, X_{k}$, and $Y_{1}, \ldots, Y_{k}$ are publicly known. In addition, a constant $c \in \mathbf{Z}_{q}$ is known only to $\mathcal{P}$, but commitments $C=g^{c}$ and $D=g^{d}$ are made public. $\mathcal{P}$ is required to convince $\mathcal{V}$ that there is some permutation, $\pi \in \Sigma_{k}$, with the property that

$$
\begin{equation*}
Y_{i}^{d}=X_{\pi(i)}^{c} \tag{23}
\end{equation*}
$$

for all $1 \leq i \leq k$ without revealing any information about $\pi, c$, or $d$.

General k-Shuffle Proof Protocol: The protocol is constructed from a simple k-shuffle that has been "appropriately randomized" by the verifier, and an application of lemma 2. (To ease presentation, and avoid confusing notation, we will present the proof for the situation $d=1$. It is a fairly straightforward matter to make the modifications for the general case.)

1. $\mathcal{P}$ chooses two sequences of $k$ elements $e_{11}, \ldots, e_{1 k}$, and $e_{21}, \ldots, e_{2 k}$ from $\mathbf{Z}_{q}-\{0\}$. $\mathcal{P}$ also chooses a random, independent exponent $d$ from $\mathbf{Z}_{q}-\{0\}$. $\mathcal{P}$ reveals to $\mathcal{V}$ the sequences $E_{1 i}=g^{e_{1 i}}$ and $E_{2 i}=g^{e_{2 i}}$.
2. $\mathcal{V}$ generates another two sequences $f_{11}, \ldots, f_{1 k}$, and $f_{21}, \ldots, f_{2 k}$ randomly and independently from $\mathbf{Z}_{q}-$ $\{0\}$.
3. $\mathcal{P}$ computes the sequences
$F_{j i}=g^{d f_{j \pi}-1(i){ }^{e_{j \pi}-1(i)}} \quad 1 \leq i \leq k, 1 \leq j \leq 2$
and reveals these to $\mathcal{V}$.
4. $\mathcal{V}$ generates a random challenge $\gamma$ from $\mathbf{Z}_{q}$ and reveals it to $\mathcal{P}$.
5. $\mathcal{P}$ and $\mathcal{V}$ execute a simple $k$-shuffle protocol for the values $(\vec{U}, g, \vec{V}, D)$ where

$$
\begin{align*}
U_{i} & =g^{f_{1 i} e_{1 i}+\gamma f_{2 i} e_{2 i}}  \tag{25}\\
V_{i} & =g^{d f_{1 \pi}-1(i)} e_{1 \pi^{-1}(i)}+\gamma d f_{2 \pi-1(i)} e_{2 \pi^{-1}(i)} \\
D & =g^{d}
\end{align*}
$$

(Notice that $\mathcal{P}$ need not explicitly compute $U_{i}$ and $V_{i}$ in order to construct the proof - only knowledge of the logarithms is required and these can be computed by simple multiplication and addition. When checking the proof, $\mathcal{V}$ must compute $U_{i}$ and $V_{i}$ as

$$
\begin{align*}
U_{i} & =E_{1 i}^{f_{1 i}} E_{2 i}^{\gamma f_{2 i}}  \tag{26}\\
V_{i} & =F_{1 i} F_{2 i}^{\gamma}
\end{align*}
$$

on the other hand, $\mathcal{V}$ did not need to perform the exponentiations necessary to compute $E_{i j}$ and $F_{i j}$ in the first place.)
6. $\mathcal{P}$ generates random, independent $a_{1}, \ldots, a_{k}$ and $b_{1}, \ldots, b_{k-1}$ and sets

$$
\begin{equation*}
b_{k}=v_{k}^{-1}\left(\sum_{i=1}^{k-1} b_{i} v_{i}-d \sum_{i=1} a_{i} u_{i}\right) \tag{27}
\end{equation*}
$$

where $u_{i}=\log U_{i}$ and $v_{i}=\log V_{i}$. $\mathcal{P}$ then reveals $A_{i}=g^{a_{i}}$ and $B_{i}=g^{b_{i}}$ to $\mathcal{V}$.
7. $\mathcal{V}$ generates a random challenge $\lambda$ from $\mathbf{Z}_{q}$ and reveals it to $\mathcal{P}$.
8. $\mathcal{P}$ computes the exponents

$$
\begin{align*}
s_{i} & =a_{i}+\lambda u_{i}  \tag{28}\\
r_{i} & =b_{i}+\lambda v_{i}
\end{align*}
$$

along with the quantities

$$
\begin{align*}
P & =\prod_{i=1}^{k} X_{i}^{r_{i}}  \tag{29}\\
Q & =\prod_{i=1}^{k} Y_{i}^{s_{i}}
\end{align*}
$$

and reveals these to $\mathcal{V}$. (Note the places of $r_{i}$ and $s_{i}$ have been swapped from what might have been anticipated. Note also that $\mathcal{P}$ needs only $k+1$ exponentiations to compute $P$ and $Q$ since the ratio of their logs is known to be $d$.)
9. $\mathcal{P}$ and $\mathcal{V}$ execute a SILMPP (or Chaum-Pedersen proof) for the values $(P, Q, D, C)$.
10. The protocol succeeds ( $\mathcal{V}$ accepts) if and only if
(a) $\mathcal{V}$ accepts the simple $k$-shuffle in step 5 (including the computation of $U_{i}$ and $V_{i}$ via equation (26)).
(b) $\mathcal{V}$ accepts that for all $1 \leq i \leq k$

$$
\begin{align*}
g^{s_{i}} & =A_{i} U_{i}^{\lambda}  \tag{30}\\
g^{r_{i}} & =B_{i} V_{i}^{\lambda}
\end{align*}
$$

(c) $\mathcal{V}$ accepts the proof in step 9 .

THEOREM 4. The general $k$-shuffle proof protocol is a sevenmove, public coin proof of knowledge for the relationship in equation (23) which is computational zeroknowledge - that is, distinguishing between real and simulated proofs is as hard as the decision Diffie-Hellman problem. The number of exponentiations required to construct the proof is $8 k+5$, and the number of exponentiations required to verify it is $9 k+2$.

If $\mathcal{V}$ generates challenges randomly, the probability of a forged proof is at most

$$
\begin{align*}
& 1 / q+(q k-k+1) / q^{2}+1 / q+1 / q  \tag{31}\\
= & (q k+5 q-k+1) / q^{2}<(k+4) / q
\end{align*}
$$

Proof: The protocol is seven-move since the steps can be executed in parallel. (We have presented them sequentially for clarity.) It is obviously public coin.

## Completeness and Soundness

Both of these properties follow immediately from lemma 2 and the corresponding properties of the simple $k$-shuffle in step 5.

## Computational Zeroknowledge

A simulated proof is generated in much the same way as a real proof, the only difference is that in step 5 , a simulator does not have knowledge of $\pi$. At this point, the simulator generates instead, $U_{i}$ and $V_{i}$ by the same rules as equation (25), except that a random permutation, $\sigma$, is chosen instead of $\pi$. The simple $k$-shuffle proof can be simulated, and the remaining steps can also be simulated in essentially the same way. A distinguisher can then distinguish between real and simulated proofs only if it can distinguish between distributions of the form

$$
\left(\left(G_{i}\right) ;\left(G_{\pi(i)}^{d}\right)\right)
$$

and

$$
\left(\left(G_{i}\right) ;\left(G_{\sigma(i)}^{d}\right)\right)
$$

This problem can be reduced to the decision Diffie-Hellman problem by induction. Further, if these distributions can be distinguished, the original encryption of the shuffle is not sound.

## 6. $k$-SHUFFLES OF DSA PUBLIC KEYS

The general $k$-shuffle is ideally suited to verifiably permuting a set of DSA, or Diffie-Hellman public keys. By this we mean that a new set of DSA public keys is produced, which is computationally unlinkable to the original set, but which verifiably represents the same set of private keys. This can be extremely valuable when one wishes to anonymize a set of authenticated keys while still protecting the integrity of the original group of private keys - the election setting is just one such example.

We only sketch the technique here, but the details should then be completely obvious to the reader. It is assumed that initially all the public keys are of the form $(g, H), H=g^{s}$, where $g$ is some fixed generator and $s$ is the private key. That is, loosely, "all the keys use the same base". The protocol proceeds as follows:

1. Shuffler, or mixer, is presented with $g$ and the list of keys $H_{i}$.
2. Shuffler executes the general $k$-shuffle with $C=g$, and $Y_{i}=H_{i}^{\prime}$ (the new public keys), implementing the $\mathcal{V}$ via the Fiat-Shamir heuristic.
3. Shuffler "returns" the entire proof transcript.
4. Assuming the transcript verifies, set $g=C$, and $H_{i}=$ $H_{i}^{\prime}$. By changing the common base to $C$, the private keys all remain the same since

$$
\begin{equation*}
H=g^{s} \quad \Longleftrightarrow \quad H^{\prime}=C^{s} \tag{32}
\end{equation*}
$$

### 6.1 Anonymous Voters

In the voting application, it is often said that for election integrity one must know "who voted", but for privacy, one must not know "how voted". The technique of this section solves the privacy/integrity dilemma in a new way. Instead of knowing "who voted", one only knows that the person who voted is a member of a set of authorized voters! As a consequence, we are left with a voting solution that

1. Does not require key sharing to implement a distributed trust tabulation scheme.
2. Guarantees computational privacy to the voter, rather than threshold privacy, which is a necessary evil of other voting solutions based on distributed trust tabulation. (If a threshold number of authorities agree to collude, all voters' votes can be decrypted.)
3. Does not require encryption or decryption of voted ballots.

Of course, one must look after the problem of "double voting", but the technique of this section is easily modified to take care of that as follows. (For simplicity, we describe the protocol as executed at vote time, with the voter playing the role of the shuffler, however, numerous obvious modifications exist allowing it to be executed separately.)

- In step 3, the voter (shuffler) - who knows one of the private keys $s_{0}$ in this case - signs his voted ballot using the DSA pair ( $s_{0}, H_{0}^{\prime}$ ) and base $C$ of course. ( $H_{0}^{\prime}$ is the "post shuffle" public key which belongs to the voter. The voter knows its place in the new sequence, since he/she executed the shuffle.)
- In step 4, assuming that the shuffle transcript checks, and that the ballot signature checks, the vote center simply removes $H_{0}^{\prime}$ from the list of authorized keys, and starts the process again waiting for the next ballot request. The new list of public keys is now one smaller, and unless the voter (shuffler) knew more than one private key in the first place, he/she now knows none of the new private keys, and hence can not vote again.

The resulting election protocol is Universally Verifiable if all the transcripts and signatures are maintained.

## 7. $k$-SHUFFLES OF TUPLES

It should be clear that in section 5 , the simple shuffle generated essentially "froze" the permutation that could be proved. This makes it easy to see how to extend the previous section to shuffles of $k$ tuples of elements of $\langle g\rangle$. Thinking of a sequence of $k l$-tuples as a $k \times l$ array, a single simple $k$ shuffle can serve to prove that all columns have been permuted according to the same permutation. In particular, this extends to tuples of ElGamal pairs.

### 7.1 DSA key shuffles without common base

The observation of this section also allows a generalization of the DSA key shuffle protocol of section 6. Rather than maintaining the entire set of public keys to the same base, $g \leftrightarrow C$, the keys are maintained as independent pairs $\left(g_{i}, H_{i}\right)$. The shuffler can pick an arbitrary subset of key pairs, $\left(G_{i}, H_{i}\right)$, shuffle them "as 2-tuples", and return the result. This makes shuffling more manageable if the original set is large, at the cost of increasing the work per key by about $50 \%$.

## 8. THE MULTI-AUTHORITY VOTING APPLICATION

Much of the setting for the conventional voting application can be found in [7]. Votes are submitted as ElGamal pairs of the form ( $g^{\alpha_{i}}, h^{\alpha_{i}} m$ ) (or a sequence of these pairs if more data is required), where $m$ is some standard encoding of the voter choices, the $\alpha_{i}$ are generated secretly by the voters, and $h$ is a public parameter constructed via a dealerless secret sharing scheme ([21]). Once the polls are closed (voting finished), an independent collection of authorities sequentially shuffles the ballots. On output of the final shuffle, the final collection of encrypted ballots is decrypted in accordance with the threshold scheme, and the clear text votes are tabulated in full view by normal election rules.

The authorities who participate in the sequential shuffles, may be arbitrary in number, and they may be completely different from those who hold shares of the election private key. The sequence of ballots which are finally decrypted can only be matched with the original sequence of submitted ballots if all of the shuffling authorities collude, since each of their permutations is completely arbitrary.

Each shuffle is performed by an individual authority as follows:

1. $\beta_{i}$ are chosen secretly, randomly and independently.
2. Each vote $v_{i}=\left(g^{\alpha_{i}}, h^{\alpha_{i}} m\right)$ is replaced, in sequence, by $\left(g^{\alpha_{i}+\beta_{i}}, h^{\alpha_{i}+\beta_{i}} m\right.$ ). A Chaum-Pedersen proof is published without revealing the secrets.
3. A shuffle with secret exponent $c$ is performed on the resulting encrypted votes.
4. Step 1-2 are repeated.
5. At this point, the messages that are encrypted are the $c$-th power of the original messages. This is easily fixed by raising each coordinate of each vote to the $1 / c$ power. A Chaum-Pedersen proof of this operation is equally easy to provide, thus keeping $c$ secret while convincing verifiers, by simply reversing roles of $g$ and $C=g^{c}$.

## 9. CONCLUSION

The protocols presented offer a practical method for performing shuffles, or mixes, of data and proving their correctness. They considerably improve the efficiency of previous methods both in theory and practice. The structured nature of the protocols lend themselves well to implementation. In a future version of this paper, we expect to improve further on the complexity and size. We also believe the general shuffle proof can be modified to achieve honest-verifier zeroknowledge.
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