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By using the polylogarithm function, a new integral operator is introduced. Strong differential subordination and superordination
properties are determined for some families of univalent functions in the open unit disk which are associated with new integral
operator by investigating appropriate classes of admissible functions. New strong differential sandwich-type results are also

obtained.

1. Introduction

Let % denote the class of analytic function in the open unit
disk U = {z : |z| < 1}. For a positive integer nand a € C, let

Hnkl={feH: fz)=a+as +a,,2"" + -},
@

and let 7, = 7[0,1]. We also denote by < the subclass of
X |a, 1], with the usual normalization f(0) = f'(O) -1=0.

Let f(z) = z + Yy, @z" and g(z) = z + Y52, bz*
be formal Maclaurin series. Then, the Hadamard product or
convolution of f and g is defined by the power series (f =
9(z) = f(2) * glz) =z + Y2, bz,

Let the functions f and F in %; then we say that f is
subordinate to F in U, and write f < F, if there exists a
Schwarz function w in &/ with |w(z)| < 1 and w(0) = 0 such
that f(z) = F(w(z)) in U. Furthermore, if the function F(z)
is univalent in U, then f(z) < F(z) (z € U) & f(0) = F(0)
and f(U) c F(U) (cf [1-3]).

Let ®g(a; z) denote the well-known generalization of the
Riemann zeta and polylogarithm functions, or simply the §th
order polylogarithm function, given by

00 zk

Ds(c2) = ) —— (2)

jem1 (k + C)B ’

where any term with k + ¢ = 0 is excluded; see Lerch [4]
and also [5, Sections 1.10 and 1.12]. Using the definition of

the Gamma function [5, page 27], a simply transformation
produces the integral formula

1 1 18*1 tC
optse) = - [ <(og ) |
0 (©2) T'(5) L Z<0gt I—tzdt 3)

Re § > 1.

Re ¢ > -1,

Note that ®_,(0;2z) = z/(1 — z)? is Koebe function. For
more details about polylogarithms in theory of univalent
functions, see Ponnusamy and Sabapathy [6] and Ponnusamy
[7].

Now, for f € A, we defined the following integral
operator:

Ff(2) = (14005 (c:2) * f (2)

1+ (e, 1)
= To) Lt <log;> f (tz)dt,

wherec > 0,0 > 1andz € U.
We also note that the operator .77 f(z) defined by (4) can
be expressed by the series expansion as follows:

(4)

0 B
5 _ 1+ C> k
J.f(2) Z+k§<_k+c az . (5)
Obviously, we have, for (5, A > 0),
S(Lf@)=1"f (). ()
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Moreover, from (5), it follows that
(7N F @) =+ D) IS @) eI f @), ()

We note that,

(i) for ¢ = 0 and § = n (n is any integer), the multiplier
transformation .7}, f (z) = I" f(z) was studied by Flett
[8] and Séldgean [9];

(ii) forc = 0and 8§ = -n(n € N, = {0,1,2,3,...}), the
differential operator .7 " f(z) = D" f(z) was studied
by Saldgean [9];

(iii) for ¢ = 1 and § = n (n is any integer), the operator
J1f(z) = J"f(z) was studied by Uralegaddi and
Somanatha [10];

(iv) for ¢ = 1, the multiplier transformation J‘f f(z) =
J‘Sf(z) was studied by Jung et al. [11];

(v) forc = a—1 (a > 0), the integral operator Jgflf(z) =
Jﬁ_l f(2z) was studied by Komatu [12].

To prove our results, we need the following definition and
theorems considered by Antonino and Romaguera [13],
Antonino [14], G. I. Oros and G. Oros [15], and Oros [16].

Definition 1 (see [13] cf [14, 15]). Let H(z,{) be analytic in
U x Uand let f(z) be analytic and univalent in U. Then, the
function H(z, {) is said to be strongly subordinate to f(z), or
f(z) is said to be strongly superordinate to H(z, (), written
as H(z,{) << f(z), if, for { € U, H(z,{) as the function of z
is subordinate to f(z). We note that H(z,{) << f(z) if and
only if H(0,{) = £(0) and H(U,U) ¢ f(U).

Definition 2 ([15] cf [1]). Let ¢ : C*xUxU — C andlet
h(z) be univalent in U. If p(z) is analytic in U and satisfies
the (second-order) differential subordination

¢ (p(2),2p' (2),2p" (2);2,0) << h(2), )

then p(z) is called a solution of the strong differential subor-
dination. The univalent function g(z) is called a dominant of
the solution of the strong differential subordination, or more
simply a dominant, if p(z) < g(z) for all p(z) satistying (8).
A dominant §(z) that satisfies § < g(z) for all dominants g(z)
of (8) is said to be best dominant.

Recently, Oros [16] introduced the following strong
differential superordinations as the dual concept of strong
differential subordination.

Definition 3 (see [16] cf [17]). Let ¢ : C*xUxU — Candlet
h(z) be analytic in U. If p(z) and ¢ (p(z), zp' (z), zp" (2); 2, {)
are univalent in U for { € U and satisty the (second-order)
strong differential superordination

h(z) << ¢(p(@),2p' (2),2p" (2)32.() 9)

then p(z) is called a solution of the strong differential super-
ordination. An analytic function g(z) is called a subordinant

of the solution of the strong differential superordination, or
more simply a subordinant, if g(z) < p(z) for all p(z) sati-
sfying (9). A univalent subordinant g(z) that satisfies q(z) <
4(z) for all subordinantes g(z) of (9) is said to be best
subordinant.

Denote by @ the class of function g that are analytic and
injective on U\ E(q), where

E(q)z{yéaﬂJ:Zligqu(z)zoo}, (10)

and such that q'(y) #0 fory € U\ E(q). Further, let the
subclass of @ for which q(0) = a be denoted by @(a) and
Q(0) = Q,.

Definition 4 (see [15]). Let Q be a set in C,q(z) € @ and
let n be a positive integer. The class of admissible functions
¥, [, q] consists of those function y : C* xUxU — C that
satisty the admissibility condition

v (r,st2,0) ¢ Q, (11)
whenever r = q(y), s = kyq'(y) and

Re{t+1}> k{yg,”(g) + 1} (12)

forz e U,y e U\ E(g),( € U, and k > n. We write Y, [Q, 9]
as Y[Q,q].

Definition 5 (see [16]). Let Q) be a set in C and g € #'[a, n]
with q'(z) #0. The class of admissible functions ¥'[Q, g]

consists of those function y : C> x Ux U — C that satisfy
the admissibility condition

v (r,s,t9,0) € Q, (13)

whenever r = g(y), s = zq'(z)/m for z € U and

t 1 zq” (2)
Re{;+1}s;{ 4@ +1} (14)

forz € U,y € 0U, { € U,and m > n > 1. We write \¥|[Q, q]
as‘I"[Q,q].

For the above two classes of admissible function, Oros
and Oros proved the following theorems.

Theorem 6 (see [15]). Let v € ¥, [Q, q] withq(0) = a.Ifp €
I |a,n] satisfies

w(p (z),zp/ (z),zzp" (z);z,() €, (15)

then p(z) < q(z).

Theorem 7 (see [16]). Let v € ‘I’,'l[Q,q] withq(0) =a. If p €
@(a) and

y(p(2),2p' (2),2°p" (2)52.0) (16)
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is univalent in U for { € U, then

Qc{y(p@),zp' (2),2°p" (2);2,0) 1 z € U,{ e U}
17)

implies that q(z) < p(z).

In the present paper, making use of polylogarithm func-
tion, we introduce a new integral operator. By using the
differential subordination and superordination results given
by G. L. Oros and G. Oros [15] and Oros [16], we determine
certain classes of admissible functions and obtain some
subordination and superordination implications of multiva-

lent functions associated with the new integral operator % f
defined by (4). New differential sandwich-type theorems are
also obtained. We remark that we use the same technique
given by Cho [18].

2. Subordination Results

Firstly, we begin by proving the subordination theorem
involving the integral operator .70 defined by (4). For this
purpose, we need the following class of admissible functions.

Definition 8. Let Q be asetin C,q € @Q,() Z[0,1], Refc} >
0, and 6 > 1. The class of admissible functions ® ,[€, g]
consists of those functions ¢ : C* x Ux U — C that satisfy
the admissibility condition

¢ (u,v,wsz,y) ¢ Q, (18)

whenever

L, Kd ©+eq@)

c+1

Re{(c+1)2w_czu—2c}2k, Re{(q (()+1}
(c+1)v—cu q ©)

u=4q(),

(19)
forz € U,{ € 0U\ E(q),y € U,and k > 1.
Theorem 9. Let ¢ € O ;[Q, ql. If f € o satisfies
[6(727 f(2),72f (2),9 " f(2);2,y) : 2 € U,y € U}

cQ

(20)
then
T f(2) < q(2). (21)
Proof. Define the function f(z) in U by
p(2) =71 (2). (22)
From (22) with the relation (7), we get
o f ()= DD PE) (23)

(c+1)

3
Further computations show that
S () = 22p" (2) + 2c+ D zp' (2) + p (2) (24)
‘ (c+1)? '
Define the transformation from C’ to C by
yer . s+cr _t+(Q2+c)s+er (25)
’ (c+1) (c+ 1)
Let
v(rstzy) =¢wrwzy)
—¢<r s+cr t+Q2c+ 1)s+c2r'z )
e ) v V)
(26)
Using (22), (23), and (24), from (26), we obtain
y(p@),2p' (2),2°p" (2);2,7)
(27)
=¢ (I f(2), 72 (2),70" f (2);2.).
Hence, (20) becomes
v(p2),2p' (2),2p" (2);2,7) € Qu (28)
Note that
2. 2
P2 erDwocu (29)
s (c+1)v—cu

and so the admissibility condition for ¢ € @ ,[Q,q] is
equivalent to the admissibility condition for ¢ € WY[Q,q].
Therefore, by Theorem 6, p < g or

7@ <q() (30)
which evidently completes the proof of Theorem 9. O

If O # C is a simply connected domain, then w = h(U) for
some conformal mapping h of U onto Q). In this case, the class
D ;[h(V), q] is written as @ ;[h, g]. The following result is an
immediate consequence of Theorem 9.

Theorem 10. Let ¢ € O ;[h,ql. If f € o satisfies
$(S7f (@), I (20,5 f(2)52,7) << h(z), (D)
then
I (2) < q2). (32)

Our next result is an extension of Theorem 9 to the case
where the behavior of g on 0U is not known.

Corollary 11. Let QO < C and let q be univalent in U with
q(0) = 1. Let ¢ € ®,[Q,q,] for some p € (0,1) where
q,(2) = q(p2). If f € o satisfies

(7 f(2), 7 (2), 7 f@)izy)eQ (33
then

I (2) < q2). (34)



Proof. Theorem 9 yields . f” f(2) < g,(2). The result is now
deduced from qp(2) < q(2). O

Theorem 12. Let h and q be univalent in U with q(0) = 0 and
set qp(z) = q(pz) and hp(z) = h(pz). Let ¢ : C*xUxU - C
satisfy one of the following conditions:

(1) ¢ € ©,4[h, qP],for some p € (0, 1),
(2) there exists p, € (0,1) such that ¢ € CDJ[hP, qp]for all
p € (po> 1)

If f € o satisfies (31), then

T @) <q(). (35)
Proof. Using the same technique given in [3, Theorem 2.3d].

Case 1. By applying Theorem 9, we obtain p < g,. Since g, <
q, we deduce that p < g.

Case 2. If we let g,ho(z) = q(pz), then

¢ (p, (2),2p, (2),2°p) (2)32,7)
(36)

=¢(p(p2). pzp' (p2), pz°p' (p)52.7) € b, (U).

By using Theorem 9 and the comment associated with (20)
with z = pz, we obtain p,(2z) < gq,ho(2), for p € (p,1). By
letting p — 17, we obtain p < g. O

The next theorem yields the best dominant of the differ-
ential subordination.

Theorem 13. Let hbe univalentinUand let ¢ : C xUxU —
C. Suppose that the differential equation

zq' (2) +cq (2)
(c+1)

>

¢<q(Z),

224" (2) + 2c + 1) zq (2) + P4 (2) ) (37)
2 32 Y
(c+1)

=h(z)

has a solution q with q(0) = 0 and satisfies one of the following
conditions:

(1) g € Qyand ¢ € © 4[h,q],

(2) q is univalent in U and ¢ € ® 4[h,q,], for some p €
(0,1),

(3) q is univalent in U and there exists p, € (0, 1) such that
¢ € ®ylhy,q,] forall p € (py, 1).

If f € o satisfies (31), and

(I f (2,70 (2,57 f(2):zy)  (38)
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is analytic in U, then

T f () <q() (39)
and q is the best dominant.

Proof. Using the same technique given in [3, Theorem 2.3e].

We deduce that g is a dominant from Theorems 10 and 12.
Since g satisfies (37), it is also a solution of (31) and therefore
q will be dominated by all dominants. Hence, g is the best
dominant. O

In the particular case q(z) = Mz, M > 0, and, in view
of Definition 8, the class of admissible function @ ;[Q,q],
denoted by @ ,[Q, M], is described below.

Definition 14. Let Q) be a set in C,Refc} > 0,8 > 1 and
M > 0. The class of admissible function ® ,[Q, M] consists
of function ¢ : C> x Ux U — C, such that

) i L+[(2c+1)k+c*| Me®
¢<M,9 (k+c)Me® L+ [

T (c+1) (c+ 1)

¢ Q,
(40)

whenever z € U, y € U, and {Re{{Le"} > (k- 1)kM, 0 € R
and k > 1.

Corollary 15. Let ¢ € ® ,[Q, M]. If f € of satisfies
$(7f 2,7 @, I f(@zy) e (4)
then
I f (2) < Mz. (42)

In the special case Q = q(U) = {w : |w| < M}, the class
@ ,[Q, M] is simply denoted by ® ,[M].

Corollary 16. Let ¢ € © ,[M]. If f € o satisfies
l6(Ff (2,72 @), f@)szy)| <M, (43)
then
|72 f (2)| < M. (44)

Corollary 17. Let ¢ > 1, M > 0 and let C(y) be an anlaytic
function in U with {Re{{{C(y)} = 0for{ € oU. If f € o
satisfies

[+ D’ 77 @) - e+ ) I (2) - I f @)+ C(y))

< cM,
(45)

then

|72 £ (2)] < M. (46)
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Proof. This follows from Corollary15 by taking ¢(u,v,
w;z,y) = (c+ D’w—(c+1)v-cu+ C(y) and Q = h(U),
where h(z) = cMz. To use Corollary 15, we need to show
that ¢ € @ ,[Q, M]; that is, the admissible condition (40) is
satisfied. This follows since

o (k+c)Me® L+ [(ZC +1)k +cz] Meie.
¢<M T e+ ) (c + 1) 4

=|L+[@c+ Dk + | Me? = (k+ ) Me®
~*Me"” +C(y)|

=|L+ @k -1)cMe” + C ()|

> (2k - 1)cM +Re {Le ™ + Re {C(y) e “}}

> (2k-1)cM +k(k—1)M +Re{C(y)e ™}

>cM
(47)

forz € U,y € U,and Re{Le ™} > (k—1) km, 0 € Rand k > 1.
Hence, by Corollary 15, we deduce the required results. [

3. Superordination and Sandwich-Type Results

The dual problem of differential subordination, that is, diffe-
rential superordination of the new integral operator J?
defined by (4), is investigated in this section. For this purpose,
the class of admissible functions is given in the following
definition.

Definition 18. Let Q) be a set in C,q € J[0,1] with
q'(z);éO, Re{c} > 0 and § > 1. The class of admissible
functions @', [Q, g] consists of those functions ¢ : C* x U x
U — C that satisfy the admissibility condition

¢ (u,v,wsz,y) € Q, (48)
whenever
o, v A @mraE)
c+1
2 2 "
Re{w_zc}gi, Re{zq <Z>+1}
(c+1)v—cu m q (2)

(49)

forz € U,{ € U\ E(g),y € U,and m > 1.
Theorem 19. Let ¢ € O, [Q,ql. If f € of, 7°*! € @y, and
¢ (I f (2,70 (2,57 f(2);2y)  (50)

is univalent in U, then

Qc {¢(Jf+1f(z),fff(z),ff_lf(z);z,y) iz el

yeU}. -
51

5
implies that
1@ < I f (@) (52)
Proof. From (27) and (51), we have
Qc{y(p@),zp'f(2),2°p" (2);2.y) 1 z€ U,y e U}.
(53)

From (25), we see that the admissibility condition for ¢ €
®',[Q, q] is equivalent to the admissibility condition for y
as given in Definition 2. Hence, v € ¥,[Q,q] and, by
Theorem 9, g < p or

q(2) < I f (@) (54)
which evidently completes the proof of Theorem 19. O

If Q#C is a simply connected domain, then w = h(U)
for some conformal mapping / of U onto Q. In this case, the
class (D"] [h(U), q] is written as CI)"Y [h, q]. Proceeding similarly
as in the previous section, the following result is an immediate
consequence of Theorem 19.

Theorem 20. Let q € [0, 1] and let h be analytic in U and
let ¢ € ', [h,ql. If f € of, 72 € @, and

$(Ff (2,720 @), 50 f@)szy)  (53)
is univalent in U, then
h(z) << qb(ff“f(z),]ff (z),Jfflf(z);z, y) (56)

implies that

q) < 7 f(2). (57)

Theorems 19 and 20 can only be used to obtain subor-
dinantes of differential superordination of the form (51) or
(56). The following theorem proves the existence of the best
subordinant of (56) for certain ¢.

Theorem 21. Let h be univalent inU andlet ¢ : C* xUxU —
C. Suppose that the differential equation

zq' (z) +cq(2)

¢<q(Z), D

229" (z) + Qc+ 1) zq' (2) + *q (2) ) (58)
2 ;Z) V
(c+1)

=h(z),

has a solution q € Q. If ¢ € ®',[h,ql, f € o, I° € @,
and

(I f (@, (2,7 f(2):zy) (59
is univalent in U, then

h@) << ¢(Ff @5 2,77 f @327)  (60)



implies that
q(2) < 7" f (2) (61)
and q is the best subordinant.

Proof. The proof is similar to that of Theorem 13 and so it is
omitted. O

Combining Theorems 10 and 20, we obtain the following
sandwich-type theorem.

Theorem 22. Let h, and q, be analytic functions in U and let
h, be analytic function in U,q, € @, with q;(0) = q,(0) =
0and ¢ € O [h,q] O, [h,ql If f € &I «
Z10,1] () @y, and

$(F2"f (2,720 @), 50 f(@)szy)  (62)

is univalent in U, then

h, (2)
< (I f (2,7 (2), 57 f(2):2.y) << by (2).
(63)
implies that
0 ()< I f(2) < g, (2). (64)
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