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Abstract. Our capability to model the near-space physical
phenomena has gradually reached a level enabling module-
based first-principles modeling of geomagnetically induced
electromagnetic fields and currents from upstream solar wind
to the surface of the Earth. As geomagnetically induced cur-
rents (GIC) pose a real threat to the normal operation of long
conductor systems on the ground, such as high-voltage power
transmission systems, it is quite obvious that success in ac-
curate predictive modeling of the phenomenon would open
entirely new windows for operational space weather prod-
ucts.

Here we introduce a process for obtaining geomagneti-
cally induced electromagnetic fields and currents from the
output of global magnetospheric MHD codes. We also
present metrics that take into account both the complex na-
ture of the signal and possible forecasting applications of
the modeling process. The modeling process and the met-
rics are presented with the help of an actual example space
weather event of 24–29 October 2003. Analysis of the event
demonstrates that, despite some significant shortcomings,
some central features of the overall ionospheric current fluc-
tuations associated with GIC can be captured by the model-
ing process. More specifically, the basic spatiotemporal mor-
phology of the modeled and “measured” GIC is quite simi-
lar. Furthermore, the presented user-relevant utility metrics
demonstrate that MHD-based modeling can outperform sim-
ple GIC persistence models.
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1 Introduction

Over the past few years there has been great progress in
establishing extensive space weather frameworks having
an ambitious goal of module-based modeling of the space
weather phenomenon from the Solar surface to the planetary
ionospheres (seeTóth et al., 2005, and references therein).
Obviously, self-consistent modeling of physical phenomena
in near-Earth space provides an unprecedented capability to
gain new understanding about the Solar surface, corona, he-
liosphere, magnetosphere and ionosphere systems behavior
as a whole. However, although much of space weather is
covered within the Solar surface and Earth’s ionosphere, the
space weather phenomena do not end there; the processes ex-
tend down to the surface and below the surface of the Earth
in terms of geomagnetic induction driven by variations in the
near-space current systems.

From the applications viewpoint, extending the space
weather frameworks to include the geomagnetic induction
component provides new tools for mitigating geomagneti-
cally induced currents (GIC) flowing in long conductor sys-
tems on the ground (e.g.,Boteler et al., 1998; Molinski, 2002;
Pirjola et al., 2004). Based on the sole impact of the famous
March 1989 storm on the North American power transmis-
sion system (e.g.,Czech et al., 1992; Bolduc, 2002), it is safe
to say that GIC is one of the most important space weather
hazards and that need for science-based mitigation capabil-
ities is real. However, the present mitigation capabilities
are limited mostly to statistical estimates based on histori-
cal data and to nowcasting of GIC levels (e.g.,Pulkkinen et
al., 2001b; Viljanen et al., 2006b; Boteler et al., 2006). It fol-
lows that success in accurate modeling enabling forecasting
discussed in this work would open a new avenue for science-
based GIC mitigation with true potential for commercial
applications. Obviously, such applications would give an
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appealing additional societal justification for the work put
into the large number of space physical models involved in
the modeling chain.

Work presented here is by no means the first attempt to
use information from the upstream solar wind to estimate the
level of GIC fluctuations. Relatively successful empirical ef-
forts have been made to reproduce some features of GIC, or
proxies of GIC (Weigel et al., 2003; Wintoft, 2005). How-
ever, although similar activities are underway at the Darth-
mouth College1 and some properties of the time derivative
of the ground magnetic field given by global magnetohydro-
dynamic (MHD) modeling have been analyzed byRaeder et
al. (2001b), the work at hand is the first reported attempt to
carry out GIC modeling by using first-principles models. By
first-principles modeling we refer here to the process of solv-
ing the evolution equations of the system, or coupled systems
as is done here, derived using elementary physical principles.
This is in contrast to empirical modeling procedures where
observations are used to derive the equations. Although em-
pirical models have their important role in acquiring under-
standing about the behavior of the system, a first-principles
approach is the natural ultimate goal for the modeling of any
physical system. Thus, although the well-known limitations
of, for example, MHD modeling (these limitations will be
discussed more in detail below) lower some of the expecta-
tions for the accuracy of the final output of our interest, it is
worthwhile to start moving toward this goal.

The work presented here comprises Phase 1 of the project
dedicated to test the present capabilities of first-principles
modeling of space weather from the ground and especially
from the GIC viewpoint. More specifically, in the work at
hand we will present the basic modeling process for obtain-
ing the quantities of our interest from the output of the MHD
codes. We will also explore metrics that take into account
both the complex nature of the signal and possible forecast-
ing applications of the modeling process; the selected metrics
will be one of the backbones of the future work. Although
the modeling process and the metrics are introduced with
the help of an actual example space weather event of 24–
29 October 2003, rigorous testing utilizing different model
setups and framework components will be carried out later
in Phase 2 of the project.

The structure of the paper is as follows. First, in Sect.2
we will go through the various steps of the modeling pro-
cess leading to induced electromagnetic fields on the ground.
Once the induced electric field is known, GIC in individual
technological systems can be easily computed. In Sect.3, we
will model the space weather event of 24–29 October 2003.
The output, geomagnetically induced electromagnetic fields
and currents, are then compared to the measured quantities
and the performance of the modeling chain is evaluated qual-
itatively. In Sect.4, we explore the metrics appropriate for

1http://engineering.dartmouth.edu/∼simon/research/GIC/index.
html

quantifying the model performance especially from the GIC
viewpoint. The model output of the example event is then
evaluated using the selected metrics. Finally, in Sect.5 we
briefly summarize and discuss the findings of the study.

2 Modeling process

The core of the modeling process realized here is composed
of the three-dimensional (3-D) global magnetospheric MHD
code BATS-R-US (Powell et al., 1999) coupled to a two-
dimensional electrostatic ionospheric inner boundary model
(Ridley et al., 2004). The code was driven using convection
delayed L1 solar wind plasma and magnetic field observa-
tions for a period of 24 October 2006 11:28 UT–29 October
2006 06:28 UT (see Fig.1). Without trying to make any more
definite estimation for the errors here, it is noted that inaccu-
racies in the solar wind propagation to the model boundary
will inevitably lead to inaccuracies in the timing of the mod-
eled field fluctuations (see, e.g.,Bargatze et al., 2005, and
references therein). This issue will be studied more in detail
in the follow-up of this initial study. The run was carried out
utilizing the facilities at the Community Coordinated Mod-
eling Center (CCMC) operating at NASA Goddard Space
Flight Center and the state of the system was recorded every
4 min, which dictated the temporal resolution of further mod-
eling. Consequently, all data presented in this paper are aver-
aged to a 4-min time resolution. On the ionospheric side, au-
roral conductance model was used in the ionospheric poten-
tial solver. We used a relatively sparse magnetospheric grid,
the minimum cell width being 0.5RE (Earth radii), which
resulted in about 300 000 global MHD model cells. The ob-
jective in using such a poor resolution was to be able to carry
out the run in a realistic operational setup; the same setup
is used currently at CCMC for real-time runs of the BATS-
R-US. These runs are made with three parallel nodes each
of which are powered by 2 AMD Opteron 2.2 GHz model
248 processors. We note that massively parallel BATS-R-US
code scales very well with the number of processors; super-
computers with∼100 processors enable real-time runs with
1.3 million model cells (Tóth et al., 2005).

The following process was used to compute the induced
electromagnetic fields at the surface of the Earth (see Fig.2):
1.) Ionospheric currents produced by the BATS-R-US were
transformed from geomagnetic coordinates to geographic co-
ordinates (GEO). 2.) A point (θ0, λ0) in GEO was selected
to which fields are computed. 3.) Horizontal ionospheric
currents within a radius of 1000 km about (θ0, λ0) were de-
termined for each time step. Note that as in the auroral re-
gion ionospheric currents close to (θ0, λ0) typically dominate
the external ground magnetic field fluctuations at (θ0, λ0),
computationally very expensive inclusion of the entire iono-
sphere is not necessary. 4.) The time series of the hori-
zontal ionospheric currents within radius of 1000 km about
(θ0, λ0) were transformed to Cartesian coordinates using the
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Fig. 1. The solar wind driver of the BATS-R-US run. The time is UT hours from the beginning of 24 October 2003. The vertical dashed
lines indicate the beginning of each new UT day and the solid straight line in the bottom panel indicates the zero-level.

stereographic projection and the currents were interpolated to
a uniform rectangular Cartesian grid. 5.) Additional currents
carrying out the current essentially from and to infinity were
added to the edges of the Cartesian grid. This step is neces-
sary to avoid the strong artificial field-aligned currents at the
edges of the grid. The additional currents eliminate the field-
aligned currents at the edges completely. 6.) The Complex
Image Method (CIM) (Boteler and Pirjola, 1998; Pirjola and
Viljanen, 1998) was used to compute the ground response
to the ionospheric driving with given one-dimensional (1-

D) ground conductivity structure. In using CIM we assume
that field-aligned currents are exactly vertical and we de-
compose the ionospheric currents into U-shaped current ele-
ments; field-aligned currents at the two points of the Carte-
sian grid and a horizontal current filament with equal current
amplitude in between these points. CIM computations are
carried out in the spectral domain, transformations between
the temporal and the spectral domains were carried out using
Fast Fourier Transformation.

www.ann-geophys.net/25/881/2007/ Ann. Geophys., 25, 881–893, 2007
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Fig. 2. Schematic view to the key steps for computing geomagnetically induced electromagnetic fields from the ionospheric output of the
global MHD codes.(a) The time series of the horizontal ionospheric currents within a radius of 1000 km about (θ0, λ0) are transformed to
Cartesian coordinates using the stereographic projection and the currents are interpolated to a uniform rectangular grid.(b) image of the
original current system at the heighth is placed to the depthh+2p. p is the complex depth determined using the 1-D conductivity structure
of the Earth (Pirjola and Viljanen, 1998). The total field at (θ0, λ0) is a superimposition of the fields produced by the original current at
heighth and the image current at depthh+2p.

The process used to compute the induced electromagnetic
fields contains simplifications that require some discussion.
First, only the local (within radius of 1000 km) ionospheric
current variations are used to drive the geomagnetic induc-
tion. Although this is a generally valid approach for the au-
roral ionosphere which is relatively close to the surface of the
Earth, the same simplification cannot be used if more distant
currents, for example the ring current, are used. However,
as was mentioned above, inclusion of currents from large ar-
eas is computationally expensive and thus minimization of
the space over which the integration is made is preferable.
Also the usage of the Cartesian geometry requires spatial
locality; a part of the surface of the sphere having a ra-
dius of RE cannot really be described as a plane for dis-
tances greater than about 1000 km. Additionally, we need
to assume that the field-aliged currents are exactly vertical
(Pirjola and Viljanen, 1998). This is a generally valid as-
sumption in auroral ionospheric studies (e.g.,Untiedt and
Baumjohann, 1993) but the same is not true for lower lati-
tudes where the inclination of the currents is far from ver-
tical. Finally, at present CIM is formulated to be applica-
ble only to studies where the ground conductivity is 1-D, i.e.
there are no horizontal conductivity gradients. Although 1-D
approximation has been shown to be valid in numerous space
weather-related geomagnetic induction studies (see e.g.,Vil-
janen et al., 2004; Pulkkinen and Engels, 2005), there are
important special cases where horizontal gradients cannot be

neglected. Such cases include, for example, boundaries of
continents and deep oceans where the so-called “coast effect”
plays an important role in modifying the induced electromag-
netic fields (e.g.,Beamish et al., 2002; Olsen and Kuvshinov,
2004). Due to the relatively shallow sea-shores, the close
proximity of the sea to some of the ground magnetometer
stations used in this study does not severely distort the valid-
ity of the 1-D approximation. Note that 1-D model can be
varied as a function of (θ0, λ0), which enables approximate
treatment of lateral variations in the ground response.

What follows from the considerations above is that the
procedure used to compute the induced electromagnetic
fields is tailored for auroral ionospheric studies; a more
general approach is necessary for other types of iono-
spheric/magnetospheric input. However, in the context of
space weather, as the most intense induced fields and thus
also the greatest technological hazards are experienced in the
auroral regions, the simplified approach is justified. More-
over, the 1-D approach that neglects horizontal gradients of
the ground conductivity is numerically much lighter than, for
example, full 3-D geomagnetic induction modeling (see e.g.,
Avdeev et al., 2002). This is obviously beneficial if possi-
ble operational activities are kept in mind. Anyway, with the
introduced modeling process the numerical bottleneck is the
magnetospheric MHD, not the computations associated with
the geomagnetic induction.

Ann. Geophys., 25, 881–893, 2007 www.ann-geophys.net/25/881/2007/
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3 24–29 October 2003 event and the qualitative valida-
tion of the model performance

The geomagnetically active period of 24–29 October 2003
was a prelude for the extremely intense Halloween storms of
29–31 October 2003 (for a GIC view to the storm, seePulkki-
nen et al., 2005). However, despite the storm strength of the
period of our interest was significantly smaller than that of
the Halloween storms, there was notable auroral ionospheric
activity throughout 24–29 October 2003 as will be seen be-
low. It follows, that the period is of interest also from the
space weather viewpoint. In addition, it is quite clear that ex-
treme storms require extreme model performance and thus it
is worthwhile to start the modeling and the subsequent anal-
ysis with more moderate challenges.

The solar wind driver of the MHD code is shown in Fig.1.
It is seen that especially in terms of theBz component of
the interplanetary magnetic field (IMF), the driving was only
moderate. However, there were several negative “sweeps”
of Bz each causing enhanced ionospheric activity. This is
true especially at the end of the event where the increasing
solar wind speed and highly fluctuating but on average neg-
ative Bz, the beginning of the Halloween storm sequence,
causes already quite notable ionospheric activity. It should
be noted that L1 solar wind plasma observations, especially
proton density recordings contain significant inaccuracies for
the Halloween storm event (Skoug et al., 2004; Dmitriev et
al., 2005). These problems, however, affect our analysis only
at the very end of the period (starting from about 11:00 UT
in Fig. 1) where the solar velocity and density are uncertain.

The points (θ0, λ0) on the ground at which we compute the
modeled fields are shown in Fig.3. These are the locations
from which we obtained measured ground magnetic field
data to be used in analyzing the model performance. Figure3
also shows a snapshot of the ionospheric output of the BATS-
R-US. From this one of the shortcomings of the model run
becomes apparent: the inner magnetospheric boundary of
3RE mapped to the ionosphere along the magnetic field lines
does not extend very low in magnetic latitude. This should
be considered as a relatively serious setback as during the
most intense storms the auroral oval and corresponding iono-
spheric fluctuations causing large GIC expand to latitudes
well below the lower boundary mapped from 3RE (for an
extreme case, seeTsurutani et al., 2003). Although, for com-
putational reasons, it may not be feasible to push the inner
boundary of the MHD much below 3RE , this is the first ob-
vious issue that needs to be addressed to enhance the usabil-
ity of the global magnetospheric MHD for storm-time GIC
modeling. This matter will be investigated in detail in the
forthcoming studies that will include inner magnetospheric
physics modules to the modeling chain.

In Fig. 4 we present the x-component (geographic north)
of the measured and the modeled magnetic field fluctuations
at the stations shown in Fig.3. Note that the modeled fields
are not only due to the external sources but via the process
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Fig. 3. Snapshot of the horizontal ionospheric currents given by
the BATS-R-US. Dots indicate the locations to which the ground
fields are computed and from which the measured ground magnetic
field data was obtained. The date and the time of the snapshot is
indicated in the title of the figure.

described in the previous section, also the internal contribu-
tions are included now. As a first-order approximation, the
same conductivity model of central Finland (e.g.,Viljanen et
al., 1999) was used for all stations; other conductivity models
can be added later.

The complex multiscale nature of auroral geomagnetic
fluctuations is clearly seen in Fig.4: wide variety of tem-
poral and spatial scales are present in both the measured
and the modeled data. The multiscale nature of the fluctu-
ations makes a good visual presentation of the raw time se-
ries difficult as smaller scale features tend to smear the larger
scale behavior. Thus, to better show the behavior at larger
scales, we carried out moving average filtering (with moving
120 min windows) of the data in Fig.4. The filtered data is
shown in Fig.5.

The first general observation from Figs.4 and 5 is that
although at the end of the event the model chain fails to re-
produce the extreme amplitudes of the measured magnetic
field fluctuations (maximum of 3673 nT), possibly associated
with a substorm-type activity, the modeled field amplitudes
seem to match to some extent with the measured field am-
plitudes. However, it is easily seen that the measured mag-
netic field appears to be more disturbed than the modeled
field. Exceptions to this are the fluctuations at the beginning
and at the end of the event where also the model produces
very disturbed fields. By comparing the modeled magnetic

www.ann-geophys.net/25/881/2007/ Ann. Geophys., 25, 881–893, 2007
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Fig. 4. The x-component (geographic north) of the measured (left panel) and the modeled (right panel) magnetic
field fluctuations at stations shown in Fig. 3. Arrow in between the panels shows the separation between stations
west of the Greenwich meridian (up from the arrow) and east of the Greenwich meridian (down from the arrow).
Both sets are arranged from the geographically southernmost (bottom) to the northernmost (top) station. The
time is UT hours from the beginning of October 24, 2003. The vertical dashed lines indicate the beginning of
each new UT day.

Fig. 4. The x-component (geographic north) of the measured (left panel) and the modeled (right panel) magnetic field fluctuations at stations
shown in Fig.3. Arrow in between the panels shows the separation between stations west of the Greenwich meridian (up from the arrow)
and east of the Greenwich meridian (down from the arrow). Both sets are arranged from the geographically southernmost (bottom) to the
northernmost (top) station. The time is UT hours from the beginning of 24 October 2003. The vertical dashed lines indicate the beginning of
each new UT day.

fluctuations to the solar wind driver in Fig.1, it is seen that
the source for these, possibly global magnetospheric fluctua-
tions is the highly turbulent IMF.

Another possible problem with the MHD-based modeling
is underlined by the activity observed around hour 70 after 24
October, 00:00 UT seen in Figs.4 and5, which is to a large
extent absent in the modeled time series. It should be noted
that as at least part of the observed activity around hour 70
may be associated with substorm-type physical processes,
which may be partially non-MHD, this particular activity
may be out of the scope of global MHD modeling (more
discussion about this below). Anyhow, despite the obvious
differences, we conclude that the overall visual spatiotempo-
ral morphology of the measured and the modeled magnetic
field fluctuations seems to be quite similar.

We then move to take a look at the geomagnetically in-
duced electric fields and currents. First, we model the “mea-
sured” electric field with the plane wave method (Cagniard,
1953) by using the measured ground magnetic field fluctua-
tions and the ground conductivity model of central Finland.
In the absence of steep lateral ground conductivity gradi-
ents, the electric field modeled this way corresponds rela-
tively closely to the actual meso-scale (∼100 km) field (see

e.g.,Viljanen et al., 2004). In fact, the modeled electric field
is often more representative of the meso-scale fields for GIC-
related applications than the real measured electric field. The
reason for this is that the electric field measurements using
electrode distances of the order of hundreds of meters is of-
ten significantly distorted by the local inhomogeneities of
the ground conductivity. Such distortions tend to smear the
electric field of our interest and thus generally such measure-
ments are of no use in GIC studies.

Once we have obtained both the modeled and the “mea-
sured” electric fields at the stations shown in Fig.3, we insert
them into the equation

GIC = aEx + bEy (1)

whereEx andEy are the horizontal components of the elec-
tric field anda andb are constant coefficients. Equation (1)
is used to model GIC fluctuations in technological systems
when the local electric field is known. The coefficientsa

andb depend on the electrical, geometrical and topological
properties of the system of interest and they can be deduced
empirically and/or theoretically (Lehtinen and Pirjola, 1985;
Pulkkinen et al., 2001a, 2006b). We will use coefficients
a=−70 Akm/V andb=88 Akm/V that have been deduced

Ann. Geophys., 25, 881–893, 2007 www.ann-geophys.net/25/881/2007/
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Fig. 5. Average magnetic field fluctuations for data shown in Fig.4. The averaging was carried out in moving windows having length of
120 min.

for the Mänts̈alä section of the Finnish natural gas pipeline
(Pulkkinen et al., 2001b). By using the same ground conduc-
tivity model and the same coefficientsa andb, we essentially
assume that the ground and the network conditions are identi-
cal for all stations which is, of course, a crude approximation.
However, as our primary interest at this point is in testing the
capability of the MHD to produce realistic ionospheric cur-
rent fluctuations driving the geomagnetic induction process,
the approach can be considered acceptable.

At this point we re-emphasize that due to the 4-min tem-
poral resolution of the MHD data, all data presented here are
averaged to the 4-min resolution. As was shown byPulkki-
nen et al.(2006b), temporal averaging of the magnetic field
data beyond of about 1-min resolution may reduce the capa-
bility of the data to produce the highest GIC peaks; our rough
estimation is that averaging to the 4-min resolution may re-
duce the peak values of the computed auroral GIC to about
50 per cent of their 10-s values. Thus, in the future mod-
eling efforts one should prefer the usage of higher temporal
resolution MHD data.

In Fig. 6 we show the “measured’ and the modeled GIC at
all stations. It is again seen that the multiscale nature of the
fluctuations makes good visual presentation of the raw data
difficult. As the noise-like character of GIC makes compu-
tation of the 120 min averages quite meaningless, we char-
acterize the fluctuations by computing moving standard de-

viation (with moving 120 min windows) of the data instead.
The results of these computations are shown in Fig.7.

The basic observations from Figs.6 and 7 are similar
to those from Figs.4 and 5: although the peak values are
smaller, the modeled GIC can obtain amplitudes comparable
to those of the “measured” GIC and the basic spatiotemporal
morphology of GIC is quite similar. Taking into account the
more disturbed measured field in Fig.4 and the fact that the
time derivative of the magnetic field is a quite good proxy
for the GIC activity (Viljanen et al., 2001), the morpholog-
ical correspondence between the GIC can be considered, in
the context of complex auroral ionospheric phenomena, quite
good. From the qualitative viewpoint, we may conclude that
for this particular event and with this particular model setup,
the global magnetospheric MHD seems to be able to repro-
duce some of the basic features of GIC.

4 Utility metrics-based quantitative validation of the
model performance

Next we want to transfer the qualitative view of Figs.4–7
into a quantitative one. Here we need to put some special
consideration for appropriate metrics. We note that this part
of the study builds on the work byWeigel et al.(2006) (and

www.ann-geophys.net/25/881/2007/ Ann. Geophys., 25, 881–893, 2007
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references therein) and the reader is referred there for more
details on the discussed metrics.

In physics, by far the most popular metrics are correlation-
based, like that of the mean squared difference. Such metrics
are particularly suitable for, for example, model optimization
due to their convenient mathematical properties. However,
in our case these basic metrics are not ideal for two differ-
ent reasons: 1.) due to the complexity of the GIC signal and
2.) due to the lack of user-relevance. As can be qualitatively
seen from Fig.6 and as has been quantitatively verified for
the time derivative of the ground magnetic field fluctuations
by Pulkkinen et al.(2006a), the GIC signal is very complex.
In fact, some of the statistical properties of the signal resem-
ble that of the white noise. It follows, that for such highly
fluctuating signal, for example, linear correlation may not be
a “fair” metric for evaluating the model performance. Thus,
a metric focusing on some more overall aspect of the signal,
like mere amplitude, should be preferred. On the other hand,
from the viewpoint of the user, one should prefer metrics that
has something to do with the actual decision process involv-
ing the forecast→ mitigation action.

Quite conveniently, both of the aforementioned issues are
addressed by the so-called utility metrics. The utility of the

forecast is defined as

Uf = BNH − CNH (2)

whereNH is the number of correct forecasts,NH is the num-
ber of false alarms,C is the cost of taking mitigating ac-
tion andB is the benefit from having taken mitigating action
when an event occurred. In using this particular metric we
assume that 1.) the user takes the same mitigating action fol-
lowing each forecast of an event, 2.) an “always mitigate”
strategy yields a net monetary loss for the user and 3.) the
user seeks to maximize the monetary gainUf . Note that
sometimes it may be preferable for the user to change the
system in a way that removes the threat altogether thus vi-
olating the assumption no. 2. Although such actions can be
carried out to mitigate GIC (Molinski, 2002), often the costs
of changing the system cannot be justified by the size of the
threat posed by GIC. Then the assumption no. 2 holds and
it may be beneficial for the user to seek for monetary gain
Uf in terms of GIC forecasts. Also note that we are consid-
ering utility with respect to a system that is never mitigated,
which is the case for most of the systems experiencing GIC.
In another words, we are considering the difference between
losses/gains experienced by the two systems. It follows that
we do not need to consider missed events; a missed event will

Ann. Geophys., 25, 881–893, 2007 www.ann-geophys.net/25/881/2007/



A. Pulkkinen et al.: First-principles modeling of GIC 889

20 30 40 50 60 70 80 90 100 110 120
0

10

20

30

40

50

60

70

UT [h]

st
d(

G
IC

) [
A]

modeled std(GIC), max(std(GIC)): 12 A

20 30 40 50 60 70 80 90 100 110 120
0

10

20

30

40

50

60

70

UT [h]

st
d(

G
IC

) [
A]

"measured" std(GIC), max(std(GIC)): 38 A

Fig. 7. Standard deviation of GIC data in Fig.6. The standard deviation was computed for moving windows having length of 120 min.

cause the same monetary loss for both the reference system
and the system using mitigation actions.

In using the utility, we evaluate the model performance in
terms of its capability to predict “events”. Here we define
an event as follows: within a forecast window 0≤t≤tf , the
absolute value of GIC exceeds event threshold|GICthres| (see
Fig. 8). The windows are moved over the time series in non-
overlapping parts and events for giventf and |GICthres| are
recorded for both the measured and the modeled GIC. As
values forB andC in Eq. (2) are system dependent and are
estimated by the user, rather than computingUf , we com-
pute the forecast ratioRf =NH /NH . It is easily seen that the
utility Uf is positive ifRf >C/B and thus by reportingRf

of the forecast the user can quantify the utility of the forecast
once the valuesB andC and are known. In model compar-
isons, a model with a largerRf will have a greater utility
Uf .

In Fig. 9 we showRf for the modeled GIC and for two
different persistence models/rules as a function of|GICthres|

for tf =32 min andtf =60 min. The persistence models are:
1.) “always an event forecast”, i.e. during disturbed periods
the alarm is always on. Note that this is not necessarily the
same as taking mitigation action always; during quiet condi-
tions the system may not be at the state of GIC mitigation.
The alarm is switched on, for example, only when an ap-
proaching interplanetary coronal mass ejection is observed.

2.) “nearest neighbor forecast”, i.e. the forecast for the next
forecast window will be the same as the observation for the
previous one.Rf were computed separately for each station,
we show here only the average taken over all of the stations.
It is noted that there are differences inRf between different
stations especially as a function of the latitude. However, the
basic trend is the same for all stations and thus the average
Rf gives a quite good idea about the overall model perfor-
mance.

As seen from Fig.9, the forecast ratios behave sim-
ilarly for both 32- and 60-min forecast windows. The
only clear difference is that the utility tends to be slightly
higher for the 60-min forecasts with smaller event thresh-
old (|GICthres|<5 A). Interestingly, for event thresholds
|GICthres|>5.5 A, the MHD-based forecasts have the greatest
utility for 32-min forecasts. In general, it is seen that the first-
principles modeling process is capable of producing equal,
and in some cases even superior economic benefit to that of
the used persistence models. Considering the potential for
improving the modeling accuracy by adding new model com-
ponents and by using higher spatial resolution in the global
magnetospheric MHD, this result is promising. Whether or
not the potential can be realized, will be investigated in the
continuation of this work.
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Fig. 8. The determination of an “event” from the GIC time series. The event is defined as a crossing of the event threshold|GICthres| within
a forecast window 0≤t≤tf .

5 Summary and discussion

Empirical modeling of the ground magnetic field fluctua-
tions, which via Faraday’s law of induction are closely re-
lated to the geomagnetically induced electromagnetic fields
and currents, has long traditions in the modern space physics
(e.g.,Bargatze et al., 1985; Vassiliadis et al., 1995; Valdivia
et al., 1999; Weimer, 2005). These efforts have not been in
vain; there has been great success in predicting some over-
all aspects of geomagnetic field fluctuations, like those of the
global geomagnetic indices, and the models have been able
to give crucial insights into the physical characteristics of the
solar wind-magnetosphere-ionosphere system. However, ac-
curate prediction of the geomagnetic induction-related field
fluctuations requires going beyond the overall aspects. More
specifically, one needs to know the rate of the change of the
ground magnetic field at the temporal scales of the order of
minutes; as the variations around the mean are usually more
complex than the mean behavior itself, it is thus quite clear
that extracting such information poses a new challenge for
the geomagnetic field modeling. Importantly, some recent
empirical modeling efforts have had some success in pre-
dicting the rapidly fluctuating part of the geomagnetic field
(Weigel et al., 2003; Wintoft, 2005). These models naturally
have potential for usage in space weather forecasting appli-
cations.

As the empirical models have been “taught” to reproduce
the measurements, it is clear that in some situations the em-
pirical models outperform the first-principles models. How-
ever, in situations that the empirical models have not “seen”,
they may extrapolate very poorly whereas first-principles
models always, in principle, produce physically reasonable
results provided that the basic physics of the system remain
unchanged. This is especially important in rare and extreme
situations that naturally in the context of space weather are
of the utmost importance (see also,Lopez et al., 2007). From
the physics viewpoint, the performance of our first-principles
models is the ultimate test for our understanding of the solar
wind-magnetosphere-ionosphere system; the system’s evolu-
tion equations are derived using our understanding of the un-
derlaying elementary physical principles rather than by the
data.

The point of the above discussion is, while acknowl-
edging the great significance of the empirical modeling ef-
forts, to emphasize the importance of pursuing towards first-
principles-based modeling of the solar wind-magnetosphere-
ionosphere system. Accordingly, the goal of this work was to
carry out first-principles-based modeling of near-space phe-
nomena from the upstream solar wind to the surface of the
Earth. More specifically, we introduced a basic modeling
procedure for obtaining the geomagnetically induced elec-
tromagnetic fields and currents from the output of global
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magnetospheric MHD codes. We also presented metrics that
take into account both the complex nature of the signal and
possible forecasting applications of the modeling process.
The modeling process and the metrics were introduced with
the help of an actual example space weather event of 24–
29 October 2003. Observations of the ground magnetic field
fluctuations were used to carry out preliminary tests of the
performance of the model chain. As space weather applica-
tions are the main motivation of the study, the performance
tests were focused on GIC.

It was seen that for the studied event, some central features
of the overall ionospheric current fluctuations associated with
GIC were captured by the modeling process. More specif-
ically, the basic spatiotemporal morphology of the modeled
and “measured” GIC was quite similar. Furthermore, the pre-
sented user-relevant utility metrics demonstrated that global
MHD-based modeling can outperform simple GIC persis-
tence models. We may thus conclude that considering the
relatively modest model setup, the first results are encourag-
ing.

It should be noted, however, that despite the success in re-
producing some of the observed features of the GIC-related
ionospheric current fluctuations, there were also important
shortcomings. First, the 3RE inner magnetospheric bound-
ary of the global MHD run does not extend very low in mag-
netic latitude in the ionosphere. This is a setback as dur-
ing strong storms, in addition to generally very disturbed
polar regions, the auroral oval with highly fluctuating iono-
spheric currents generating large GIC may expand below the
ionospheric MHD boundary. However, this problem may
be scaled back by pushing the inner boundary of the global
MHD closer to the Earth and by including inner magneto-
spheric model to the modeling chain. Inclusion of the in-
ner magnetosphere may be important also in terms of having
more realistic dynamics associated with the region 2 current
system (e.g.,De Zeeuw et al., 2004).

It is emphasized that realistic modeling of the ionospheric
currents is perhaps the most important factor influencing the
accuracy of the computed induced fields. Thus, it is ob-
vious that inclusion of as many as possible central physi-
cal elements contributing to the magnetosphere-ionosphere
coupling is highly desirable. However, it is clear that some
physics may be missing partially or altogether in the MHD-
based description of the system; also this was demonstrated
in the example event. For example, it is well-known that
some processes in the plasma sheet are beyond the scope of
MHD. Furthermore, these processes may play a crucial role,
for example, in the substorm phenomenon which is known
to be statistically one of the most important causes for large
high-latitude GIC (e.g.,Viljanen et al, 2006a). Although
there is evidence that global MHD can produce substorm-like
behavior of the magnetosphere (e.g.,Raeder et al., 2001a;
Wiltberger et al., 2005), it is all but clear if the highly com-
plex nature of the ground magnetic field variations associated
with substorms (for a quantification of this complexity, see
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Fig. 9. Forecast ratiosNH /N
H

of the modeled GIC (plusses) and
persistence models 1 (circles) and 2 (triangles) as a function of the
event threshold|GICthres|. Top panel: forecast windowtf of 32 min
was used. Bottom panel: forecast windowtf of 60 min was used.

Pulkkinen et al., 2006a) can be reproduced by basic global
magnetospheric MHD models (for an alternative approach,
see e.g.,Klimas et al., 2004). Obviously, capturing these ex-
treme variations is very important from the GIC viewpoint.

As mentioned above, the work at hand comprises Phase
1 of the project in which we test the present capabilities of
first-principles modeling of space weather from the ground
viewpoint. In the follow-up, we will utilize numerous setups
and combinations of the models hosted by the Community
Coordinated Modeling Center (CCMC) operating at NASA
Goddard Space Flight Center to find the optimal way to carry
out the modeling. The optimization will be carried out by ap-
plying user-relevant metrics, like that of the presented utility
metrics.
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