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Abstract

In this paper, we design a power-aware distributed access point scheduling algorithm, PowerNap, to enhance power
conservation of co-existing multiple access points (APs) each having multiple clients in the same wireless vicinity. This
consequently addresses low channel utilization, degraded throughput, and unfairness problems of Wi-Fi networks in
an energy-efficient way. PowerNap schedules transmission periods of APs according to their traffic loads to ensure fair
access of the medium from their respective clients’ perspective. It supports dynamic rescheduling of AP transmission
periods to aid client mobility and traffic fluctuations. The scheduling also ensures that no two APs, in a shared
environment, wake up their clients at exactly the same time, decreasing data packet collisions and thus increasing
network throughput and energy-efficiency. PowerNap achieves decentralization by exploiting single-hop
neighborhood information (e.g., traffic loads) only, and thus, it is scalable. Performance evaluations, carried out in ns-3,
depict that the effectiveness of the proposed PowerNap algorithm surpasses the state-of-the-art approaches in terms
of energy consumption, network throughput, and fairness.
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1 Introduction
Wi-Fi-enabled smart devices run numerous applications
which require added processing power, untethered Inter-
net access and battery-life [1]. Uninterrupted services
on the fly without compensating the number of running
applications [2] demand innovative solutions for battery
power conservation. This has always been a critical and
highly anticipated goal for the research community to
optimize energy consumption of the Wi-Fi clients [3–6].
Achieving the said optimization expectations will result in
improved user experience and productivity.
Among all the energy-hungry components (e.g., LCD

display, networking sub-system, sensors, and communi-
cation and computation circuitries [7]) of a Smartphone,
networking sub-systems energy management deserves a
special attention as 10–50% (e.g., 3G, GSM, and Wi-Fi)
of total energy consumed is associated with it [8–10].
Recent research for Wi-Fi radio energy management
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shows a large portion of consumed power is wasted
due to network contention at the access points (AP)
level [11, 12].
One of the state-of-the-art solutions isWi-Fi traffic load

optimization. And the defaultWi-Fi traffic optimization is
the IEEE 802.11 power saving mode (PSM) [13]. It relies
on the assumption that the network activity will be idle for
a predefined duration [14], which is hardly true for present
systems. Moreover, the PSM does not support multiple
clients or multiple APs in the same vicinity simultane-
ously [15], resulting in heavy contention in the network.
NAPman [11] mitigates the single client problem of the
PSM and support multiple clients through AP virtual-
ization. However, virtualization is not same as multiple
physical APs, and in such situations, the NAPman suffers
a lot. SleepWell [12] proposes an algorithm to schedule
multiple APs in a neighborhood so that they do not over-
lap. However, it fails to detect hidden terminals which
consequently add unfairness and low channel utilization.
In this paper, we design a distributed access point

scheduling algorithm, PowerNap. The key philosophy of
PowerNap is to cut energy losses by scheduling the APs
transmissions in a non-overlapping manner and allocate
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transmission periods according to the AP’s weighted traf-
fic share. A preliminary version of this work has been
published in [16] which is augmented with performance
evaluation using NS-3, analysis of undershooting param-
eter α, fairness level measurement using Jain’s fairness
index, and protocol operation overhead of PowerNap
algorithm. Dynamic rescheduling is also employed to aid
robustness against client mobility and traffic fluctuations.
The key contributions of this work are summarized below:

• We design an energy-conserving access point (AP)
scheduling algorithm, PowerNap, where every AP
exploits only single-hop neighborhood traffic
information for scheduling decisions, which makes
the algorithm a distributed and scalable one.

• A PowerNap-enabled AP computes its weighted fair
share with reference to the neighboring (e.g., one hop
neighborhood) AP’s traffic loads (e.g., weighted fair
share is proportional to traffic load) to allocate
transmission periods to the clients, and thus, it avoids
unfairness.

• The unused portions of transmission rounds, if there
is any, are also distributed in a weighted manner to
the contending APs to utilize full potential of the
channel bandwidth.

• The necessary modifications and added components
in PowerNap require changes in APs only; no client
side changes are required. Thus, the proposed
PowerNap is easily deployable.

• Our performance evaluation, carried out in ns-3,
shows that the proposed PowerNap scheduling
algorithm saves up to 27% energy than the
state-of-the-art approaches.

The rest of the paper is organized as follows. Section 2
contains the literature study. In Section 3, we describe the
network model and assumptions and the key design prin-
ciple of the proposed algorithm. Section 4 gives insight
into the design and operation details of our proposed
scheduling algorithm, PowerNap. Section 5 presents the
performance evaluation of PowerNap using ns-3 [17].
Finally, we conclude the paper in Section 6.

2 Related work
The energy conservation of Wi-Fi [18] devices has
receivedmany proposals over the last few years [2, 19–21].
These existing mechanisms and techniques can be orga-
nized into several categories, e.g., decision by monitoring
the link status, bandwidth as a decision variable, scan-
ning vicinity using cellular towers for information, and AP
scheduling algorithms [22].
The IEEE 802.11 PSM [13] is the default power sav-

ing mechanism for IEEE 802.11 APs. The PSM conserves
energy by putting the clients to sleep during idle periods.

All the data packets destined for the clients are queued
at the AP. It configures the clients to doze off while there
is no traffic for a predefined duration (typically 100 ms)
and wake them up at low power mode on every beacon
interval (100 ms) to check for beacon frames destined to
this device. If such a packet is found, the client flips to
high power transmission mode. The client device stays on
this mode for the next 300 ms irrespective of whether it
is receiving packets for that long period or not. It goes
back to sleep mode again when it has no packets for next
100 ms. The PSM has no provision for multiple clients
waking up at exactly the same time to access the channel;
it also fails to support multiple APs in the same wireless
vicinity, which leads to heavy contention among the APs.
One of the major limitations of PSM is the assumption
that the network will be idle for a certain time, which is
both unrealistic and unfair. As the clients might not find
any idle period and remain in high-power transmission
mode indefinitely.
The authors of [23] focused on sharing Smartphone’s

Internet connection with other devices in the neigh-
borhood domain using Wi-Fi. Their proposed scheme
reduces the energy consumption of a mobile AP which
adaptively adjusts the sleep and wake-up periods based
on the bandwidth asymmetric feature of the AP. Further,
it combines idle times between packets in order to pro-
vide client a prolonged sleeping time and thus conserves
energy.
Low energy data packet aggregation scheme (LEDAS)

[24] authors observed the characteristics of network pack-
ets. They discovered most of the network packets are
small in size and to wake up the entire radio spectrum to
transmit a small packet poses huge energy wastage. Using
this information, authors decided to aggregate the packets
in a large burst and send it at once. Therefore, the radio is
only invoked when large packets are waiting to be trans-
mitted. A problem arises when time-sensitive packets
need to be dealt with separately. For dealing with time-
sensitive packets, LEDAS [24] implemented two different
queues; one for time-sensitive packets and another for
aggregated packets. Longer bursts leads to longer inactiv-
ity in transmission rounds. During this inactivity period,
clients can doze off to low power mode.
Wi-Fi device users connect to an AP and contend for the

channel; and, if more than one client wake up at the same
time, contention gets worse as busy waiting and unneces-
sary retransmissions occur. Network-assisted power man-
agement protocol (NAPman) [11] reduces unnecessary
retransmissions by connecting every client to a new copy
(virtual) of the AP. Hence, every client gets the feel that
the AP is only dedicated to it. Thus, NAPman could avoid
collision in spite of having multiple clients connected to
an AP. AP virtualization might solve the problem of con-
tention among clients to some extent; however, it is no
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match for multiple physical APs in the domain. Although
the NAPman [11] is providing the clients with virtual APs,
there is a limit of the maximum number of virtual APs (4)
per NAPman AP (physical), and when NAPman runs out
of this number, it starts multiplexing among the clients,
increasing media contention significantly.
SleepWell [12] uses the analogy “going to work late

and returning home early”; this gives the driver advan-
tage of avoiding the rush hours. It transfers data when
the network is least competitive and schedules user’s
wake-up times accordingly. An APmonitors ongoing traf-
fic of nearby APs and transmits its own traffic only
when no one else is using the channel. The Sleep-
Well works well with multiple APs in a wireless vicinity
when there are no hidden terminals. However, hidden
terminals jeopardize the scheduling adding unfairness
to the system and introducing overlapping transmission
intervals among the APs. Hence, the time slots of dif-
ferent clients are multiplexed, and they remain awake
even if they have no part in the transmission. The
SleepWell [12] ensures scheduling of dynamic situations
using initially equal workload and gradually giving them
weights.
Some latest innovations of Internet such as software-

defined networking and network virtualization have
been introduced in recent works [25, 26] which state
that software-defined networking is more efficient
than regular mobile and wireless networking. Green
mobile networks, mobile cloud computing, and context
aware mobile networking upsurges the capabilities and
energy-efficiency of resources [27–30]. Nowadays, cel-
lular networks are moving towards distributed archi-
tecture from conventional centralized system with the
introduction of femtocells consisting of some self-
organizing rules and energy-efficient resource allocation
algorithms [31, 32].
The novelty of our proposed PowerNap algorithm stems

from the following differences between SleepWell and
PowerNap. Firstly, we give weighted fair share from
the very beginning, i.e., we estimate traffic loads of all
APs in a distributed manner and distribute the trans-
mission intervals to the contending APs according to
this weighted estimation. Secondly, to avoid transmission
overlapping, we use undershooting, e.g., the least traf-
fic load estimation; the estimation process involves one
hop neighborhood information exploitation only. Thirdly,
the undershooting again helps PowerNap to reduce trans-
mission overlapping among the APs unlike SleepWell and
thus promotes fairness; and fourthly, the unused portions
(created due to undershooting) of transmission rounds
are also distributed in a weighted manner, and thus, it
maintains good level of network throughput. Finally, we
also address the existing hidden terminal problems in our
algorithm.

3 Networkmodel and PowerNap design principle
Most of the power saving methodologies consider single
AP in a vicinity. However, the incremental growth of Wi-
Fi-supported devices and dense deployment of APs have
given birth to the problem of interference among the mul-
tiple APs which are competing for the same channel and
subsequently clients experiencing longer latency.

3.1 Network topology and assumptions
We represent the wireless network as a graph G(V ,E),
where APs are the vertices and an edge is placed between
two APs if they are within each others transmission range.
We consider several APs in a wireless vicinity, as shown

in Fig. 1. Each AP sends its ID, time stamp, and workload
update messages periodically to its neighbors. In Fig. 1,
APA has two neighbors, namely, APB and APE with whom
it will share the abovementioned information. However,
APC is not in the transmission range of APA, and thus,
APA will not share any information with APC . Initially,
every AP calculates how long it is allowed to transmit in a
beacon interval. We call it weighted fair share, which is
a workload estimation based on the workload demand of
a particular AP and its neighbors. Initially, the client or
Smartphone sends its workload demand to the AP that
estimates its total workload. Using neighborhood discov-
ery, an AP intercepts the workloads of other APs in its
range (e.g., one hop neighborhood) and calculates its own
share in beacon interval or the transmission ring. We use
the terminologies beacon interval and transmission ring
interchangeably throughout this paper. Figure 2a shows
the transmission ring produced by APA. Figure 2a depicts
that APC has no contribution in the transmission ring,
but it will definitely have impact on APA’s weighted fair
share as it has contribution in APB’s weighted fair share
and APB has impact on APA. When we look at the trans-
mission ring produced by APE in Fig. 2b, we see that APA

Fig. 1 Sample network environment
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Fig. 2 Transmission rings of APs (a) A and (b) E without PowerNap implementation

has a fair share of 19 time units whereas in Fig. 2a, it
had 50 time units which is clearly wrong, and it will add
contention to the network and hamper other APs’ trans-
missions. Our proposed PowerNap scheduling algorithm
minimizes such contention by intelligently deciding the
optimal transmission time and time-span for a given AP
to communicate with its clients. Therefore, the AP and its
clients require synchronization.

3.1.1 AP-client clock synchronization
As the client needs to know in advance when it will
have to wake up in order to receive packets from the AP,
the PowerNap has to implement clock synchronization
between a client and its associated AP. The IEEE 802.11
AP broadcasts beacon frames at regular intervals that con-
sist of traffic information (beacon interval, time stamp,
and traffic indication map (TIM), estimated payload, etc.)
associated to the AP. The client device is logically syn-
chronized with the AP using beacon frame’s time stamp
attribute. Our PowerNap configures the APs to send their
starting and finishing times to the clients in reference
to the current time. The clients adjust their wake up
time using the time stamp information in the TIM from
its AP.

3.2 PowerNap design principle
The design principle behind PowerNap is the transmis-
sion of one AP minimally interferes with the transmission
of another, and each AP gets its weighted fair share for
the media access. The APs will be staggered throughout
the transmission round for this purpose. The distributed
nature of the algorithm assists the APs to minimize com-
putational latency.

3.2.1 Avoidance of unfairness
All the APs are using the same channel, but the network
graph of the APs’ connectivity is not complete bipar-
tite. Therefore, an AP, which is unaware of the presence
of some other APs, would not be able to calculate its
true fair share in a single beacon interval. The estimated
share might be greater than the actual fair share as the
AP does not consider the APs other than its one hop
neighborhood.

• Neighborhood assistance for fair share is “to choose
the least fair share calculated for a particular AP.”
The PowerNap allows every APj, that receives the
workload of another APi, to calculate the fair share
for APi. So the fair share for APi in the beacon
interval B is being calculated by all of its one hop
neighbors’. Therefore, APj, while calculating the
fair share for APi, would consider its own one hop
neighborhood. Hence, it might consider some of the
APs that were invisible to APi. The neighbor APs
send their estimations to APi. Now, APi has a
pool of fair share values. By selecting the least
estimated share, it avoids unfairness as much as
possible.

• Undershooting of workload is used as an extra
precaution to avoid unfairness. Though it is unlikely
that after the neighborhood assistance for fair share
calculation, there would still be situations where APs
will spill into the next beacon interval. But if the
network is dense and the previous step fails to
include every AP in the domain, such a spilling will
occur. Thus, using an undershooting parameter to
scale down the fair share would be a better idea;
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otherwise, the convergence of a steady state is
unlikely to happen any time soon.

3.2.2 Channel utilization and hidden terminal
Undershooting the workload might create “unused por-
tion” (no AP is scheduled to transmit on that por-
tion of the ring). This arises the problem of low
channel utilization. Hence, we undertook allocation
of unused portion. The PowerNap fairly allocates the
unused portion of previous round to the contending
APs.
Due to hidden terminals, the packets at an AP might

get dropped and subsequent retransmissions will occur.
The channel could have used this time to transmit
data packets; instead, they get stuck in unnecessary
traffic generation and propagation. Therefore, it is cru-
cial to address hidden terminal problem in Power-
Nap. The notations used in this paper are listed in
Table 1.

4 PowerNap architecture
In this section, the architectural components and detailed
operational procedure of PowerNap have been described.
PowerNapminimizes “transmission window overlapping,”
i.e., multiple APs in the same vicinity start or continue
to transmit packets to their clients at the same time. The
transmission window overlapping causes prolonged stay
in high-power transmission mode for the clients, of which
a small amount of time is spent for actual communication.
The PowerNap exploits this shortcoming by redesign-
ing it for non-overlapping transmission windows. It aims
to stagger the transmission window of APs from one
another, so their clients do not suffer for the contentions
of their APs. PowerNap has three functional components:

Table 1 Notations of PowerNap algorithm

U Set of all clients in the network

Ui Set of all clients associated with AP i

AP Access point

ζi Initial workload of AP i

Wi Weighted fair share of AP i

Wi Minimal fair share of AP i

Bu Bit rate of client u ∈ U

Fi Fair share of AP i in current B

Lk Workload of AP k

Nj One hop neighbors of APj

Ln[i] Workload of neighbor i of APk

Ci Capacity of AP i

n Number of APs in the network

Wi,j Weighted fair share of AP i computed by AP j

Initialization, Data Transmission Module, and Dynamic
Rescheduling. PowerNap is installed on the APs; clients
are completely unaware of these changes and calculations
happening on the AP side, and thus, the proposed system
is transparent from the clients’ perspective.

4.1 Initialization
Initially, every AP calculates its initial workload by exploit-
ing neighborhood information and network characteris-
tics, e.g., channel characteristics, AP’s own capacity [33],
etc. and traffic demands of associated clients.

4.1.1 Initial traffic workload
Workload of an AP is defined as cumulated expected data
rate of the associated clients. Clients pass their bit rate
(B) demand to their AP for various applications such as
Internet telephony, text message service, video stream-
ing, file transfer, bulk data transfer, etc. A “Hello” packet
is sent from the client to all the APs in its transmission
range, and important parameters such as bit rate demand,
signal strength demand, and reliability levels are speci-
fied in the “Hello” packet for AP selection [34]. Using
these information, APi calculates its initial workload, ζi =∑

∀u∈Ui (Bu)
Ci

.

4.1.2 Workload information sharing
An AP shares its initial workload among the neighboring
APs to build an understanding of the network environ-
ment. This workload information sharing is triggered at
an interval determined by the dynamic rescheduling com-
ponent. Dynamic rescheduling is discussed in detail in
Section 4.3.

4.1.3 Weighted fair share
The term weighted fair share (W ) defines the share of
an AP in each transmission round with respect to the
workload of the APs in one hop neighborhood. Weighted
workload determines the share of each AP in a transmis-
sion round, implementing fair media access. All the APs
deal with huge amount of traffic, and one AP is only aware
of its one hop neighborhood, so the W is fair locally. But,
when we consider the entire network, it will introduce
unfairness to APs who are situated at distance more than
one hop. So we ask the AP’s to calculate weighted fair
share for its neighbors too; in this way, we have a broader
perspective of the network.

4.1.4 Minimal weighted fair share
Every AP calculates its neighbor’s W along with W for
itself. This minimizes the probability of hidden terminals
affecting the fair share calculation adversely since AP’s
familiarity with network increases the fairness and perfor-
mance. Next, all the APs send what they have calculated
for one particular APi, from which APi selects the least.
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We call this the minimal weighted fair share (W) of APi.
Table 2 shows the fair share selection model.

4.1.5 Undershootingmechanism
Because of the unpredictable nature of Internet traffic
[35] and the fact that Internet traffic is increasing every-
day plus a given AP at any given time would not have
knowledge of the entire network, one AP is likely to spill
into or overlap with other AP’s transmission time; even
worse, it might deprive others from transmitting. To avoid
such situation, undershooting of W is used. Undershoot-
ing is the process of employing less than the estimated
value. A carefully chosen threshold α will serve this pur-
pose. By scaling down the transmission time, we can have
a fair transmission environment at the cost of one setup
transmission round.
PowerNap scales down the values extracted from

Table 2 using α, the undershooting parameter. Let
us assume α = 75%; the minimal fair share after
undershooting for the network of Fig. 1 is shown in
Table 3. The Fig. 3a shows the transmission ring after
undershooting.

4.2 Data transmission
Now, the APs transmit the data packets they have queued
over time. The media accessing order of APs is con-
trolled by their back-off timers, which is inversely pro-
portional to their traffic weights. Every AP transmits a
“free-to-transmit” message after the completion of its
transmission to announce the availability of the channel to
other APs.
After the back-off timer expires, an AP scans for a “free-

to-transmit” message. On the reception of this message,
the AP starts to transmit the data packets to its clients.
At the end of every transmission round, the channel has
the “free-to-transmit” message of an AP, which is trans-
mitted last in this round. This message will be heard by
the first AP of the next transmission round. All the APs
embed End-Time (transmission completion) in “free-to-
transmit” message. The End-Time received by the first
AP is used as the finishing time of the previous beacon

Table 2 Weighted fair share calculation

AP A B C D E F

A 50 6 – – 44 –

B 31 3 38 – 28 –

C – 27 22 – 49 –

D – – 39 32 29 –

E 19 2 – 19 17 43

F – – 28 – 21 51

W 19 2 22 19 17 43

Table 3 Fair share calculation

AP F after undershooting W after unused portion allocation

A 4.75 15.57

B 0.5 1.64

C 5.5 18.04

D 4.75 15.57

E 4.25 13.93

F 10.75 35.25

interval. End-Time is also used in unused portion alloca-
tion.

4.2.1 Unused portion allocation
The employment of undershooting might cause the chan-
nel to be in idle state for certain duration, for example
when all the APs finish transmitting and the beacon inter-
val is yet to finish. We call this idle period “unused
portion” of the B. To utilize the channel efficiently,
we develop an unused portion allocation scheme. The
idea is to consider the mean time between the End-
Time and the starting of the current beacon interval.
Table 3 shows the F of the APs after unused portion
allocation.
All APs need to synchronize by using beacon pack-

ets, and workload sharing or weighted fair sharing are all
dependent on message passing among the APs. So, loss
of packets will put strain on PowerNap. Such fault toler-
ant issues related to beacon packet loss and performance
optimality are kept as future works.

4.2.2 Tradeoff between “undershooting” and “unused
portion allocation”

Apparently, it seems undershooting and unused portion
allocationmechanisms neutralizes each other and have no
significant impact on the scheduling. But in fact, imple-
mentation of undershooting within a beacon interval cre-
ates scope for fairness, as the mere allocation of weighted
fair share might cause spill in the next beacon interval if
the B <

∑
∀AP W . To accommodate all the APs in the

current B, we employ undershooting. The undershoot-
ing is dependent on the metric α. This will generate local
optimal shares for each AP; hence, it might generate some
unused portion in the B. Such unused portion in B leads
to low channel utilization and needs to be assigned to
the participating APs in a weighted manner, and thus, the
unused portion allocation scheme is required. Details of
undershooting parameter α is discussed in Section 4.4.
The unused portion is divided among the APs according

to W weights of APs ensuring fairness. Figure 3b shows
the transmission ring after unused portion allocation.
Algorithm 1 shows the operation principles of PowerNap
algorithm.
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Fig. 3 a Undershooting mechanism and b Unused portion allocation

Algorithm 1 PowerNap Scheduling Algorithm for each
AP
1. Initialization:
2. Initial workload of AP i, ζi =

∑
∀u∈Ui Bu
Ci

3. Workload minimization :
4. Weighted Fair Share of AP i, Wi = ζi

ζi+∑
∀j∈Ni ζj

5. Weighted Fair Share of AP i computed by AP j, Wi,j =
ζi

ζj+∑
∀i∈Nj ζi

6. Minimal Fair Share of AP i,Wi = min{Wi, Wi,j}
7. Fair Share of AP i in current B, Fi = Wi × 100−α

100
8. timer = 1

Fi
9. Transmission:

10. if (timer expires ANDAP i receives free−to−transmit
message) then

11. AP i starts communication
12. reset end_time to current time
13. end if
14. Unused portion allocation:
15. if new beacon interval starts then
16. Fi = Fi×B

end_time
17. end if

Every AP records its wake up time and transmission
duration and advertises these to its clients and use these
values for further communications. Thus, whenever an
AP needs to communicate with its clients, it will be awake
and ready to respond, except for occurrence of dynamic
traffic changes. Dynamic conditions are handled through
rescheduling in PowerNap.

4.3 Dynamic rescheduling
Traffic arrival and departure in a typical Wi-Fi network
follows exponential distribution. Three major incidents

controls dynamic rescheduling [36]: arrival of new AP,
departure of an existing AP, and substantial change in traf-
fic loads. Rescheduling can be periodic or triggered by
interrupt. All the APs continuously scans the Wi-Fi spec-
trum for any demand changes, and if the upper limit for
rescheduling is met, we move to the initialization phase
again and repeat the undershooting process. Inclusions
or failures of APs are interrupt-triggered rescheduling sit-
uations. We set β as rescheduling threshold, an upper
limit by which it is determined that after β % change in
user data rate, PowerNap will be rescheduled. Analysis of
rescheduling parameter β will be addressed in future.

4.4 Analysis of undershooting parameter, α
The weighted fair share of an AP greatly depends on its
number of neighbor APs and their traffic workloads. Let
we represent the Wi-Fi network as a connected graph,
G(V,E), where, V is the set of vertices of all APs and E

is the set of all edges. For a complete bipartite graph, i.e.,
the graph forms a clique, the number of edges, E = |E| is
calculated as,

E = V (V − 1)
2

V 2 − 2E
V

= 1, (1)

where, V = |V| is the total number of vertices in the
graph. Notice that, for a clique network, all APs have
the traffic workload information of all others, which
is an ideal condition for our proposed PowerNap pro-
tocol. In this case, the weighted fair share of all the
APs will fill up the total transmission ring and thus
the value of undershooting parameter α will be equal
to 1.
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However, in practical networks, graphs will often be
non-clique and the Eq. 1 will not be held; it changes to

V 2 − 2E
V

> 1. (2)

In this case, the value of α for an AP will be greater than
1 and its value will be determined by scaling factors of an
AP and its neighbors. The scaling factor of an access point
i will be determined as follows,

ψ(i) = ζi∑
∀j∈Ni ζj + ζi

+
∑
∀j∈Ni

ζj∑
∀k∈Nj ζj + ζj

(3)

Each AP broadcasts its ψ(i) into the network and all the
APs compute α as follows,

α =
{
1 − B

max{ψ(1),ψ(2), . . . ,ψ(Nn)}
}

× 100. (4)

5 Performance evaluation
In this section, we study the performances of the pro-
posed PowerNap algorithm, IEEE 802.11 PSM [13] and
SleepWell [12] in terms of energy consumption, network
throughput, fairness, and protocol operation overhead,
carried out in ns-3 [17].

5.1 Simulation environment
We set up a dense Wi-Fi network, where all APs can
hear their one hop neighbors’ transmission, and the num-
ber of clients under each AP is randomly varied with
dynamic traffic loads to test the robustness of our algo-
rithm. APs use 1 Mbps as basic bit rate, in which control
packets are sent and data transmission is started. We sim-
ulate 3 GB of bulk data for simulation data collection
purposes. The default beacon interval is 100 ms and the
default AP number is 6. The clients and the APs use
StaWifiMac and ApWifiMac as their MAC layer proto-
cols and RandomDirection2dMobility and ConstantPosi-
tionMobility as their mobility models, respectively. The
RandomDirection2dMobility model uses random values
for speed, pause time, direction, and acceleration of the
mobile nodes, which is corresponding to the real-life Wi-
Fi network scenario. The channel properties such as delay
loss model, propagation delay model, data rate, and chan-
nel characteristics are defined using YansWifiPhy model.
The simulation is run for 300 s. For each graph data points,
we take average value taken from 10 different simulation
runs, with different seed values. In Table 4, we have listed
the important parameters and their values/models used in
the simulation.

5.2 Clients’ energy modes
For energy-saving, our proposed PowerNap algorithm
takes advantage of various power levels of today’s Wi-Fi

Table 4 Simulation parameters

Name of the parameter Value or model used

Access point MAC layer model ApWifiMac(IEEE 802.11b)

Client MAC layer model StaWifiMac(IEEE 802.11b)

Access point mobility ConstantMobility-Model

Client MAC layer model RandomDirection2-dModel

Area 1500 × 1500 m2

Number of AP 6

Number of client 2 ∼ 50

Physical layer model YansWifiPhy model

Transmission range of APs 50 m

Beacon interval 100 ms

Data rate 802.11b maximum raw data rate of
11 Mbps

Channel bandwidth 2.4 GHz

Simulation time 300 s

enabled devices. Most devices implement a few power lev-
els for seamless networking operation. Usually, there are
five different power levels [37], as shown in Table 5.
By tailoring the time spent in each mode, PowerNap

cuts down on the energy expenditure. Transmission mode
facilitates the APs to transmit their data packets. Amount
of time spent here is decided by the client’s bit rates and
its workload. Sleep mode consumes the least amount of
energy as the entire Wi-Fi radio spectrum runs on low
power. Internal processing such as timer monitoring and
routine tasks are only performed in this mode. The over-
hear mode is considered a potential source of energy
wastage because even after finishing transmission, it keeps
the entire circuitry up and listens to every packet the AP
is transmitting. In listening mode, a client only listens
for beacon frames; it wakes up periodically and receives
beacon traffic. PowerNap is configured to choose listen-
ing mode over overhear mode. Hence, it saves valuable
battery power of the clients. In PSM, it shifts to over-
hear mode right after transmission mode and stays there
for a long duration expecting a high power transmission
again shortly. However, in PowerNap, a client will only be
awaken when its AP is transmitting. Moreover, one client

Table 5 Various power modes of Samsung Galaxy S2

Mode Energy (in mW)

Deep sleep 10

Light sleep 120

Wake up from deep sleep 250

High power transmission 600

Overhear 400
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will receive one transmission chance in one beacon inter-
val. This makes it easier for a client to go to listening mode
right after the high power transmission is finished.

5.3 Performance metrics
• Energy consumption is measured as the average

amount of energy consumed by each client during
the simulation period. We have considered energy
consumptions due to data transmissions, receptions,
overhearing, idle, and sleep periods.

• Network throughput measurement and comparison
is of foremost importance as most of the energy-
conservation mechanisms tend to compromise
network throughput to conserve more energy. It is
measured as the average amount of data bytes
transferred by each AP per unit time. The higher the
value is, the better the protocol performance is.

• Protocol operation overhead is measured as the ratio
of the average number of control packets transmitted
by the APs during the simulation period and network
throughput. The control packets include hello
packets, free-to-transmit message, clock
synchronization packets, etc.

• Jain’s fairness index [38] has been used for measuring
the fairness level of the studied protocols based on AP.

5.4 Simulation results
5.4.1 Impacts of beacon intervals
The beacon interval has great impacts on the perfor-
mances of the studied protocols, as shown in Fig. 4. Since
our proposed PowerNap algorithm does not have any
iterative initialization process like PSM or SleepWell, so
the transmission overhead in PowreNap is substantially
low. It is also notable that short beacon interval incurs
immense state switching energy. Our proposed Power-
Nap wastes energy for state switching only while both
PSM and SleepWell have to account for the energy needed
for rescheduling too. Figure 4a shows that the average
power consumption per client in PowerNap is much less
compared to the SleepWell and IEEE 802.11 PSM.
Figure 4b shows that the achieved throughput of Pow-

erNap is better than IEEE 802.11 PSM and SleepWell. In
both PowerNap and IEEE 802.11 PSM, the beacon inter-
val has a significant contribution in network throughput
as the increased value of beacon interval produces less
overhead and the network throughput increases. As stated

Fig. 4 Performance analysis of varying beacon intervals (a) Energy consumption, (b) Throughput and (c) Protocol operation overhead
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in our algorithm, it increases the listen time and short-
ens the overhear time of clients. During listen time, an
AP checks if the timer is matured, and during overhear
time, an AP overhears the channel for packets. In stan-
dard PSM, after waking up, every client overhears the
channel for the entire beacon interval; however, in Pow-
erNap, one client overhears the channel only when the
AP associated with it is active for transmission. Similarly,
the SleepWell incurs much overhead for repeated migra-
tion operations, and thus, it keeps the users in overhear
mode for longer duration. As expected theoretically, for
increasing beacon intervals, the protocol operation over-
heads of the studied protocols are drecreased, as shown in
Fig. 4c. Our proposed PowerNap protocol needs exchange
of some additional control packets for its opration, and
thus, it incurs more overhead than 802.11 PSM. However,
the overall energy consumption is still much less than the
studied protocols.

5.4.2 Impacts of number of access points
The energy consumption of all the studied protocols is
increased with the number of APs, as shown in Fig. 5a.
We observe that our proposed PowerNap algorithm saves

substantial amount of energy compared to IEEE 802.11
PSM and SleepWell when the network is dense. The
increasing number of APs degrade the performance of
802.11 PSM as it is not designed to deal with multiple
APs; both the PSM and SleepWell suffer from unnecessary
retransmissions because of hidden terminals, whereas, the
scheduling in PowerNap considers all the APs affecting
its transmission, and thus, it shows better performance.
Figure 5b shows that the achieved throughput of the
APs, in all the studied protocols, gradually decreases with
the higher number of APs and this is caused due to
increased media contention. The PowerNap can achieve
better throughput than SleepWell and IEEE 802.11 PSM.
The protocol operation overhead increases with the num-
ber of APs, as shown in Fig. 5c.

5.4.3 Impacts of transmission rounds
We have also measured the average amount of energy
wastage per client due to scheduling for increasing trans-
mission rounds (each of 100 ms), as shown in Fig. 6a. At
the start of simulation, PowerNap APs exchange control
packets to advertise their payloads, neighbors payload,
allocation of unused portion, etc., and thus, its energy

Fig. 5 Performance analysis with varying number of APs (a) Energy consumption (b) Throughput and (c) Protocol operation overhead
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Fig. 6 a Energy wastage and (b) data transfer rate profiles for ongoing transmission rounds

wastage is high. No dynamic rescheduling is performed
here, so the energy consumption of PowerNap due to con-
trol packets reaches a steady state after the allocation of
unused portion. But for PSM, there are spikes in energy
levels since at every 300 ms, the state switching con-
trol packets introduce additional energy consumption. In
Fig. 6b, we have measured the data transfer rate per trans-
mission round, found in the studied protocols. The IEEE
802.11 PSM offers almost steady and linear data trans-
fer rate as it does not have any scheduling overheads.
The scheduling process tends to override data packet
transfer, so in the first few rounds of PowerNap and Sleep-
Well, data transfer rate is very low as they spend more
time in scheduling than transferring data packets. The
undershootingmechanism andminimal fair share of Pow-
erNap consume most part of the transmission time in the
first few rounds. For SleepWell, the convergence time is
lengthier than PowerNap; SleepWell APs incur extensive
message passing to their neighbors. We observe that, after
a few rounds, the data transfer rates of PowerNap and

SleepWell reach at steady state. However, for PSM, the
data rate would not increase due to low channel utilization
problem in presence of multiple APs. Both PowerNap and
SleepWell are very much tolerant of multiple APs unlike
802.11 PSM, and they can adapt to the events where new
APs are arrived.

5.4.4 Fairness
We have also measured the Jain’s fairness index of the
studied protocols for varying number of APs and work-
loads, as depicted in Fig. 7. In Fig. 7a, we observe that
the PSM becomes unfair when there are multiple APs in
the domain. However, as expected theoretically, Power-
Nap maintains good level of fairness for all the APs for
fair transmissions, even better than SleepWell. In Fig. 7b,
we observe the achieved fairness levels of the studied
protocols for various workload patterns (WPs), as listed
in Table 6. Again, our proposed PowerNap algorithm is
proven to be robust enough to handle dynamic traffic
fluctuations.

Fig. 7 Fairness comparison using JainŠs fairness index, (a) impacts of number of APs and (b) impacts of workloads
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Table 6 Workload pattern (WP) for simulation runs

AP WP 1 WP 2 WP 3 WP 4 WP 5

APA 90 120 20 70 90

APB 10 50 300 180 10

APC 110 30 250 30 70

APD 90 90 10 50 130

APE 80 150 20 20 200

APF 200 80 40 120 30

6 Conclusions
Rapid drainage of battery power of the smart devices
due to extensive Wi-Fi usage with concurrent resource
intensive applications is a raising concern among the
researchers for quite a sometime now. In this paper, we
have designed an access point scheduling algorithm, Pow-
erNap, in order to prevent energy losses due to com-
petition for channel acquirement among the APs. The
PowerNap is decentralized and traffic load adaptive. The
proposed algorithm is incrementally deployable because
it can co-exist with legacy access points, and thus, the
current access points can use PowerNap with a view to
salvage client’s energy in dense Wi-Fi domain with vari-
able number of APs. The simulation results, carried out
in ns-3, bear witness that the proposed PowerNap outper-
forms the state-of-the-art approaches in terms of power
consumption and fairness, while maintaining almost the
same throughput.
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