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We discuss a computational system following the paradigm of distributed computing, which will allow us to simulate the epidemic
propagation in random networks with large number of nodes up to one million. This paradigm consists of a server that delivers
tasks to be carried out by client computers. When the task is finished, the client sends the obtained results to the server to be stored
until all tasks are finished and then ready to be analysed. Finally, we show that this technique allows us to disclose the emergence
of seasonal patterns in the respiratory syncytial virus transmission dynamics which do not appear neither in smaller systems nor
in continuous systems.

1. Introduction

Networks have become a paradigmof paramount importance
in the analysis of many complex systems. Recent applications
include disciplines as varied as evolutionary biology [1], the
structure of on-line social networks [2], transportation and
economics networks [3], or neural networks for the storage
and retrieval of memories [4]. Social networks have been
ascertained from real data and used to study the social
pandemics of smoking [5] and obesity [6]. In the field of
epidemiology, the debate about targeted or mass vaccination
in the control of smallpox has also been addressed within
the context of network models [7, 8]. Following this idea,
an outburst of interest in cellular automata models [9] for
epidemic spread has been generalised among researchers
in epidemiology. Among many others, we have seen in the
literature some applications to hepatitis B transmission [10],
immune system [11], plagueswhich devastate some crops [12],
and HIV pandemic [13]. Most cellular automata models are
defined in euclidean lattice substrates with the individuals
occupying the sites of the lattice. Nevertheless, in many
situations, only the topology of the network is relevant for
the epidemic spreading. More refined models using random

networks as the basic substrate have also been considered [14–
16], where the authors describe algorithms for simulating the
spread of diseases in large networks.

Networks also provide an alternative to the traditional
differential equations approach inaugurated by the seminal
work of Kermack and McKendrick [17], Edelstein-Keshet
[18], and Murray [19]. Differential equations are a powerful
andwell-knownmathematical tool for studying the dynamics
of any system, and, consequently, it is not surprising that
they have dominated the research in epidemiology for many
years. Typically, in these models, we consider the fraction of
susceptible (S), infected (I), and recovered (R) individuals
and propose a compartmental model for the transitions
between these states. The resulting model has been widely
studied [19, 20] but, albeit it is a good approximation in
some cases, it is clear that it cannot be the final word in the
epidemiology of any real disease. The continuous approach
cannot, by its own nature, distinguish among individuals
and, consequently, the effects of age, sex, previous illnesses,
and any other parameters influencing the propagation of the
epidemic under study are difficult to implement.

In order to avoid some of the fundamental problems of
continuous models, network models emerged. A network is
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a set of nodes representing individuals. Labels or properties
may be assigned to each node, such as age, sex, and state
respect to the disease (susceptibility, infection, recovery,
latency, etc.). Nodes are connected by ties that represent
disease transmission paths. Once the network model and the
disease evolution rules are stated, it is possible to simulate the
evolution of the disease on the network nodes over time and
to study its spread on the population.

The science of networks provides several standard alter-
natives for implementing the network substrate. The most
traditional one is based upon the pioneering work of Bol-
lobas [21], the so-called “random graphs,” where connections
among the pairs of subjects are created with the same prob-
ability. Alternative models are the scale-free networks [22]
or the small-world networks of Watts [23]. The small-world
phenomenon (i.e., every pair of nodes is connected through
a path which crosses a small amount of neighbours) is found
in many social networks linked by friendship, collaboration,
or other social binds.

Nevertheless, the studies of real social networks are
restricted to a relatively small number of individuals usually
not larger than 10,000 individuals [5], but pandemics involve
large number of people in the range of millions. So, the devel-
opment of a distributed computing solution for simulating
pandemics in very large networks is a necessary challenge to
be dealt with in epidemiology.

In this paper, we describe how we tackled the problem by
using two computational systems which follow the paradigm
of distributed computing that allowed us to estimate the
parameters in random network epidemic models, depending
on the amount of tasks to be carried out: one of them, Sisifo,
designed by us to work in intranets, is simpler, uses less
resources, and has a quicker development, implementation,
and deployment; the other is the well-known Berkeley Open
Architecture for Network Computing (BOINC) platform
[24]. The main difference among Sisifo and BOINC con-
cerns the security issues and the possibility of widespread
distributed computing in personal computers of clients con-
nected to Internet, in the case of BOINC, in contrast with
the limitation of Sisifo to a computer intranet where security
issues are not so important. In particular, BOINC implements
public-key encryption against virus attack in which we did
not consider in Sisifo.

Both computational paradigms consist of a client/server
structure where the server delivers tasks to be carried out by
client computers, and when the task is finished, the client
sends the obtained results to the server to be stored until
all tasks are finished and ready to be analysed. In our case,
every task consists of a network model simulation with a set
of parameters and the results are the number of persons of
each age in each disease state at any time instant.

We must also remark that in this problem, as in many
similar problems arisen in statistical physics, it is integral to
the computational process to evaluate averages over many
realizations over a single substrate and also over many
substrates. This is particularly interesting in the simulation
of nonequilibrium processes such as diffusion and reactions
as well as epidemic propagation [25]. In our case, the first
average refers to the evolution of the disease in a given

configuration of the random network. However, as we must
also consider different network configurations, in order to
take into account the variability of the social structure, a
second average over these configurations is also necessary.
This is the so-called second average.

In order to achieve this, these double average simulations
are usually carried out sequentially in a single computer. In
this paper, we show two methods on how to parallelize this
calculation and perform the averages directly on the server.

The paper is organized as follows. In Section 2, we
describe our two proposals for a distributed computing
system: the first one is based on intranets, while the second
one uses the BOINC platform. Both of them are capable
of managing the simulation of random networks up to
one million nodes. An application to the simulation of the
seasonal respiratory syncytial virus (RSV) pandemic is given
in Section 3. In Section 4 we show that seasonality emerges
spontaneously as an amplification of intrinsic fluctuations
in large networks without any external forcing. The paper
ends with some conclusions and a plan for further study in
Section 5.

2. Distributed Computing

Distributed computing is the use of distributed systems to
solve complex computational problems by dividing them into
independent tasks (each of them can be done separately
in one computer). The partial solutions are returned to
the server and joined (somehow) to obtain the complete
solution. In most cases, the more computers we have, the
faster problems are solved. The only exception could be
the situation in which the communications are slow or the
number of communications per second necessary to deal
with the problem could increase above the computing time
in a single processor.

In 1993-94, the message-passing interface standard was
developed to tap on the incipient multiple processor capa-
bilities available at the time [26]. In recent years, a different
form of distributed computing has become increasingly
popular, the so-called desktop grid, that allows to take
advantage of the resources of a set of computers (e.g.,
part-time idle computer rooms in the universities) joining
them together into a computing network. One of the most
known projects using this platform is SETI, dedicated to
search for extraterrestrial life by analysing radio signals [27].
The software that makes possible to develop this type of
distributed computing projects is BOINC [24]. However, the
BOINC setting up is complex, demands advanced knowledge
of system administration, software, and web development
in a deployment process that may last several months [28].
BOINC is a solution that does not require a supercomputer,
with many processors on the same motherboard, as MPI
because it relies on the distributed computing over many
independent personal computers connected throught the
Internet.

2.1. Sisifo: Our Design Proposal. In the context described in
the previous section, we have developed Sisifo [29]. Sisifo
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Figure 1: Operation scheme of Sisifo.

is our proposal for a distributed computing system, quite
simpler than BOINC, requiring less resources, and providing
a significantly quicker development, implementation, and
deployment. Although our first objective is to use Sisifo to
estimate parameters in epidemic models, of course it can also
be used to solve other kinds of problems if they match the
requirements for distributed computing. Taking into account
that we have previous experience in the development of
client/server systems with centralized databases and TCP/IP
communication [30], we have used that background to build
Sisifo. The operation scheme of Sisifo is shown in Figure 1.

To implement the Sisifo system, we need the following
strategy: the problem we want to solve (e.g., simulation of the
propagation of an epidemic in different conditions) should
be divided into independent tasks, in the sense that they can
be computed in a client separately from the others. Tasks are
coded in text files and they indicate all necessary data to start
the running of a simulation once received by the clients. An
example of task for the epidemic model to be discussed in the
next section is given in Table 1.

In this file, we detail the number of days of evolution
for the epidemic we are simulating, the number of nodes
of the network, and the average connectivity degree for the
random network as well as the transition probabilities for
the susceptible-infected-recovered-susceptible (SIRS)model.
Initial conditions for the percentage of susceptibles and
infected individuals are also provided.

Each client computer has a Sisifo client installed which
requests tasks to the server.The server provides to the client a
package containing the solver (the computer program which
runs the simulation) and the task to be solved.The task is then
marked as pending by the server. Once the client has received
the package, it runs the solver with the data provided by the
task andwaits for the solver to finish.Then, the client takes the
obtained results and transmits them back to the server. The

Table 1: An example of task file for the Sisifo project.

Task ID Prueba10372
RAM needed 223672
Simulation days 2555
No realisations 1
No nodes 1000000
Node average degree (𝑘) 29
Average from infected to recovered (days) 10
Average from recovered to susceptible (days) 198
Parameter 𝑏 0.00311
Initial percentage of susceptibles 0.99
Initial percentage of infected 0.01
Initial percentage of recovered 0

results are received by the server and stored and the related
task is marked as done. Then, the client requests a new task
and the cycle starts again until all tasks have been solved.

Taking into account that we use client computers under
our supervision, it is not necessary to include in Sisifo the
management of users, statistics, and security control which
BOINC does.

The minimum server requirements are as follows:

(i) storage of tasks and their state (undone, pending, and
done);

(ii) storage of the solver. In fact, two solvers: one for MS-
Windows and one for Linux;

(iii) storage of the client updates (if required, also for MS-
Windows and Linux);

(iv) admission of client requests via TCP/IP in a certain
(configurable) port. Several Sisifo servers may be
installed in the server computer, each one listening to
its own port for requests from the clients;

(v) processing clients requests. The client identifies itself
providing its version and platform (MS-Windows or
Linux) and demands a new task to the server or
returns the results to the server;

(vi) answer the clients by, at least,

(a) providing the pair solver+task, taking into
account the operating system of the client,

(b) providing an updated version of the client soft-
ware when the current client version is older
than the one stored in the server,

(c) accepting the results at the end of a task execu-
tion and informing if the transmission has been
completed successfully in order to retransmit in
case of errors,

(d) managing the time when the processing task
expires. The server marks the transmission date
of each package (solver + task), and in case
of an excessive delay (configurable) occurs in
the resolution reception; this leads the server to
mark the task as undone and resend it to another
client,
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(e) creating a record with solved tasks and time
used,

(f) showing in real-time basic information about
connected clients, served tasks, and solved tasks,

(g) checking the validity of the results, because
otherwise the results should be rejected and sent
to be computed again,

(h) verifying data communication integrity, that is,
via CRC.

Moreover, the minimum client requirements are as fol-
lows:

(i) use the minimum resources as possible,
(ii) create a TCP/IP connection to the server to do re-

quests,
(iii) process the server messages, including

(a) the solver preparation and its executionwith the
corresponding task,

(b) the verification of a proper execution of the
solver and the correct transmission of the results
to the server.

Furthermore, the solver does not have special require-
ments to be executed by Sisifo apart from some conventions
with input/output data format.

Note that emphasis has been put in the simplicity and
development time because the network is under our super-
vision. Of course, this development may be not suitable for a
wide network of unreliable clients.

2.2. Distributed Computing throughout Internet. Every task
corresponds to the evolution of the disease for a given set of
parameters for the epidemic model as shown in Table 1 and a
given network configuration.

Although the first experiment with Sisifo gave us satis-
factory results in a very short period of time, during the
computations, a lot of tasks were unsuccessful because with
our first set of tasks, the total number of infected individuals
became zero, and therefore, nobody could be infected. We
needed a deeper search into the solution space to find what
parameters were able to produce a network where the disease
did not die out. This required processing a much higher
number of tasks, but the intranet where Sisifo was running
did not have enough power to cope with all computations in
a reasonable time and we wondered if we could boost this.

For this reason, we decided to try out BOINC. BOINC
is an open source software actively maintained and used by
the scientific community to manage projects of distributed
computing as the abovementioned SETI@home [31, 32],
ROSETA [33], or Climate Prediction [34]. BOINC protects
against several types of attacks and the distribution of viruses
using digital signatures based on public-key encryption; its
server architecture is highly scalable and the core client is
available for most common platforms. These are some of
its main features that assure the correct transmission and
reception of the task results [35].

To do that, we requested the help of the Falua project [36,
37], an initiative supported by the CES Felipe II of Aranjuez
(campus of the Universidad Complutense de Madrid) which
provides ad hoc BOINC deployment and computing power
for small to medium computation problems. They adapted
our solver to the BOINC platform and opened the possibility
of foreign collaboration from the BOINC community.

With the increased computation power of the many
volunteers of the BOINC community, we were able to
simulate more than 145000 tasks in a short time. With this
number of tasks processed, a reliable picture of the phase
diagram of the model in the plane 𝑘-𝑏, where 𝑘 is the
average degree of connectivity of the network and 𝑏 is the
transmission probability, was obtained.The processing of this
large number of tasks is attainable because we have sustained
peak performance over 370 Gigaflops in contrast with the 225
Gigaflops (at best and during short periods of time) of the
Sisifo project, where only 80 computers were dedicated to the
project.

3. Epidemic Transmission Dynamics in a
Random Network Model

Seasonal pandemics are a serious public health problem.
In particular, respiratory infections typically peak in their
incidence once a year during the autumn-winter period.
These epidemics’ effects are particularly acute in young
children and the elderly whose immune systems are either
underdeveloped or deteriorated.

Among them, the respiratory syncytial virus (RSV) is one
of the most severe causes of respiratory disease epidemics in
many countries. RSV is a single-stranded RNA virus discov-
ered more than fifty years ago in a child with bronchiolitis
[38]. This virus is the cause of a seasonal epidemic in many
countries all around the world. Only in Spain, there are
around 15,000–20,000 visits to primary care due to RSV every
year. Also, up to 18% of the pneumonia hospitalisations of
individuals older than 65 are due to RSV [38]. This epidemic
is also a major concern in immunocompromised patients at
any age [38–40].

Its coincidence with other seasonal epidemics such as
influenza and rotavirus produces a large number of hos-
pitalisations year after year, saturating the National Health
System. In particular, the cost of pediatric hospitalisation for
the Health System of the Community of Valencia (Spain)
[41] has been estimated to be 3.5 million euros per year [42]
without taking into account indirect costs [43], with a cohort
of newborns of around 45,000 children.

Epidemiological continuous models dealing with RSV
have been proposed in [43–45], for instance. To our knowl-
edge, only a network model of RSV has been studied in
[15, 46].

Alternatively, other network substrates could be used
as small-world or scale-free networks. However, respiratory
infectious diseases are transmitted by random encounters
among people in their social environment including public
transportation and schools. For these reasons, a random
network model seems reasonable and we have found that
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it simulates the epidemic propagation at least as efficiently
as traditional continuous differential models. On the other
hand, scale-free networks only seem realistic for the propa-
gation of sexually transmitted diseases [47, 48], where a few
individuals with a large number of connections are the main
hubs for the transmission of the disease. Transmission of
respiratory infectious diseases is mainly mediated by random
close spatial encounters among people and they do not rely
heavily on stable social links (family, friends, work, etc.); for
this reason, the random network model seems suitable as a
first approach.

3.1. Population Model. For a realistic simulation of a disease
which affects, with different degrees of severity, all age groups
of society, we need to incorporate a reasonable population
model. We have retrieved mortality rates for Valencia from
the Valencian Institute of Statistics [49] and simulated a
Forster-McKendrick dynamic model with constant popula-
tion [20]. The contribution of the disease itself to death rates
is not taken into account because it ismarginal in comparison
with other causes [50]. This is implemented in the random
network by the following algorithm.

(i) Every individual in the network has an age assigned
to him/her following the Forster-McKendrick model.
The age is increased in every time-step (our unit of
time is 1 day).

(ii) Every time step we check whether the subject dies or
survives until the next time-step.This is calculated by
generating a pseudorandom number and comparing
it with themortality rate per day corresponding to the
age of the subject. This is performed in a daily basis
because the natural scale of the problem, that is, the
average duration of the disease, is 10 days [15].

(iii) If a subject dies, he or she is replaced by a susceptible
newborn. This way, the population remains constant
by definition.

A warming-up period is allowed for the population
pyramid to stabilize and the epidemic propagation is simu-
lated afterwards. The results for the Autonomous Region of
Valencia are shown in Figure 2.

3.2. Random Network. Random networks are characterised
by the number of individuals or nodes 𝑁, usually large
(in our case a million nodes), and the average number of
contacts of every individual, 𝑘 (called the degree of this node).
Consequently, the number of ties in the network is given
by 𝑁 × 𝑘/2. These links are randomly assigned to pairs of
individuals with the obvious rule that, at most, only a tie
can connect two individuals. The degrees of the nodes in the
resulting random network follow a Poisson distribution with
mean 𝑘. We must take into account that random networks
do not capture some structures found in real networks such
as degree heterogeneity (different social groups could be
connected with different average degrees) or communities
(some social groups form connections mainly within the
same group). However, a random network provides a first
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Figure 2: Percentage of persons with a given age in years obtained
from the Foerster-McKendrick model after the warming-up period
is performed.

approach to the modelling of epidemic transmission in
complex systems and it constitutes a good starting point for
testing simulation techniques.

An initial state in which 1% of the individuals are infected
is chosen as the initial state (99% of the individuals are
susceptible and no recovered individuals are found at the
beginning).The age of the nodes is chosen from the warmed-
up population pyramid in Figure 2. Then, the evolution
algorithm of the RSV model proceeds as follows.

(1) Infected individuals recover following an exponential
distribution of mean 1âĄĎ10, because 10 days is the
average time to recover from the illness.

(2) Recovered individuals become susceptible again fol-
lowing an exponential distribution ofmean 𝛾per time
step, where 1/𝛾 days is the average time an individual
remains immune against re-infection. Weber et al.
proposed a model in which 𝛾 = 1/200 [44],
however we will find a slightly different value after
fitting hospitalization data for RSV in Valencia. In
order to perform this fitting we will use the BOINC
implementation of the model.

(3) The main difference with respect to the standard
continuousmodel is found in the infection procedure:
every susceptible individual can only be infected by
infected individuals connected through existing ties
with him or her. This occurs with a probability 𝑏 per
time step (one day in our case) in each contact, that
is, every infected individual can infect a neighbouring
susceptible individual with probability 𝑏 per unit
time. To simulate this process we select a random
number, 𝑥, for every link connecting an infected with
a susceptible individual. If 𝑥 < 𝑏 the susceptible
individual becomes infected. The same node cannot
be infected twice, so if it becomes infected we stop the
checking algorithm. The network is stored by means
of the efficient algorithm of adjacent lists typically
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used in graph theory [51]. By using this algorithm the
links are stored in a list of (𝑘 + 2)𝑁/2 integers.

(4) The age of the individuals is increased in one week
on every time-step, that is, our time-step is one week
because the duration of the infectious disease (the
average time before recovering from the infection) is
10 days and we need a sufficiently small time-step for
the model to follow the recovery process.

Then, for each node, for every day, we simulate the disease
evolution following the above rules, obtaining the number of
susceptible, infected, and recovered for all days at any age.
By drawing these data, we can visualise the behaviour of the
disease spread over time.

The third step of the algorithm, corresponding to the
propagation of the infection, is extremely time consuming:
the computer program must check the evolution of the state
of every individual on a very large set by analysing the propa-
gation of the infection through the ties with every infected
individual in its neighbourhood. The use of adjacent lists
allows us to efficiently store and identify the neighbourhood
of a site.

Note that parameters 𝑘 and 𝑏 should be estimated by
fitting the random network model with real data. The above
description of themodel leads to the fitting of twoparameters,
but note that 𝑏maydepend on age, gender, or other situations,
in which case the number of parameters will increase.

In order to estimate the unknown parameters, we should
choose a feasible parameter space and build a mesh, where,
for each mesh point (𝑘, 𝑏), a simulation, following the disease
rules described above, should be carried out and the results
have to be compared to determine its closeness to the real
data in the least square sense. The number of simulations
depends on the mesh-point size, but in order to explore
sufficiently the chosen parameter space, this number must be
necessarily high, and here is where the computing distributed
environment can help us to obtain the best 𝑘 and 𝑏.

3.3. An Experiment with Sisifo. Two part-time people have
developed, implemented, and tested the client and the server
in less than three weeks using open source tools. The server
has been installed in a personal computer Pentium IV with
1 GB of RAM.

The solver has to be developed specifically for each
experiment. For this one in particular, we considered an SIRS
randomnetworkmodel applied to the transmission dynamics
RSV.The solver implementation for RSV in order to estimate
the parameters 𝑏 (transmission rate) and 𝑘 (average node
degree) has taken ten weeks. Then, we prepared 60 120 tasks
for

(i) a million nodes, divided into age groups following
a Foster-McKendrick constant demographic model
as described in Section 3.1. In this model individuals
within the same year of age constitute an age-group,

(ii) each node that is labelled by age and state respect to
RSV,

(iii) a Poisson nodes distribution with mean 𝑘 = 5, 6, . . .,
124,

(iv) a transmission rate 𝑏 from 0 to 1/200 with steps of
10−5,

(v) an average time of infection of 10 days,
(vi) an average time of immunity after the infection of 200

days according to Weber et al. [44],
(vii) an initial situation where all the population is suscep-

tible, but for 1% of infected individuals.

After that, we started the computing process, installing
Sisifo server with all the tasks and solver in the server PC.The
number of simultaneous clients has been varied from 10 (usu-
ally) up to 150 (during week-ends). Performance achieved the
equivalent of more than three years of computing time in just
five weeks. To calculate this performance, wemust notice that
the 60 120 tasks lasted an average of 25 minutes each on every
Dual Core 3GHz computer.

4. BOINC: Continuing the Experiment

The 145 099 tasks were generated by combining 𝑘 (in the
range 25–60), the transmission probability in a person-to-
person contact (0.00216 ≤ 𝑏 ≤ 0.005208 with 10−5 jumps),
and the average immunity time after infection, 80 days ≤
1/𝛾 ≤ 200 days, with jumps of 3 days. We wanted to consider
an interval range for 𝛾 because there is no consensus on
what is the good value for the recovering rate [43, 44]. These
important data for the epidemiology of RSV can be derived
from our model fitting to the number of hospitalisations due
to RSV infection [42, 43].

In this case, we restricted the intervals for 𝑏 and 𝑘 because
ourmain goal is to find the best solutionfitting hospitalisation
data, varying also the average immunity time after infection,
𝛾. From the experiments with Sisifo, we know that the best
solutions always lie in this region. In order to achieve a more
detailed exploration of this region, we also increased the
number of tasks. Each task corresponds to a different set of
parameters of the model as explained in Section 2.1. For each
set of parameters, we perform a simulation over 10 different
realizations of the random network.

Each task needed an average of 80minutes for completion
and this would have needed more than twenty years of
computing time in a single computer dedicated to the task,
but using the BOINC distributed computing, we only needed
3 weeks. When the BOINC project was made available to the
international community, we got an average of 800 computers
connected on peak performance. This made 8500 successful
tasks completed each day.

In Figure 3, we have plotted the number of tasks that were
carried out successfully each day in the first phase of the
BOINC experiment.

The best fit was obtained for the following values: 𝑏 =
0.00267 (a mean of 267 per 100 000 successful contacts per
day), 𝑘 = 54 (a mean of 54 contacts, successful or not, per
individual per day), and 𝑠 = 4.979 (4.979% of the weekly
infected children under one year old are hospitalized). The
immunity period was found to be 1/𝛾 = 188 days (very close
to the prediction of continuous models [44]); this value was
obtained as a consequence of the best fit of hospitalization
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Figure 4: The number of hospitalisations of children under 1 year
of age in the Spanish region of Valencia: real data (dotted line) and
fitting corresponding to the randomnetworkmodel (solid line).The
period of time goes from January 2001 to December 2004.

data in contrast to previous works, where 𝛾 was a fixed
parameter. The mean quadratic error (MSE = 11.38) is
even better than the one obtained by fitting the continuous
models [43]. The fitting is depicted in Figure 4. Notice that
the parameter 𝑠, the fraction of infected children under one
year old who become hospitalised as a consequence of RSV
infection, is also a fitting parameter.We considered a fraction
𝑠 of the children aged one year old or less and compared it
with the real data to find the optimum result.

The interesting fact about the results depicted in Figure 4
is that the oscillatory behaviour was obtained without resort-
ing to external forcing as usually considered in continuous
models [43–45]. Further analysis of the phase diagram of
the random network model has already been given [46].
However, it is difficult to attribute the origin of the seasonal
behaviour to purely intrinsic dynamics.This is an open prob-
lem andmany authors believe that the seasonal outbreaks are
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Figure 5:The probability for the emergence of a seasonal pattern in
a network with 𝑁 nodes and the parameters for RSV propagation
fitted to the Spanish region of Valencia data. Circles are simulation
data; the continuous line is an exponential fit.

provoked by a slight change in the transmission rate corre-
lated with atmospheric factors [52, 53], although Dushoff et
al. have also suggested that dynamical resonance can account
for seasonal behaviour of respiratory pandemics (including
influenza) without any detectable change in the transmission
rate [54]. We have shown that without a seasonal external
forcing the model can fit the data for hospitalisations of
children under 1 year of age.

Our distributed computing solutions allow us to address
another important epidemiological problem. It is useful to
determine the size of the population capable of sustaining
the seasonal behaviour for a long period of time. By using
the parameters corresponding to the disease as fitted in
Figure 4, we have reduced the population size and calculated
the probability that the seasonal behaviour emerges. Oth-
erwise, the epidemic becomes extinct. We consider several
population sizes: 100000, 250000, 400000, 550000, 700000,
850000, and 1000000. For every population size, we build 100
random networks with the parameters corresponding to the
fitting of the seasonal epidemic and observe the emergence of
oscillatory behaviour in any of these realizations.The fraction
of realizations in which a seasonal pattern is observed gives
us the probability 𝑃(𝑁). Results are plotted in Figure 5.

A good fitting is found by the simple exponential function
which we propose heuristically:

𝑃 (𝑁) = 1 − 𝑒
−𝑁/𝑀

, (1)

where 𝑀 depends on the parameters of the model, but
we have not considered this dependence because we are
interested only in a particular set of parameters, that is,
those corresponding to the fitting of the seasonal epidemic.
In this particular case 𝑀 = 138 480, so we can conclude
that a population similar to 1000000 nodes is necessary to
sustain the oscillatory behaviour. This result presupposes an
ideally isolated population and does not take into account
the fact that the virus can be reintroduced after extinction by
migratory displacement of nodes.



8 Abstract and Applied Analysis

5. Conclusion

In this paper, we have discussed two computing distributed
techniques in order to accelerate the simulation of epidemic
models in very large random networks. The first one is
an intranet solution (Sisifo) which is simpler to implement
and to operate, while the second one is based on the
BOINC software and has the advantage of being distributed
throughout the whole Internet with the help of volunteers.

Both of them have their advantages and disadvantages
and should be chosen depending on the problem and the
availability of resources. Sisifo is an intranet solution for
distributed computing independently developed for this
project, where itsmain advantages are its fast deployment and
easy management. Being an intranet solution, we can control
every computer in the project and avoid the complications
of security issues. However, we must have a large number
of sufficiently efficient computers at our disposal. BOINC
allows us to distribute the computation throughout the whole
internet, but its deployment is far more complicated and the
resources availability is highly variable. For this reason, Sisifo
could be a useful solution in many problems which do not
require so large computational capabilities as those attained
with BOINC. We have shown this by studying the fitting
problem for our epidemiological model entirely with Sisifo,
using only BOINC for a more accurate calculation involving
an additional fitting parameter, 𝛾, the probability, per unit
time, for a recovered individual to become susceptible again.

By using this distributed architecture, we have been
able to tackle the problem of double statistical average in
networks: we consider a set of different random networks
characterized by the connectivity, 𝑘, and for each of them, a
simulation of the propagation of the epidemic is performed.
Then, an average over the propagation of the disease in a
random network with a given 𝑘 can be given. This is a
fundamental statistical problem in many models arisen in
statistical physics and our solution provides an efficient way
to implement a computational solution even for very large
systems. In order to test its efficiency, we have considered
epidemic propagation in random networks as an example.

Random networks provide an alternative to continuous
differential models in the simulation of disease transmission
dynamics. However, they demand a high amount of compu-
tations in parameter estimation, simulations, and so forth.

To test the feasibility of this approach, we performed
an experiment in a random network of a million nodes in
order to simulate the spread of RSV in the region of Valencia
(Spain). Then, computations were carried out to estimate the
RSV parameters 𝑏, to determine the probability of successful
transmission contacts, 𝑘, and to determine the average
number of individual daily contacts, and 𝛾, the immunity
period after infection, as well as the fraction of infected
children under one year of age who became hospitalised, 𝑠,
in a matter of a few weeks by using a distributed computing
network, instead of requiring several years for a single PC.

In these simulations, we have shown the emergence of
seasonal patterns in the incidence of infections which do
not require any external forcing. This could provide a social
network explanation to seasonal patterns without the need

of invoking weather effects. Moreover, we have shown that
a population around one million persons is required for the
RSV pandemic not to become extinct in the long run. This
result was obtained by considering 100 realizations of the
random network for the epidemic model parameters corre-
sponding to the fitting solution of the real hospitalisation
data.The stationary state achieved for an initial 1% of infected
individuals could be extinction or seasonal behaviour, the
fraction 𝑃(𝑁) of realizations in which seasonal behaviour
is observed to rise progressively from a 50% around 𝑁 =
150000 to 100% at𝑁 = 1000000.

Now, once themodel has been parametrised, we are ready
to design specific or targeted vaccination or prophylactic
strategies and evaluate their effectiveness.

The next step in our research will consist of the inclu-
sion of an optimization system using genetic algorithms
(optimized for the distributed computing environment), for
instance, in order to reduce the amount of computations
so as to get the optimum and then be capable of facing
the fitting of network models with more than two or three
parameters to be estimated, as well as to increase the number
of nodes. The simulation method discussed in this paper can
also be applied to many other similar problems. Currently,
we are considering meningococcal C disease spread and
vaccination strategies as well as a network model of the brain
[55]. Migration and diffusion can also be considered to take
into account spatial dynamics effects [56]. Results for these
projects will be published elsewhere.
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