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Information Engineering, Guizhou A new eigenvalue localization set for tensors is given and proved to be tighter than
Minzu University, Guiyang, Guizhou those presented by Li et al. (Linear Algebra Appl. 481:36-53, 2015) and Huang et al.
550025, PR. China (J. Inequal. Appl. 2016:254, 2016). As an application of this set, new bounds for the

minimum eigenvalue of M-tensors are established and proved to be sharper than
some known results. Compared with the results obtained by Huang et al,, the
advantage of our results is that, without considering the selection of nonempty
proper subsets S of N={1,2,...,n}, we can obtain a tighter eigenvalue localization set
for tensors and sharper bounds for the minimum eigenvalue of M-tensors. Finally,
numerical examples are given to verify the theoretical results.
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1 Introduction
For a positive integer #n, n > 2, N denotes the set {1,2,...,n}. C (respectively, R) denotes
the set of all complex (respectively, real) numbers. We call A = (a;,..;,) a complex (real)

tensor of order m dimension #, denoted by C"I(R"), if
ajj ..i,, € C(R),

where ;€ N forj=1,2,...,m. Ais called reducible if there exists a nonempty proper index
subset J C N such that

Aitiy iy =0, Vi EJ,Viz,...,im ¢J.

If A is not reducible, then we call A irreducible [3].
Given a tensor A = (a;,..;,) € Clm ) if there are A € C and & = (x1,%,...,%,)! € C\{0}
such that

Axt = b,
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then A is called an eigenvalue of A and x an eigenvector of A associated with A, where
Ax™! is an n dimension vector whose ith component is

(.Axm_l)l. = Z AiiyiyyKiy " * * Ky

12 €N

and

Kl = (x{”"l,xg”_l,...,x;”‘l)T.
If A and x are all real, then A is called an H-eigenvalue of A and x an H-eigenvector of A
associated with A; see [4, 5]. Moreover, the spectral radius p(.A) of A is defined as

p(A) = max{|k| (A€ O’(.A)},

where o (A) is the spectrum of A, that is, o (A) = {A : 1 is an eigenvalue of A}; see [3, 6].
A real tensor A is called an M-tensor if there exist a nonnegative tensor 5 and a positive
number « > p(B) such that A = «Z — B, where Z is called the unit tensor with its entries

5 1 ifi = =iy,

iim =

0 otherwise.

Denote by 7(.A) the minimal value of the real part of all eigenvalues of an M-tensor A.
Then 7(A) > 0 is an eigenvalue of A with a nonnegative eigenvector. If A is irreducible,
then 7(A) is the unique eigenvalue with a positive eigenvector [7-9].

Recently, many people have focused on locating eigenvalues of tensors and using ob-
tained eigenvalue inclusion theorems to determine the positive definiteness of an even-
order real symmetric tensor or to give the lower and upper bounds for the spectral radius
of nonnegative tensors and the minimum eigenvalue of M-tensors. For details, see [1, 2,
10-14].

In 2015, Li et al. [1] proposed the following Brauer-type eigenvalue localization set for
tensors.

Theorem 1 ([1], Theorem 6) Let A = (a;,..;,,) € C"". Then

oA ca= J A,

ijeN j#i
where

AIZ(A) = {Z eC: |(Z - ﬂi...i)(Z - 611'...]‘) - ai,»...,«a,f,«...,«| < |Z - a,,lr/l(.A) + |a,7...j|r;(A)},
ri(A) = Z | @iy i | '{(A) = Z | @iy | = i (A) = ...

é, 0 5ii2“'im =0,
i -+-im =0

iig i =

To reduce computations, Huang et al. [2] presented an S-type eigenvalue localization
set by breaking N into disjoint subsets S and S, where S is the complement of S in N.
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Theorem 2 ([2], Theorem 3.1) Let A = (a;,...;,,) € CUmn S be a nonempty proper subset of
N, S be the complement of S in N. Then

o (A) C AS(A) = ( U Aﬁ(A)) U ( U Aﬁ(A)).

ieS,jeS icS,jeS

Based on Theorem 2, Huang et al. [2] obtained the following lower and upper bounds
for the minimum eigenvalue of M-tensors.

Theorem 3 ([2], Theorem 3.6) Let A = (a;,...;,,) € RV be an M-tensor, S be a nonempty
proper subset of N, S be the complement of S in N. Then

min{min max L;(A), min maxLlj(A)} <t(A =< max{max min L;;(A), max minLij(A)},
€S je§ ies jes €S je§ ies JjeS

where

[T

Lj(A) = %{a,-...i + gy = PUA) = (@5~ a5~ 7)(A)” ~ 4ay.ri(A)]

}.

The main aim of this paper is to give a new eigenvalue inclusion set for tensors and prove
that this set is tighter than those in Theorems 1 and 2 without considering the selection
of S. And then we use this set to obtain new lower and upper bounds for the minimum

eigenvalue of M-tensors and prove that new bounds are sharper than those in Theorem 3.

2 Main results
Now, we give a new eigenvalue inclusion set for tensors and establish the comparison
between this set with those in Theorems 1 and 2.

Theorem 4 Let A= (a;..i,) € Cl Then

(A A= (M AlA.

ieN jeN j#i
Proof Forany A € o(A), let x = (xy,...,x,)T € C"\{0} be an associated eigenvector, i.e.,
Ax1 = pxlm-1l, 1)

Let |x,| = max{|x;| : i € N}. Then |x,| > 0. For any j € N, # p, then from (1) we have

m71 — . . e e . m71 . . m71
Ax, = E Apincigy iy~~~ Kiyy + ApopXyy + A X
apiz'"im=0’
‘SiiZ"’imzo
and
At = Ajiyoiy Ky - Xiy, + A"+ @,
i jig-imXiy " Kigy F X jiprXp
6/-,-2,__,-m:0,

8

pig i =0
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equivalently,
A=y p)x ™ —ay w7 = Apigvipg iy * * * K (2)
ppXp piXj T piz-im®iy im
Spig im =0
Bjicywvipgg =0
and
A —a; )2 —ay, x = Ajiy.ipgKiy * * * Ki (3)
i 1% perXp jinim¥i im
Bjig iy =05
‘Spig*--im:()

Solving x;"‘l from (2) and (3), we get

(()\. - ap.“p)()\ - ﬂj---j) - ap,»mja,-p“.p)x;”_l

= ()\. - a,:..,) E Apiy-iggXiy * ** Kiyy, T Apj...j E 61/,'2444l'mxi2 Ky
‘Spi2~~lm =0, 51'52.,,,‘,” =0,

5,’,‘2..,,',” =0 Spizmim =0

Taking absolute values and using the triangle inequality yields

|(}x - ﬂp...p)()\. - dj.“/') — dpj.iGjp.p | prlm‘l

< k= a1 (A" + a1t (A) e, "7
Furthermore, by |x,| > 0, we have
| = @ p) O = @) = .. stjpp| < %= s, (A) + i1 (A),

which implies that A € A;(.A). From the arbitrariness of j, we have A € ﬂjeN i A;(A).

Furthermore, we have A € (U;cx (jen A’;(.A). The conclusion follows. O
Next, a comparison theorem is given for Theorems 1, 2 and 4.

Theorem 5 Let A= (a,...;,) € CUnn S be a nonempty proper subset of N. Then
A"(A) € A%(A) € A(A).

Proof By Theorem 3.2 in [2], AS(A) € A(A). Here, only A"(A) € AS(A) is proved. Let
z € A"(A), then there exists some iy € N such that z € A]io (A),¥j € N,j #iy. Let S be
the complement of S in N. If iy € S, then taking j € S, obviously, z € Uipes,jes A]to (A <
AS(A).Ifig € S, then taking j € S, obviously, z € | J;, c5jes A]lio (A) € AS(A). The conclusion

follows. O

Remark 1 Theorem 5 shows that the set A”(A) in Theorem 4 is tighter than those in

Theorems 1 and 2, that is, A"(A) can capture all eigenvalues of A more precisely than

A(A) and AS(A).
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In the following, we give new lower and upper bounds for the minimum eigenvalue of

M -tensors.

Theorem 6 Let A = (a;,..;,,) € R be an irreducible M-tensor. Then

minmax L;(A) < 7(A) < max mjnLij(A).

ieN j# J#i

Proof Letx = (x1,%2,... ,%,)T be an associated positive eigenvector of A corresponding to

(A, ie.,
Ax™ 1 = (Al Y, (4)

(I) Let x; = min{x; : i € N}. For any j € N,j # g, we have by (4) that

m71 — . . s e e . m71 . . m71
t(Axy " = E ginwiygXiy ** * Kiy + AgqXy  + AgjoojX
ain"'im=0'
51','2...,'”1=0
and
T(A)x" = Wiy Xy = Xiyy + WX+ Ay g
i jin-im¥ip " Kigy ¥ Ao ja-qa%q
8/52“'5;41:0’
5q,'2.._,'m=0
equivalently,
(T(A) = ag.q)a ™ — ag.u" ™" = giy.ipXiy * * * X (5)
a-q)%q a-% = qiz-im¥iy " Ki
quz---imzo'
5/','2,__,'m=0
and
(T(A) = a.j)a" ™ — G g = jlyipy Ky * * * X (6)
)% ig-aXy = i i Xy * * * Kigy
5]','2.._l'm=0,
Sgig iy =0

Solving x7"! by (5) and (6), we get

((‘L’ (A) - aq...q) (‘L’ (A) - 61,‘...1‘) - llq,‘...j(qu...q)é‘CZ,F1
= (T(.A) - ﬂj“.]‘) Z Agiy - iy Kiy * * " Kiy, T Agj..j Z Ajiy iy Xiy = Ky
0 0

i ip =05 8jig iy =0,

Sjig-rripn =0 Sqin iy =0
From Theorem 2.1 in [9], we have 7(A) < min;cy a;...; and

((aqmq - ‘L'(.A)) (ajmj - t(A)) - aqj...jajq...q)x;”_l
= (ﬂj--»j - 'C(A)) Z |ﬂqi2ml'm |xi2 Xy, T |6lq/:“1'| Z |6l1'i2m[m Kiy * K+

8qin-im =0, Bjiy i =0»
Bjicy iy =0 Sgin i =0
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Hence,

((aqu.q - r(A)) (a,:..j - r(A)) — |ag...l |ajq...q|)x;"_1
> (a,:..j - ‘L'(A)) Z |aq52.4.im Ix;”’l + |dqj...1‘| Z |6l]‘l'2...,'m x;n—I.

quz...,’m =0, 5',‘2...l'm =0,

k
‘S/iz"'im =0 5q,‘2...5m =0

From x,; > 0, we have

(aq...q - ‘L'(.A)) (aj.../ - ‘L'(.A)) — |agj..il|ajq...ql
> (a,:..j - ‘L'(A)) Z |aq52.4.im| + |6lqj.../‘| Z |ﬂji2---im|

quz...im =0, 5/‘,'2...,'”,1 =0,

é; =0 ) =0

jio -im qiy--im

= (. = T(A)r(A) + lag.;Irf (A),
equivalently,
(g = T(A)) (@ = T(A)) = (@ — T(A))7(A) = |agislr;(A) = 0,
that is,
(A = (ageq + Gy = (AN T(A) + gty — a1 (A) + agri(A) = 0.

Solving for t(A) gives

{agq + .y~ (A = [(ag-q — @y — rH(A)? — dagy r(A)]?} = Ly(A).

q

T(A) <

N =

For the arbitrariness of j, we have 7(.A) < min;,, L,(A). Furthermore, we have
7(A) < maxmin L;(A).
ieN j#i
(II) Let x, = max{x; : i € N'}. Similar to (I), we have

T(A) > min max Ly(A).

The conclusion follows from (I) and (II). O

Similar to the proof of Theorem 3.6 in [2], we can extend the results of Theorem 6 to a

more general case.

Theorem 7 Let A= (a,...,) € R4 be an M-tensor. Then

1 .. < < 1 ..
min H/‘I;}iXL”(A) <7(A) < max r%}irlLl,(A).

By Theorems 3, 6 and 7 in [13], the following comparison theorem is obtained easily.
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Theorem 8 Let A = (a;,..;,,) € RV be an M-tensor, S be a nonempty proper subset of N,
S be the complement of S in N. Then

min R;(A) < minL;(A) < min{ min max L;(A), min maxL,«j(A)} < minmax L;(A)
ieN j#i ieS jes ics Jjes ieN  ji

< maxminL;(A) < max{max min L;;(.A), max min L;(.A) },
ieN jfi ieS jes s Jjes

,,,,,

Remark 2 Theorem 8 shows that the bounds in Theorem 7 are shaper than those in The-
orem 3, Theorem 2.1 of [9] and Theorem 4 of [13] without considering the selection of S,
which is also the advantage of our results.

3 Numerical examples

In this section, two numerical examples are given to verify the theoretical results.

Example 1 Let A = (a;) € RBA4 be an irreducible M-tensor with elements defined as

follows:
62 -3 -4 =2 0O -4 -3 -3
-4 -2 -2 -1 -1 28 -2 =2
A(:r 5 1) = ’ A(:: ) 2) = ’
-3 -1 -3 -3 -1 -2 -2 -4
-3 -3 -2 =2 -2 -2 -3 -1
-2 -1 -2 -1 -4 -2 -2 -1
-1 -1 -1 =2 -1 -2 -3 -1
A, 3) = , A, 4) =
-2 -4 63 -4 -2 -3 -3 =2
-4 -4 -2 =2 -2 -2 -4 6l

By Theorem 2.1 in [9], we have

2= Iirelg\r[lRi(A) <1(A) < min{rg?\[xki(A),rlg}\r[mimi} =28.
By Theorem 4 in [13], we have

T(A) > r?;lnL,j(A) =2.3521.
By Theorem 3, we have

ifS={1},5=1{2,3,4}, 3.6685<7(A)<24.2948;
ifS={2},5={1,3,4}, 3.6685 < 1(A)<19.7199;
ifS={3},5=1{1,2,4}, 2.3569 < r(A) <27.7850;
ifS={4},5=1{1,2,3}, 2.3521 <1(A) < 27.8536;
ifS=1{1,2},5=1{3,4}, 2.3569 < r(A) <27.7850;

ifS=1{1,3),5=1{2,4}, 3.6685<t(A)<23.0477;
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ifS={1,4},5=1{2,3}, 3.6685 < 1(A) <23.9488.
By Theorem 7, we have
3.6685 < t(A) <19.7199.

In fact, (A) = 14.4049. Hence, this example verifies Theorem 8 and Remark 2, that is,
the bounds in Theorem 7 are sharper than those in Theorem 3, Theorem 2.1 of [9] and
Theorem 4 of [13] without considering the selection of S.

Example 2 Let A = (a;x) € R42! be an M-tensor with elements defined as follows:
aim = 6, ao = -1, ann = -2, a2 =5,

other a;y; = 0. By Theorem 7, we have
4<t(A)<4.

In fact, T(A) = 4.

4 Conclusions

In this paper, we give a new eigenvalue inclusion set for tensors and prove that this set is
tighter than those in [1, 2]. As an application, we obtain new lower and upper bounds for
the minimum eigenvalue of M-tensors and prove that the new bounds are sharper than
those in [2, 9, 13]. Compared with the results in [2], the advantage of our results is that,
without considering the selection of S, we can obtain a tighter eigenvalue localization set

for tensors and sharper bounds for the minimum eigenvalue of M-tensors.
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