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Abstract
This paper is concerned with upper Hölder continuity and Hölder calmness of a
perturbed vector optimization problem. We establish some new sufficient conditions
for upper Hölder continuity and Hölder calmness of the perturbed solution mappings
and the perturbed optimal value mappings of a vector optimization problem under
the case that the objective function and the feasible set are, respectively, perturbed
by parameters. Our results generalize and extend the corresponding ones of Li and Li
(Appl. Math. Comput. 232:908-918, 2014).
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1 Introduction
The quantitative analysis of various optimal value mappings and optimal solution map-
pings for optimization problems is an interesting and important topic in optimization
theories and applications. In general, it is understood as the optimal value mappings or
optimal solution mappings possess some geometric properties, such as Hölder continu-
ity, Lipschitz continuity, calmness, differentiability and sub-differentiability, and so on. It
has implications in model formulation, optimality characterizations, approximation the-
ory (especially for infinite dimensional problems), and in particular for numerical proce-
dures. Thus, it is necessary to obtain some results for various optimal value mappings or
various optimal solution mappings of optimization problems from a quantitative view-
point. Up to now, there have been many papers to discuss Hölder continuity of solution
mappings to perturbed variational inequalities or perturbed equilibrium problems; see
[–] and the references therein.

However, there are a few papers to study this topic for perturbed optimization prob-
lems; see [, , ] and the references therein. Bonnans and Shapiro [] have used the
growth conditions for real-valued mappings to consider a perturbed scalar optimization
problem. They have derived upper Hölder continuity of the optimal solution mapping and
the differentiability of the optimal value mapping. Bednarczuk [] generalized the main
results of [] to the vector-valued mapping. Recently, Li and Li [] introduced the strong
convexity of the objective functions to derive Hölder continuity of the optimal solution
mapping of a perturbed vector optimization problem. The main assumptions and proof
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techniques are very different from [, ]. However, there are many examples to show
that the strong convexity of the objective functions of perturbed optimization problem is
very strict. Thus, it is necessary to investigate Hölder continuity of the optimal solution
mapping or the optimal value mapping for perturbed optimization problems.

In this paper, we introduce a new strong domination property, which is different from the
corresponding ones in the related paper, for an unperturbed vector optimization problem.
Based on this property and the Hölder-related assumptions, we establish the sufficient
conditions for upper Hölder continuity and Hölder calmness of the various solution map-
pings and the optimal value mappings to a vector optimization problem under the case
that the objective function and the feasible set are, respectively, perturbed by parameters.
Comparing our results of this paper with the corresponding ones of [], we can easily see
that our results are not included in [], and generalize and extend the corresponding ones
of [].

The rest of the paper is organized as follows. In Section , we first recall some definitions
and their properties which are needed in the sequel. In Section , we discuss the upper
Hölder continuity and Hölder calmness of the optimal solution mapping and the weak
optimal solution mapping for a vector optimization problem. In Section , we further
discuss the upper Hölder continuity of the optimal value mapping and the weak optimal
value mapping for a vector optimization problem.

2 Preliminaries
Throughout this paper, we assume that Y := (Y ,‖·‖) is a normed space partially ordered by
a point, closed and convex cone C ⊂ Y , which has a nonempty interior, denoted by int C.
Let D be a nonempty subset of Y . A point y ∈ D is called an efficient point if (D–y)∩ (–C) =
{} and a weak efficient point if (D – y) ∩ (– int C) = ∅. We denote by E(D) and WE(D) the
set of all efficient points and the set of all weak efficient points of D, respectively.

Let X := (X,‖ · ‖), � := (�,‖ · ‖) and M := (M,‖ · ‖) be normed spaces. We consider the
perturbed vector optimization problem of form

(VOPλ,μ) C – min f (x,λ) subject to x ∈ �(μ), (.)

depending on the parameters λ ∈ � and μ ∈ M, and f : X × � → Y is a vector-valued
mapping and � : M → X is a set-valued mapping with nonempty values.

For a given point (λ,μ) ∈ � × M, we view the corresponding problem (VOPλ,μ ) as
an unperturbed problem, and we identify the unperturbed problem (VOPλ,μ ) with the
problem (VOP) considered in the classical vector optimization theories and applications.
That is, we use f (·) ≡ f (·,λ) and � ≡ �(μ) and rewrite the unperturbed problem in the
form

(VOP) C – min f (x) subject to x ∈ �. (.)

For any (λ,μ) ∈ �× M, the optimal value mapping and weak optimal value mapping for
problem (.) are, respectively, defined by

V (λ,μ) := E
(
f
(
�(μ),λ

))
and WV (λ,μ) := WE

(
f
(
�(μ),λ

))
.
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Then the solution mapping and weak solution mapping for problem (.) are, respectively,
defined as

S(λ,μ) :=
{

x∈ ∈ �(μ) : f (x,λ) ∈ V (λ,μ)
}

and

WS(λ,μ) :=
{

x∈ ∈ �(μ) : f (x,λ) ∈ WV (λ,μ)
}

.

For the convenience, we will use the abbreviated notations V , WV , S, and WS to denote
the optimal value mapping, the weak optimal value mapping, the solution mapping and
the weak solution mapping for problem (.), respectively.

In this paper, we mainly study the behavior of the (weak) optimal value mapping and
(weak) solution mapping for (.) when (λ,μ) varies around the given point (λ,μ). More-
over, precisely speaking, we will discuss upper Hölder continuity of V (·), WV (·), S(·), WS(·)
as set-valued mappings at (λ,μ).

For any nonempty subsets A, B of normed space, d(x, B) =: infb∈B ‖x – b‖ and e(A, B) =
supa∈A d(a, B). Let G : M ⇒ X be a set-valued mapping. The graph and domain of G are,
respectively, defined in the usual way as

graph G :=
{

(μ, x) ∈ M × X | x ∈ G(μ)
}

and dom G
{
μ ∈ M | G(μ) 	= ∅}

.

Definition . (i) G is said to be Hölder of order α >  around μ ∈ dom G with constants
kG > , tG >  if and only if for any μ,μ′ ∈ μ + tGBM ,

e
(
G(μ), G

(
μ′)) ≤ kG

∥
∥μ – μ′∥∥α ;

(ii) G is said to be upper Hölder of order α >  around μ ∈ dom G with constants
kG > , tG >  if and only if for any μ ∈ μ + tGBM ,

e
(
G(μ), G(μ)

) ≤ kG‖μ – μ‖α ;

(iii) G is said to be lower Hölder of order α >  around μ ∈ dom G with constants
kG > , tG >  if and only if for any μ,μ′ ∈ μ + tGBM ,

e
(
G(μ), G(μ)

) ≤ kG‖μ – μ‖α ;

(iv) G is said to be pseudo-Hölder of order α >  at (μ, x) ∈ graph G with constants
kG > , tG >  if and only if there exists a neighborhood W of zero in X such that,
for any μ,μ′ ∈ μ + tGBM ,

e
(
G(μ) ∩ (x + W ), G

(
μ′)) ≤ kG

∥∥μ – μ′∥∥α ;

(v) G is said to be Hölder calm or upper pseudo-Hölder of order α >  at
(μ, x) ∈ graph G with constants kG > , tG >  if and only if there exists a
neighborhood W of zero in X such that, for any μ,μ′ ∈ μ + tGBM ,

e
(
G(μ) ∩ (x + W ), G(μ)

) ≤ kG‖μ – μ‖α ;
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(vi) G is said to be lower pseudo-Hölder of order α >  at (μ, x) ∈ graph G with
constants kG > , tG >  if and only if there exists a neighborhood W of zero in X
such that, for any μ ∈ μ + tGBM ,

e
(
G(μ) ∩ (x + W ), G(μ)

) ≤ kG‖μ – μ‖α .

From Definition ., we have the following relations:

(i) ⇒ (ii) ⇒ (v), (i) ⇒ (iv) ⇒ (v),

(i) ⇒ (iv) ⇒ (vi), (i) ⇒ (iii) ⇒ (vi).

The set-valued mapping G(·) is Lipshitz (resp. upper Lipshitz, lower Lipshitz) around
μ ∈ dom G if G(·) is Hölder (resp. upper Hölder, lower Hölder) of order α =  around
μ ∈ dom G; the set-valued mapping G(·) is pseudo-Lipshitz (resp. upper pseudo-Lipshitz,
lower pseudo-Lipshitz) at (μ, x) ∈ graph G if G(·) is pseudo-Hölder (resp. upper pseudo-
Hölder, lower pseudo-Hölder) of order α =  at (μ, x) ∈ graph G. Pseudo-Lipshitzness
and upper pseudo-Lipshishizness are also called the Aubin property and calmness, re-
spectively. The role of Lipschitzness and its variants in optimization is widely recognized;
see [] and the references therein.

Definition . A vector-valued mapping g : M → X is Hölder of order α >  around μ ∈
M with constants kg , tg >  if and only if for any μ,μ′ ∈ μ + tgBM ,

∥∥g(μ) – g
(
μ′)∥∥ ≤ kg

∥∥μ – μ′∥∥α .

Let D be a subset of Y . Luc [] introduced the domination property (for short, DP)
for D:

D ⊂ E(D) + C.

Then the domination property (DP) for problem (VOP) can be similarly defined by

f (�) ⊂ f (S) + C,

that is, for each x ∈ �, there exists x ∈ S such that

f (x) – f (x) ∈ C.

Motivated by the above property, we introduce the following concepts for problem
(VOP) to discuss Hölder continuity of the perturbed solution mapping and perturbed op-
timal value mapping of (VOPλ,μ).

Definition . (i) The strong global domination property (for short, SGDP) holds on S
(resp. WS) of order α >  with constant hs >  for (VOP) if and only if for each x ∈ �, there
exists x ∈ S (resp. WS) such that

f (x) – f (x) + hs‖x – x‖α
BY ⊂ C. (.)
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(ii) The strong local domination property (for short, SLDP) holds around x ∈ W (resp.
WS) of order α >  with constant hs >  for (VOP) if and only if there exists a neighborhood
U of x such that, for each x ∈ �∩ U , there exists x ∈ S ∩ U (resp. WS ∩ U) satisfies (.).

Remark . (i) For any y ∈ Y , let ‖y‖+ := d(y, Y \ C). Then equation (.) becomes

hs‖x – x‖α ≤ ∥∥f (x) – f (x)
∥∥

+.

(ii) The concepts of Definition . are mainly to establish Hölder-type continuity of
problem (VOP), which was discussed by Li and Li []. In [], they mainly introduced the
strong convexity of the objective function in (VOP) to investigate this topic. However, the
assumption on strong convexity of the objective function is very strict. In many cases,
the strong global (local) domination property for (VOP) holds but the strong convexity of
the objective function fails as the following example shows.

Example . Let X = R, Y = R
, C = R


+, � = [–, ], and f : X → Y is f (x) = (x, x). We can

easy see that f is not strongly convex on �; the solution sets S = WS = [–, ]. Hence, for
any x ∈ �, there exist a constant hs =

√


 and x =  ∈ S = WS such that

f (x) – f (x) +
√




‖x – x‖BY ⊂ C.

That is, the strong global domination property for (VOP) on S (resp. WS) holds.

3 Upper Hölder continuity of the solution mappings for (VOPλ,μ)
In this section, we mainly discuss upper Hölder behavior of the perturbed (weak) solution
mapping for problem (.) where both the objective function f and the feasible set � are
perturbed by different parameters. Namely, this section is devoted to derive the upper
bounds for the distance from the perturbed (weak) solution mapping of (.) to the (weak)
solution mapping for problem (.).

Theorem . For problem (.), assume that the solutions exist in a neighborhood of con-
sidered point (λ,μ) ∈ dom S. Moreover, assume that the following conditions are satisfied:

(i) the set-valued mapping � : M ⇒ X is Hölder of order α >  around μ ∈ dom� with
constants h� > , t� > ;

(ii) the strong global domination property (SGDP) of order β ≥  for (VOP) holds on S
with a constant ls > ;

(iii) for any λ ∈ �, f (·,λ) is Hölder of order γ >  on X with constant mf >  as well as for
any x ∈ X , f (x, ·) is Hölder of order δ >  around λ with constants nf > , tf > .

Then S : �× M ⇒ X is upper Hölder around (λ,μ) ∈ dom S with constants tf > , t� > ,
that is, for any λ ∈ λ + tf B�, μ ∈ μ + t�BM ,

e
(
S(λ,μ), S

) ≤ h�‖μ – μ‖α +
(

mf hγ

�

ls

) 
β ‖μ – μ‖

αγ
β +

(
nf

ls

) 
β ‖λ – λ‖

δ
β . (.)

Proof Take any x(λ,μ) ∈ S(λ,μ), for any λ ∈ λ + tf B�, μ ∈ μ + t�BM . By the definition
of S(λ,μ), we have

x(λ,μ) ∈ �(μ) and f (x,λ) – f
(
x(λ,μ),λ

)
/∈ –C\{} for any x ∈ �(μ). (.)
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Then it follows from (i) that there exists x(μ) ∈ �(μ) such that

∥∥x(λ,μ) – x(μ)
∥∥ ≤ h�‖μ – μ‖α . (.)

By the strong domination property, for x(μ), there exists x(λ,μ) ∈ S such that

f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)
+ ls

∥∥x(μ) – x(λ,μ)
∥∥β

BY ⊂ C. (.)

The conclusion (.) is trivial whether x(μ) = x(λ,μ) or f (x(μ),λ) = f (x(λ,μ),λ).
Therefore, x(μ) 	= x(λ,μ) and f (x(μ),λ) 	= f (x(λ,μ),λ) are always assumed in the
sequel. Clearly, x(λ,μ) ∈ �(μ). By (i), there exists x(μ) ∈ �(μ) such that

∥∥x(λ,μ) – x(μ)
∥∥ ≤ h�‖μ – μ‖α . (.)

Then we have

f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)
= f

(
x(λ,μ),λ

)
– f

(
x(μ),λ

)
+ w, (.)

where

w :=
[
f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)]
+

[
f
(
x(λ,μ),λ

)
– f

(
x(λ,μ),λ

)]

+
[
f
(
x(μ),λ

)
– f

(
x(μ),λ

)]
+

[
f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)]
.

Then it follows from (iii) that

‖w‖ ≤ mf
∥
∥x(μ) – x(λ,μ)

∥
∥γ + mf

∥
∥x(μ) – x(λ,μ)

∥
∥γ + nf ‖λ – λ‖δ ,

which together with (.) and (.) yields

‖w‖ ≤ mf hγ

�‖μ – μ‖αγ + nf ‖λ – λ‖δ . (.)

We claim that

∥∥f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)∥∥
+ ≤ ‖w‖. (.)

Indeed, suppose to the contrary that ‖f (x(μ),λ) – f (x(λ,μ),λ)‖+ > ‖w‖. Then, by the
definition of ‖ · ‖+,

f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)
+ ‖w‖BY ⊂ int C. (.)

If ‖w‖ = , then w = . By (.) and (.), we have

f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

) ∈ – int C,

which contradicts (.). If ‖w‖ 	= , then, by – w
‖w‖ ∈ BY and (.),

f
(
x(λ,μ),λ

)
– f

(
x(μ),λ

)
= f

(
x(μ),λ

)
– f

(
x(λ,μ),λ

)
+ ‖w‖

(
–

w
‖w‖

)
∈ int C,

which also contradicts (.).
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Therefore, combining (.), (.), (.), and (.), we have

ls
∥∥x(μ) – x(λ,μ)

∥∥β ≤ ∥∥f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)∥∥
+

≤ mf hγ

�‖μ – μ‖αγ + nf ‖λ – λ‖δ .

So

∥∥x(μ) – x(λ,μ)
∥∥ ≤ β

√
mf hγ

�‖μ – μ‖αγ

ls
‖mu – μ‖αγ +

nf

ls
‖λ – λ‖δ

≤
(

mf hγ

�

ls

) 
β ‖μ – μ‖

αγ
β +

(
nf

ls

) 
β ‖λ – λ‖

δ
β , (.)

where the last inequality holds as β ≥ .
Finally, from (.) and (.) it follows that

d
(
x(λ,μ), S

) ≤ ∥∥x(λ,μ) – x(λ,μ)
∥∥ ≤ ∥∥x(λ,μ) – x(μ)

∥∥ +
∥∥x(μ) – x(λ,μ)

∥∥

≤ h�‖μ – μ‖α +
(

mf hγ

�

ls

) 
β ‖μ – μ‖

αγ
β +

(
nf

ls

) 
β ‖λ – λ‖

δ
β ,

which means that the conclusion (.) holds and the proof is complete. �

Theorem . For problem (.), assume that the weak solutions exist in a neighborhood
of considered point (λ,μ) ∈ dom WS. Furthermore, assume that all conditions of Theo-
rem . are satisfied except that (ii) is replaced by

(ii’) the strong global domination property (SGDP) of order β ≥  for (VOP) holds on WS
with a constant ls > .

Then WS : � × M ⇒ X is upper Hölder around (λ,μ) ∈ dom WS with constants tf > ,
t� > , that is, for any λ ∈ λ + tf B�, μ ∈ μ + t�BM ,

e
(
WS(λ,μ), WS

) ≤ h�‖μ – μ‖α +
(

mf hγ

�

ls

) 
β ‖μ – μ‖

αγ
β +

(
nf

ls

) 
β ‖λ – λ‖

δ
β .

Proof The proof is similar to Theorem . and is omitted here. �

Theorem . For problem (.), assume that the solutions exist in a neighborhood of con-
sidered point (λ,μ) ∈ dom S. Let x ∈ S. Furthermore, assume that the following condi-
tions are satisfied:

(i) the set-valued mapping � : M ⇒ X is Hölder calm and lower pseudo-Hölder of order
α >  around (μ, x) ∈ graph� with a neighborhood V of zero in X , and constants
h� > , c� > ;

(ii) the strong local domination property (SLDP) of order β ≥  holds for (VOP) around
x with a neighborhood Q of zero in X , Q + Q ⊂ V , and a constant ls > ;

(iii) for any x ∈ x + V , f (x, ·) is Hölder of order δ >  around λ with constants nf > ,
tf >  as well as for any λ ∈ λ + tf B�, f (·,λ) is Hölder of order γ >  with a
neighborhood V of zero in X , and a constant mf > .
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Then S : � × M ⇒ X is Hölder calm around ((λ,μ), x) ∈ graph S with constants tf > ,
t� > . Precisely, there exists a neighborhood W of zero in X such that for any λ ∈ λ + tf B�,
μ ∈ μ + t�BM ,

e
(
S(λ,μ) ∩ (x + W ), S

)

≤ h�‖μ – μ‖α +
(

mf hγ

�

ls

) 
β ‖μ – μ‖

αγ
β +

(
nf

ls

) 
β ‖λ – λ‖

δ
β . (.)

Proof Let W be any neighborhood of zero in X such that

W + h�t�BX ⊂ Q.

Then W is the desired neighborhood of zero in X. Indeed, take any x(λ,μ) ∈ S(λ,μ) ∩
(x + W ), for any λ ∈ λ + tf B�, μ ∈ μ + t�BM . By the Hölder calmness of �, there exists
x(μ) ∈ �(μ) such that

∥
∥x(λ,μ) – x(μ)

∥
∥ ≤ h�‖μ – μ‖α ≤ h�tα

�. (.)

Then we have

x(μ) – x = x(μ) – x(λ,μ) + x(λ,μ) – x ∈ h�tα
�BX + W ⊂ Q.

For x(μ) ∈ �(μ) ∩ (x + Q), by (ii), there exists x(λ,μ) ∈ S ∩ (x + Q) such that

f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)
+ l

∥
∥x(μ) – x(λ,μ)

∥
∥β

BY ⊂ C. (.)

Without loss of generality, we assume that x(μ) 	= x(λ,μ) and f (x(μ),λ) 	= f (x(λ,μ),
λ). Otherwise, the conclusion (.) is trivial. Obviously, x(λ,μ) ∈ �(μ) ∩ (x + Q). By
the lower-pseudo Hölder property of �, there exists x(μ) ∈ �(μ) such that

∥∥x(λ,μ) – x(μ)
∥∥ ≤ h�‖μ – μ‖α ≤ h�tα

�. (.)

So, we have

x(μ) – x = x(μ) – x(λ,μ) + x(λ,μ) – x ∈ h�tα
�BX + W ⊂ Q ⊂ V

and

f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)
= f

(
x(λ,μ),λ

)
– f

(
x(μ),λ

)
+ w,

where

w :=
[
f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)]
+

[
f
(
x(λ,μ),λ

)
– f

(
x(λ,μ),λ

)]

+
[
f
(
x(μ),λ

)
– f

(
x(μ),λ

)]
+

[
f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)]
.
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Then, by (iii), we have

‖w‖ ≤ mf
∥∥x(μ) – x(λ,μ)

∥∥γ + mf
∥∥x(μ) – x(λ,μ)

∥∥γ + nf ‖λ – λ‖δ ,

which together with (.) and (.) yields

‖w‖ ≤ mf hγ

�‖μ – μ‖αγ + nf ‖λ – λ‖δ . (.)

By the same arguments as in the proof of Theorem ., we have

∥∥f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)∥∥
+ ≤ ‖w‖. (.)

Therefore, (.), (.), and (.) together yield

ls
∥
∥x(μ) – x(λ,μ)

∥
∥β ≤ mf hγ

�‖μ – μ‖αγ + nf ‖λ – λ‖δ .

So, we have

∥∥x(μ) – x(λ,μ)
∥∥ ≤

(
mf hγ

�

ls

) 
β ‖μ – μ‖

αγ
β +

(
nf

ls

) 
β ‖λ – λ‖

δ
β . (.)

Finally, from (.) and (.) it follows that

d
(
x(λ,μ), S

) ≤ h�‖μ – μ‖α +
(

mf hγ

�

ls

) 
β ‖μ – μ‖

αγ
β +

(
nf

ls

) 
β ‖λ – λ‖

δ
β ,

which means that the conclusion (.) holds and the proof is complete. �

Theorem . For problem (.), assume that the weak solutions exist in a neighborhood of
considered point (λ,μ) ∈ dom WS. Let x ∈ WS. Furthermore, assume that the following
conditions of Theorem . are satisfied. Then WS : � × M ⇒ X is Hölder calm around
((λ,μ), x) ∈ graph WS with constants tf > , t� > , that is, there exists a neighborhood
W of zero in X such that for any λ ∈ λ + tf B�, μ ∈ μ + t�BM ,

e
(
WS(λ,μ) ∩ (x + W ), WS

)

≤ h�‖μ – μ‖α +
(

mf hγ

�

ls

) 
β ‖μ – μ‖

αγ
β +

(
nf

ls

) 
β ‖λ – λ‖

δ
β .

Proof The proof is similar to Theorem . and is omitted here. �

4 Upper Hölder of the optimal value mappings for (VOPλ,μ)
This section is devoted to an investigation of the Hölder behavior of the perturbed optimal
value mappings for problem (.).

Theorem . Assume that all conditions of Theorem . are satisfied. Moreover, assume
that γ =  in Theorem .. Then V : � × M ⇒ X is upper Hölder around (λ,μ) ∈ dom S
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with constants tf > , t� > . Precisely, for any λ ∈ λ + tf B�, μ ∈ μ + t�BM ,

e
(
V (λ,μ), V

) ≤ mf h�‖μ – μ‖α + nf ‖λ – λ‖δ +
(m

f h�

ls

) 
β ‖μ – μ‖

α
β

+
(

mf nf

ls

) 
β ‖λ – λ‖

δ
β .

Moreover, if β = , then

e
(
V (λ,μ), V

) ≤ (mf + ls)mf h�

ls
‖μ – μ‖α +

(mf + ls)nf

ls
‖λ – λ‖δ .

Proof Take any f (x(λ,μ),λ) ∈ V (λ,μ), for any λ ∈ λ + tf B�, μ ∈ μ + t�BM . Then x(λ,μ) ∈
�(μ) and there exists x(μ) ∈ �(μ) such that

∥
∥x(λ,μ) – x(μ)

∥
∥ ≤ h�‖μ – μ‖α . (.)

Then it follows from (ii) that, for x(μ), there exists x(λ,μ) ∈ S such that

f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)
+ ls

∥∥x(μ) – x(λ,μ)
∥∥β

BY ⊂ C.

So, the Lipchitzness of f (·,λ) implies that

f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)
+

ls

mf

∥
∥f

(
x(μ),λ

)
– f

(
x(λ,μ),λ

)∥∥β
BY ⊂ C. (.)

Clearly, x(λ,μ) ∈ �(μ). Then, by (i), there exists x(μ) ∈ �(μ) such that

∥
∥x(λ,μ) – x(μ)

∥
∥ ≤ h�‖μ – μ‖α . (.)

Obviously, we have

f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)
= f

(
x(λ,μ),λ

)
– f

(
x(μ),λ

)
+ w,

where

w :=
[
f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)]
+

[
f
(
x(λ,μ),λ

)
– f

(
x(λ,μ),λ

)]

+
[
f
(
x(μ),λ

)
– f

(
x(μ),λ

)]
+

[
f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)]
.

Then it follows from (iii) that

‖w‖ ≤ mf
∥
∥x(μ) – x(λ,μ)

∥
∥ + mf

∥
∥x(μ) – x(λ,μ)

∥
∥ + nf ‖λ – λ‖δ ,

which together with (.) and (.) yields

‖w‖ ≤ mf h�‖μ – μ‖α + nf ‖λ – λ‖δ . (.)
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By the same arguments as in the proof of Theorem ., we have

∥
∥f

(
x(μ),λ

)
– f

(
x(λ,μ),λ

)∥∥
+ ≤ ‖w‖. (.)

Thus, (.), (.), and (.) together yield

ls

mf

∥
∥f

(
x(μ),λ

)
– f

(
x(λ,μ),λ

)∥∥β ≤ mf h�‖μ – μ‖α + nf ‖λ – λ‖δ .

So, we have

∥∥f
(
x(μ),λ

)
– f

(
x(λ,μ),λ

)∥∥

≤
(m

f h�

ls

) 
β ‖μ – μ‖

α
β +

(
mf nf

ls

) 
β ‖λ – λ‖

δ
β . (.)

Finally, from (.) and (.) it follows that

d
(
f
(
x(λ,μ),λ

)
, V

)

≤ ∥
∥f

(
x(λ,μ),λ

)
– f

(
x(λ,μ),λ

)∥∥

≤ ∥∥f
(
x(λ,μ),λ

)
– f

(
x(μ),λ

)∥∥ +
∥∥f

(
x(μ),λ

)
– f

(
x(λ,μ),λ

)∥∥

+
∥∥f

(
x(μ),λ

)
– f

(
x(λ,μ),λ

)∥∥

≤ mf h�‖μ – μ‖α + nf ‖λ – λ‖δ +
(m

f h�

ls

) 
β ‖μ – μ‖

α
β

+
(

mf nf

ls

) 
β ‖λ – λ‖

δ
β .

The proof is complete. �

Theorem . Assume that all conditions of Theorem . are satisfied. Moreover, assume
that γ =  in Theorem .. Then WV : � × M ⇒ X is upper Hölder around (λ,μ) ∈
dom WS with constants tf > , t� > . Precisely, for any λ ∈ λ + tf B�, μ ∈ μ + t�BM ,

e
(
WV (λ,μ), WV

) ≤ mf h�‖μ – μ‖α + nf ‖λ – λ‖δ +
(m

f h�

ls

) 
β ‖μ – μ‖

α
β

+
(

mf nf

ls

) 
β ‖λ – λ‖

δ
β .

Moreover, if β = , then

e
(
WV (λ,μ), WV

) ≤ (mf + ls)mf h�

ls
‖μ – μ‖α +

(mf + ls)nf

ls
‖λ – λ‖δ .

Proof The proof is similar to Theorem . and is omitted here. �
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