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Energy efficiency and delay optimization are significant for the proliferation of wireless multimedia sensor network (WMSN). In
this article, an energy-efficient, delay-efficient, hardware and software cooptimization platform is researched tominimize the energy
cost while guaranteeing the deadline of the real-time WMSN tasks. First, a multicore reconfigurable WMSN hardware platform
is designed and implemented. This platform uses both the heterogeneous multicore architecture and the dynamic voltage and
frequency scaling (DVFS) technique. By this means, the nodes can adjust the hardware characteristics dynamically in terms of the
software run-time contexts. Consequently, the software can be executedmore efficiently with less energy cost and shorter execution
time. Then, based on this hardware platform, an energy and delay multiobjective optimization algorithm and a DVFS adaption
algorithm are investigated. These algorithms aim to search out the global energy optimization solution within the acceptable
calculation time and strip the time redundancy in the task executing process. Thus, the energy efficiency of the WMSN node
can be improved significantly even under strict constraint of the execution time. Simulation and real-world experiments proved
that the proposed approaches can decrease the energy cost bymore than 29% compared to the traditional single-coreWMSN node.
Moreover, the node can react quickly to the time-sensitive events.

1. Introduction

Modern technological advances prompt the emergence of
small-size, low-cost, and high-resolution visual information
collection modules, which results in the rapid development
of wireless multimedia sensor network (WMSN). WMSN is
composed of a set of wirelessly interconnected tiny smart
devices which retrieve the multimedia data pervasively from
the surrounding environment and transmit them to the des-
tinations wirelessly. Nowadays, WMSN technique is applied
widely in diverse application domains and plays a significant
role in the daily life [1].

Energy efficiency and delay optimization are critical and
challenging issues for the proliferation of the WMSN. On

the one hand, WMSN nodes are commonly powered by
the energy-limit batteries and are deployed in remote and
inaccessible areas where it is inconvenient or impossible
to recharge the nodes. Thus, the nodes need to utilize the
residual energy efficiently so as to keep a long lifetime.
On the other hand, real-time responsiveness is required by
manyWMSN applications, for example, the industrial engine
control. In these applications, the missing of the deadline
can cause serious disasters. Therefore, the delay optimization
is essential to ensure that the time-sensitive tasks can be
completed within the deadline.

In the past, many research works were done to optimize
the energy and delay of theWMSN. Data compression [2–4],
data aggregation [5, 6], topology control [7, 8], energy-aware
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protocol [9–15], data prediction [16], and sink mobility
[17, 18] were commonly applied to conserve the energy, while
delay-aware routing [10, 19] and delay-aware MAC [20, 21]
were widely used to optimize the response delay. These past
works improved the energy and delay performance of the
WMSN significantly. However, some limitations still exist:(1) Most of the past research works focused on the software
optimization works but ignored the hardware optimization
strategies. However, without the hardware cooptimization,
the energy and delay challenges cannot be addressed com-
pletely; for example, there are diverse WMSN applications,
but most WMSN hardware platforms are not reconfigurable.
If the hardware characteristic does not match the software
features, the software cannot be executed efficiently even
if the software optimization strategy is applied. Thus, it is
essential to investigate an energy-efficient, delay-efficient,
and reconfigurable hardware architecture in WMSN. (2)
Most past works focused on reducing the energy cost of
the wireless transmission but ignored the energy cost of the
microcontrollers. This is because the wireless transmission is
commonly considered to be high energy cost, yet there exist
many cases in which the energy cost of the microcontrollers
is also high and cannot be neglected; for example, in the
plant disease monitoring application, the nodes capture
the leaf image and perform signal processing to judge
whether the plants have an infected disease or not. If yes, the
image packet will be transmitted to the sink. Otherwise, no
packet will be transmitted. In this kind of applications, the
predominant energy cost derives from the data collection
and signal processing on theWMSNmicrocontrollers, rather
than the wireless transmission. In these cases, the energy
optimization of the microcontrollers is critical. (3) Energy
conservation and delay optimization are both significant to
theWMSN. However, many past works did research on these
two issues independently. As the development ofWMSN, the
research of an energy and delay multiobjective optimization
mechanism becomes indispensable.

Regarding the research limitations above, the work in this
article aims to investigate an energy-efficient, delay-efficient,
hardware and software integrated optimization platform
which canminimize the energy cost of theWMSNnodewhile
guaranteeing the deadline of the real-time WMSN tasks.
Frist, a new energy-efficient, delay-efficient, reconfigurable
WMSN hardware architecture is designed. This architecture
uses both the heterogeneous multicore technique and the
DVFS technique. By these techniques, the WMSN nodes
can adapt the hardware characteristics dynamically in terms
of the software contexts. Consequently, the software can
be executed efficiently with less energy cost and shorter
execution time. Second, an energy and delay multiobjective
optimization algorithm is investigated. This algorithm
incorporates the genetic algorithm with the simulated
annealing algorithm so that the global optimization solution
can be reached within acceptable calculation time. With
this algorithm, the energy cost of the WMSN node can be
decreased at themost while the deadline of the time-sensitive
tasks can also be met. By combining the above hardware
architecture and software optimization strategies, both the

energy efficiency and the delay performance of the WMSN
node can be promoted significantly.

The works in this article are based on two general
assumptions. One is that the tasks can be duplicated to each
microcontroller, which means each task can be executed on
anymicrocontroller equipped on theWMSNnode.The other
is that the task model is deterministic; that is, the execution
time and the relationship between the tasks are preknown.

The rest of this paper is organized as follows. Section 2
introduces the overview of the related works. Section 3
designs a new energy-efficient, delay-efficient, reconfigurable
heterogeneous multicore WMSN hardware architecture.
With this architecture, the software algorithms presented
in Sections 4 and 5 can achieve better optimization per-
formance. Section 4 builds the energy and delay models of
heterogeneous multicore system and investigates an energy
and delay multiobjective optimization algorithm GASA.
Section 5 presents the DVFS adaption algorithm which can
strengthen the performance of WMSN further on the basis
of GASA optimization results. Section 6 evaluates the opti-
mization performance by simulation. Section 7 implements a
real-world multicore WMSN node in terms of the hardware
architecture proposed in Section 4 and then evaluates its
performance by real-world experiments. Section 8 concludes
this article.

2. Related Works

Energy cost of WMSN can be optimized by many mecha-
nisms such as the data compression, data aggregation, topol-
ogy control, energy-aware protocol, data prediction, and sink
mobility. Data compression is critical to conserve the energy
as it can reduce the packet size and the wireless transmission
time. Since the computational capability and communication
bandwidth in the WMSN is constrained, specific audio and
image compression techniques need to be developed for the
WMSN devices [2–4]. Data aggregation technique enables
the nodes located along a path towards the sink to perform
the data fusion. It decreases the amount of data forwarded in
the WMSN and results in lower energy cost [5, 6]. Topology
control technique controls over some parameters of the
network such as the transmission power of the nodes and the
role of the nodes. By modifying these network parameters,
least nodes can be selected to maintain the connectivity of
topology, whereas the other nodes can fall asleep to conserve
the energy [7, 8]. Energy-aware protocols are popularly
researched in the WMSN, including the energy-aware rout-
ing, energy-efficient MAC, and cross-layer protocol. Energy-
aware routing achieves the energy conservation by reducing
the routing hops or decreasing the broadcast count [9, 10].
Energy-efficient MAC protocols lower the energy waste by
decreasing the count of retransmissions, minimizing the
interference, or maximizing the concurrency and reliability
[11, 12]. Cross-layer protocols improve the communication
performance by merging the information of different layers
jointly; for example, the network layer can decide how to
route by incorporating the congestion information from the
transport layer and the link quality value from the MAC
layer. This incorporation of different layers improves the
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communication quality and maximizes the network lifetime
[13–15]. Data prediction technique builds the prediction
model which describes the data evolution of the sensed
phenomenon within certain error bounds. It enables the user
to acquire the information of the sensor nodes directly from
the sink by prediction. It decreases the amount of data to
be transmitted and optimizes the transmission energy cost
[16]. Sink mobility is the technique which uses a mobile
base station moving around the network to collect the node
information. It balances the load of the WMSN nodes and
prevents the nodes located closely to the sink from depleting
the energy quickly. It can be used on the energy-constrained
WMSN nodes to prolong the lifetime of the whole network
[17, 18]. Delay optimization is commonly realized by the
delay-aware routing and delay-aware MAC protocols in the
WMSN. Delay-aware routing optimizes the delay by search-
ing for the shortest path to the destination [10, 19], while
delay-awareMACprotocol decreases the end-to-end delay by
reducing the collision and packet retransmission [20, 21].

3. Energy-Efficient and Delay-Efficient
Hardware Architecture Design

In this section, the design of an energy-efficient, delay-
efficient, and reconfigurableWMSN hardware architecture is
presented. Based on this hardware architecture, the WMSN
hardware and software can match each other better. Conse-
quently, the software optimization schemes can take effect
more efficiently.

As the development of WMSN technique, the WMSN
applications become more and more diverse. However, most
WMSN hardware platforms are still inflexible that they
cannot address the challenge of application diversity in
WMSN. On the one hand, most WMSN hardware platforms
are single-core architecture with only one type of microcon-
troller equipped. One type microcontroller can be efficient
to run several kinds of applications but may not be efficient
when running the other kinds. On the other hand, most
WMSN hardware platforms are not reconfigurable. They
cannot adjust their characteristics dynamically in terms of the
software contexts. As a result, the software cannot be executed
efficiently, and this degrades the energy efficiency and delays
performance of the WMSN nodes.

One way to address the above challenge is to design a
WMSN hardware platform which has the following features:(1) It equips more than one type of microcontrollers on
the node. Each equipped microcontroller has differential
specialties and is appropriate to run particular kinds of tasks.
During the run-time, each software task can be assigned
to the most appropriate microcontroller to be executed.
By doing this, the software and hardware can match each
other better. (2) It makes each microcontroller configurable,
that is, enables the hardware to adjust its characteristic
dynamically in terms of the software contexts.With the above
mechanisms, the WMSN hardware can be highly context
aware of the software running on it. Consequently, the energy
and delay performance of the WMSN can be improved.

To realize the design concepts above, the heterogeneous
multicore hardware architecture (Section 3.1) and the DVFS
technique (Section 3.2) can be applied on the WMSN node.

3.1. Heterogeneous Multicore Design for Energy and Delay
Optimization. Heterogeneous multicore hardware architec-
ture can lower the energy cost and improve the delay per-
formance if compared to the traditional single-core WMSN
architecture.

(i) Lower energy cost: heterogeneous multicore platform
is equipped with different types of microcontrollers.
Since different microcontrollers have differential fea-
tures and are good at executing a given kind of
WMSN tasks [22–24], each WMSN task can be
scheduled to the microcontroller which is the most
energy efficient to run it. By doing this, the energy
resources can be utilized more efficiently.

(ii) Higher delay performance: as several WMSN tasks
can be executed concurrently by different microcon-
trollers in the multicore system, the completion time
of the tasks can be shortened greatly if compared to
the time cost of the traditional single-core system.

3.2. DVFS Technique for Context Awareness. DVFS is a power
management technique with which the operating voltage
and frequency of the hardware can be adjusted dynamically
in terms of the performance requirement of the active
application scenario [25, 26]. By decreasing the frequency,
the executing time of the tasks will be prolonged linearly,
whereas the energy cost can be reduced quadratically. Due
to this functionality, the DVFS technique can be used in
WMSN to conserve the energy under the delay constraint
by balancing the tradeoff between the energy cost and the
execution time: (1) If the real-time tasks cannot be completed
before the deadline, the frequency of this microcontroller
can be improved to shorten the execution time of these
tasks. In this case, the delay performance is enhanced at the
cost of lower energy efficiency. (2) If the real-time tasks are
schedulable, the frequency of this microcontroller can be
decreased gradually until the task completion time is near
the deadline. In this case, the energy cost is reduced at the
most under the constraint of the deadline. With the above
adaptionmechanism, the energy cost of theWMSNnode can
be optimized as much as possible. Moreover, the deadline of
the time-sensitive tasks can also be guaranteed.

Figure 1 depicts the design diagram of the heterogeneous
multicore WMSN platform. Several different types of micro-
controllers are equipped. Tasks assigned to different micro-
controllers can be executed concurrently, and the hardware
characteristic of each microcontroller can be adjusted by the
DVFS regulators during the run-time. The multiobjective
optimization algorithm and the DVFS adaption algorithm
can calculate each task’s assignment and each microcon-
troller’s working frequency. If no tasks are assigned to a
microcontroller, this microcontroller can enter the ultralow-
power idle status to save energy. If a microcontroller does not
need to run any task for a long time, it can be powered off
directly to avoid wasting the energy.
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Figure 1: Elementary diagram of the energy-efficient, delay-efficient, context-aware heterogeneous multicore WMSN platform.

4. Energy and Delay Multiobjective
Optimization Algorithm

In this section, we first build the energy and delay models
of the heterogeneous multicore system in Section 4.1. Then,
we state the energy and delay multiobjective optimization
problem in Section 4.2. Finally, we investigate an energy and
delay multiobjective optimization algorithm in Section 4.3.

4.1. Energy and Delay Models of Heterogeneous Multicore
WMSN Node. The tasks on the heterogeneous multicore
WMSN node can be modeled by the directed acyclic graph
(DAG), where the vertexes represent the tasks and the edges
represent the links between the tasks.

Define the parameters in DAG as follows:

(i) 𝑇𝑖 (𝑖 = 1, 2, . . . , 𝑛) represents the WMSN tasks, where𝑛 is the task number.
(ii) 𝑃𝑗 (𝑗 = 1, 2, . . . , 𝑚) represents the microcontrollers

equipped on the multicore WMSN node, where 𝑚 is
the microcontroller number.

(iii) 𝑋𝑖𝑗 represents themulticore task scheduling results. If
task 𝑇𝑖 is assigned to the microcontroller 𝑃𝑗, 𝑋𝑖𝑗 will
be 1. Otherwise, it will be zero.

(iv) 𝐿tsk𝑖𝑗 represents the execution load of task 𝑇𝑖 on
microcontroller 𝑃𝑗. Its value depends on the software
programming and the compiler.

(v) 𝑅run
𝑖𝑗 represents the energy consumption rate when

executing task 𝑇𝑖 on microcontroller 𝑃𝑗.
(vi) 𝑉run

𝑖𝑗 represents the execution speed when running
task 𝑇𝑖 on microcontroller 𝑃𝑗.

(vii) 𝐿trans𝑖𝑗 represents the communication load between 𝑃𝑖
and 𝑃𝑗. It will be zero if tasks assigned to 𝑃𝑖 do not
need to communicate with the tasks assigned to 𝑃𝑗.

(viii) 𝑅trans
𝑖𝑗 represents the energy consumption rate of the

communication between 𝑃𝑖 and 𝑃𝑗.
(ix) 𝑉trans

𝑖𝑗 represents the data transmission speed between𝑃𝑖 and 𝑃𝑗.

(x) 𝑅idle
𝑗 represents the energy consumption rate of 𝑃𝑗

when it is in idle status. Its value depends on the
microcontroller hardware characteristic.

Based on the task model, the energy and delay models of
the heterogeneous multicore WMSN system can be built.

4.1.1. Energy Model of Heterogeneous Multicore WMSN Node.
Energy cost consists of three parts: one is the 𝐸run which is
consumed when the microcontroller is active, one is the 𝐸idle

which is consumed when the microcontroller is idle, and the
other is the𝐸trans which is consumed by the data transmission
among the microcontrollers.

𝐸run can be expressed as

𝐸run (𝑋𝑖𝑗) = 𝑛∑
𝑖=1

𝑚∑
𝑗=1

𝑋𝑖𝑗𝑅run
𝑖𝑗 𝑡run𝑖𝑗 = 𝑛∑

𝑖=1

𝑚∑
𝑗=1

𝑋𝑖𝑗𝑅run
𝑖𝑗 × 𝐿tsk𝑖𝑗𝑉run

𝑖𝑗

, (1)

where 𝑡run𝑖𝑗 represents the execution time of task 𝑇𝑖 on
microcontroller 𝑃𝑗.𝐸idle can be expressed as

𝐸idle (𝑋𝑖𝑗) = 𝑚∑
𝑗=1

𝑅idle
𝑗 𝑡idle𝑗

= 𝑚∑
𝑗=1

𝑅idle
𝑗 × (𝑡end − 𝑛∑

𝑖=1

𝑋𝑖𝑗𝑡run𝑖𝑗 )

= 𝑚∑
𝑗=1

𝑅idle
𝑗 × (𝑡end − 𝑛∑

𝑖=1

𝑋𝑖𝑗 × 𝐿tsk𝑖𝑗𝑉run
𝑖𝑗

) ,
(2)

where 𝑡idle𝑗 represents the idle time of microcontroller 𝑃𝑗, and𝑡end represents the task completion time. Task completion
time can be calculated by the time model in (7).𝐸trans can be expressed as

𝐸trans (𝑋𝑖𝑗) = 𝑛∑
𝑖=1

𝑚∑
𝑗=1

𝑅trans
𝑖𝑗 𝑡trans𝑖𝑗 = 𝑛∑

𝑖=1

𝑚∑
𝑗=1

𝑅trans
𝑖𝑗 × 𝐿trans𝑖𝑗𝑉trans

𝑖𝑗

. (3)
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In terms of (1) to (3), the total energy cost of the
heterogeneous multicore WMSN node can be expressed as

𝐸 (𝑋𝑖𝑗) = 𝑛∑
𝑖=1

𝑚∑
𝑗=1

𝑋𝑖𝑗𝑅run
𝑖𝑗 × 𝐿tsk𝑖𝑗𝑉run

𝑖𝑗

+ 𝑚∑
𝑗=1

𝑅idle
𝑗 × (𝑡end − 𝑛∑

𝑖=1

𝑋𝑖𝑗 𝐿
tsk
𝑖𝑗𝑉run
𝑖𝑗

)

+ 𝑛∑
𝑖=1

𝑚∑
𝑗=1

𝑅trans
𝑖𝑗 × 𝐿trans𝑖𝑗𝑉trans

𝑖𝑗

.

(4)

4.1.2. Delay Model of Heterogeneous Multicore WMSN Node.
Suppose the task set of the multicore WMSN node 𝑄 is
expressed as follows:

𝑄 = 𝑄seq ∪ 𝑄con, (5)

where 𝑄seq represents the set of the tasks which should
be executed in sequence and 𝑄con represents the set of
the tasks which can be executed concurrently on different
microcontrollers.

Based on the task scheduling result 𝑋𝑖𝑗, the task set 𝑄con
can be divided into a serial of subset as follows:

𝑄con = 𝑄𝑃1con ∪ 𝑄𝑃2con ∪ ⋅ ⋅ ⋅ ∪ 𝑄𝑃𝑚con, (6)

where 𝑄𝑃𝑖con represents the tasks assigned to the microcon-
troller 𝑃𝑖.

In terms of (5) and (6), the timemodel of running task on
the heterogeneous multicore WMSN node can be expressed
as follows:

𝑡 = 𝑡 (𝑄seq) + 𝑡 (𝑄con)
= 𝑡 (𝑄seq) +max (𝑡 (𝑄𝑃1con) , 𝑡 (𝑄𝑃2con) , . . . , 𝑡 (𝑄𝑃𝑚con)) , (7)

where 𝑡(𝑄seq) and 𝑡(𝑄𝑃𝑗con) represent the time of running the
task set 𝑄seq and task set 𝑄𝑃𝑗con, respectively; for example, if
𝑄𝑃𝑗con is equal to {𝑇1, 𝑇2, . . . , 𝑇𝑘}, then 𝑡(𝑄𝑃𝑗con)will be as follows:

𝑡 (𝑄𝑃𝑗con) = 𝑘∑
𝑖=1

( 𝐿run𝑖𝑗𝑉run
𝑖𝑗

+ 𝐿trans𝑖𝑗𝑉trans
𝑖𝑗

) . (8)

4.2. Problem Statement. Theresearch objective is tominimize
both the energy cost (i.e., (4)) and the execution time
(i.e., (7)) of the WMSN node, and this is a multiobjective
optimization problem. To simplify the calculation complexity
of the multiobjective optimization problem, we convert it
to the single objective optimization problem by making the
energy the predominant optimization objective whereas the
time is the constraint, depicted as follows:

Minimize 𝐸 (𝑋𝑖𝑗) = 𝑛∑
𝑖=1

𝑚∑
𝑗=1

𝑋𝑖𝑗𝑅run
𝑖𝑗 × 𝐿 𝑖𝑗𝑆𝑗 +

𝑚∑
𝑗=1

𝑅idle
𝑗 × (𝑡end − 𝑛∑

𝑖=1

𝑋𝑖𝑗𝑡run𝑖𝑗 ) + 𝑛∑
𝑖=1

𝑚∑
𝑗=1

𝑅trans
𝑖𝑗 × 𝐿trans𝑖𝑗𝑉𝑖𝑗

subject to 𝑡 = 𝑡 (𝑄seq) +max (𝑡 (𝑄𝑃1con) , 𝑡 (𝑄𝑃2con) , . . . , 𝑡 (𝑄𝑃𝑚con)) < 𝑡dln,
(9)

where 𝑡 represents the execution time of the tasks and 𝑡dln
represents the deadlines of the tasks.

4.3. Genetic-Simulated Annealing Algorithm for Energy and
Delay Multiobjective Optimization. The multicore task
scheduling problem is known as the NP-complete problem
[27]. Since this problem is computationally intractable
even if the assumptions are simplified [28], the heuristic
algorithms such as the genetic algorithm (GA) and the
simulated annealing (SA) algorithm are commonly applied
to obtain the optimal and suboptimal solutions to this kind
of problem.

GA is a metaheuristic inspired by the process of natural
selection. It is commonly used to generate high-quality
solutions to optimization and search problems by bioinspired
operators such as mutation, crossover, and selection [29]. GA
can obtain the optimization solution quickly, but it is prone
to trap into the local optima. Fortunately, the SA algorithm,
another metaheuristic to approximate global optimization
of a given function in a large search space, has the ability
to jump out of the local optimization and reaches the best
optimization [30]. Thus, the GA is incorporated with SA in

this article, named as GASA. By means of GASA, the global
optima can be searched out within acceptable time.

The flow chart of the GASA algorithm is illustrated in
Figure 2. First, the GA is applied to rapidly search for an
optimal solution within the solution space. Then, the SA is
used to further search for a better solution based on the GA
result.

4.3.1. GA Encoding and Decoding. Each GA chromosome𝐶𝑘 (𝑘 = 1, 2, . . . , 𝑝𝑜𝑝𝑆𝑖𝑧𝑒) represents one feasible mul-
ticore scheduling scheme, where popSize is the num-
ber of chromosomes in the generation. Suppose 𝑛 tasks(𝑇1, 𝑇2, . . . , 𝑇𝑛) are to be executed on 𝑚 microcontrollers(𝑃0, 𝑃1, . . . , 𝑃𝑚−1).Then, each chromosome can be encoded as𝐶𝑘 = [𝑆1, 𝑆2, . . . , 𝑆𝑛], where 𝑆𝑖 represents the microcontroller
to which the task 𝑇𝑖 is allocated. Since there are𝑚microcon-
trollers, each 𝑆𝑖 can be encoded to a log𝑚2 bit binary. Thus,
the length of each chromosome will be 𝑛× log𝑚2 ; for example,
if 𝑛 is five, 𝑚 is four, and a chromosome is encoded as00 10 01 10 11, then this chromosome represents tasks𝑇1 to 𝑇5 assigned to microcontrollers 𝑃0, 𝑃2, 𝑃1, 𝑃2, 𝑃3,
respectively.
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Figure 2: Flow chart of the GASA algorithm.

Table 1: (a) Original chromosome. (b) Crossover by exchanging
the bottom halves. (c) Crossover by exchanging the top halves. (d)
Mutation operation.

𝑇1 𝑇2 𝑇3 𝑇4 𝑇5
(a) Chromosome A 00 10 01 10 11

Chromosome B 10 01 00 11 01

(b) Chromosome A 00 10 00 11 01
Chromosome B 10 01 01 10 11

(c) Chromosome A 10 01 01 10 11
Chromosome B 00 10 00 11 01

(d) Chromosome A 10 11 01 10 11
Chromosome B 00 10 00 11 01

4.3.2. GA Operations. To generate a new generation of the
population, the GA crossover and mutation need to be
operated. Crossover can be realized by exchanging portions
of two chromosomes. First, select a crossover site which
divides the chromosome into two halves. Then, exchange
the bottom halves of the two selected chromosomes; for
example, in Table 1(a), if the crossover site is task 𝑇3, the
new chromosomes after the crossover will be the ones shown
in Table 1(b). However, if the exchange is always performed
from the bottom halves, the top halves of the chromosomes
will keep unchanged; for example, the genes related to tasks𝑇1 and 𝑇2 in Table 1 ((a) and (b)) keep identical even if the
crossover is performed. This indicates that some tasks are
always assigned to the fixed microcontrollers, and this is
not helpful to search for the optimal solution. To solve this
problem, we change the crossover operation by operating the

exchange either from the bottom halves Table 1(b) or from
the top halves Table 1(c) of the chromosomes, and which
way to be selected is random. Mutation can be performed
by mutating one gene in the chromosome; for example, in
Table 1(d), the gene of task 𝑇2 in the chromosome A is
mutated from “01” (representing𝑃1) to “11” (representing 𝑃3).
4.3.3. GA Fitness Function and Constraint. Fitness function
can measure the quality of a represented solution and
determine the selection probability of this solution. As the
predominant optimization objective of this article is the
energy cost, the energy equation expressed in (9) is used as
the fitness function. The smaller the energy value 𝐸(𝑋𝑖𝑗) is,
the greater fitness the scheduling solution𝑋𝑖𝑗 (represented by
chromosome) will have.

However, the energy cost needs to be optimized under the
time constraint, shown in (9). Thus, each solution should be
checked to determine whether the constraint is met before
assessing its fitness. If the constraint is not satisfied, two
measures can be taken. One is to continue making crossover
ormutation until the solutionmeets the constraint.The other
is to use the penalty mechanism and lower the fitness value of
this solution.Once the fitness value is lowered, the probability
of passing this solution to the next generation will become
smaller.

4.3.4. SA Neighbour Generator Function. SA uses the neigh-
bour of a solution as a way to explore the solution space.
Although it prefers better neighbour, it also accepts worse
neighbours to avoid getting stuck in local optima. New
neighbours in SA are generated by the neighbour generator
function. In this article, the neighbour of an SA solution is
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generated by exchanging the position of two genes in the
chromosome; for example, one neighbour of the chromo-
some “10 11 01 10 11” can be “10 01 11 10 11.”
5. DVFS Adaption to Further Strengthen the
Optimization Performance

In Section 4, we have investigated a multiobjective optimiza-
tion algorithm, GASA. In this section, the DVFS adaption
algorithm is applied further on the basis of the GASA
optimization result so as to strengthen the energy and delay
optimization performance of the GASA.

The principle of the DVFS energy conservation mech-
anism can be depicted briefly as follows: 𝐸 = 𝑃 × 𝑇,
where 𝐸 represents the energy cost, 𝑃 represents the power,
and 𝑇 represents the time. When the frequency of the
microcontroller is decreased by the DVFS regulator, the time𝑇 will be prolonged linearly whereas the power 𝑃 can be
declined cubically. Consequently, the energy cost 𝐸 can be
reduced quadratically [25]. Thus, to conserve the energy
at the most, the frequency of the microcontroller can be
turned down gradually as long as the execution time does not
exceed the deadline. By this means, the energy cost becomes
minimum, yet the deadline of the real-time tasks can also be
guaranteed.

Based on the principle above, the DVFS adaption mech-
anism is investigated. Suppose the multicore task scheduling
status calculated by the GASA algorithm is as in Figure 3:

(i) There are two microcontrollers 𝑃1, 𝑃2 and six WMSN
tasks 𝑇1, 𝑇2, . . . , 𝑇6. 𝐸𝑖 represents the energy cost of

task 𝑇𝑖, and 𝑡𝑖 represents the execution time of task𝑇𝑖.
(ii) Tasks𝑇2 and𝑇3 can run concurrently. Tasks𝑇5 and𝑇6

can run concurrently.

(iii) In terms of the scheduling result calculated by GASA,
tasks𝑇1,𝑇2, and𝑇5 are assigned tomicrocontroller𝑃1
while the others are assigned to microcontroller 𝑃2.

(iv) The completion time of all tasks is 𝑇end. Deadline for
all tasks is 𝑇dedl.

From Figure 3, it can be seen that some slack periods
exist during the task execution process. One is the slack time
between the completion of task𝑇3 and the completion of task𝑇2, one is the slack time between the completion of task 𝑇5
and the completion of task 𝑇6, and the other is the slack time
between the ending time 𝑇end and the deadline time 𝑇dedl.

The slack time indicates the time redundancy, and this
redundancy can be stripped by the DVFS technique through
adjusting the working frequency of the microcontrollers.
With the adjustment, the energy cost of the WMSN can be
optimized further. After the adjustment, the task execution
process illustrated in Figure 3 will change to the process
shown in Figure 4. On the one hand, the average working
frequency of the tasks is lowered until the task completion
time 𝑇end equals the deadline 𝑇dedl. On the other hand,
the frequencies of tasks 𝑇3 and 𝑇5 are decreased until their
completion time is near to that of tasks𝑇2 and𝑇6, respectively.

Mathematically, the DVFS adaption problem can be
stated as follows:

minimize 𝐸 (𝑘𝑖) = 1𝑘21 × 𝐸1 + 1𝑘22 × 𝐸2 + 1𝑘24 × 𝐸4 + 1𝑘26 × 𝐸6 + (𝑡3𝑡2)
2 × 1𝑘22 × 𝐸3 + (𝑡5𝑡6)

2 × 1𝑘26 × 𝐸5
subject to 𝑇end (𝑘𝑖) = 𝑘1 × 𝑡1 + 𝑘2 × 𝑡2 + 𝑘4 × 𝑡4 + 𝑘6 × 𝑡6 ≤ 𝑇dedl,

(10)

where 𝑡𝑖 (𝑖 = 1, 2, . . . , 6) and 𝐸𝑖 (𝑖 = 1, 2, . . . , 6) are constants
and 𝑘𝑖 (𝑖 = 1, 2, . . . , 4) is the adaption coefficient of the
frequency. Since the frequency of themicrocontrollers can be
adjusted to only a set of scales by the DVFS regulators, the
variable 𝑘𝑖 is a set of discrete values rather than successive
values. We also use the heuristic algorithm GASA presented
in Section 4 to search for the optimal solution to this problem,
yet a different GA encoding mechanism should be used. In
this problem, the GA chromosome will no longer represent
the multicore task scheduling strategy, but it represents the
frequency scale of the microcontrollers. Suppose there are six
tasks (𝑇1, 𝑇2, . . . , 𝑇6) and two microcontrollers (𝑃1, 𝑃2), tasks𝑇3, 𝑇4 and, 𝑇6 are assigned to microcontroller 𝑃1, tasks 𝑇1, 𝑇2,
and 𝑇5 are assigned to microcontroller 𝑃2, microcontroller𝑃1 has four frequency scales (𝐹10, 𝐹11, . . . , 𝐹13), and micro-
controller 𝑃2 has four frequency scales (𝐹20, 𝐹21, . . . , 𝐹23). If
the working frequencies of tasks (𝑇1, 𝑇2, . . . , 𝑇6) are, respec-
tively, (𝐹20, 𝐹22, 𝐹11, 𝐹13, 𝐹22, 𝐹13), then the chromosome will
be encoded as “00 10 01 11 10 11.”

6. Performance Evaluation by Simulation

In this section, we evaluate the optimization performance
of GASA algorithm and the GASA plus DVFS algorithm
(named as GASA-DVFS) by comparing them with the GA
algorithm proposed by Monnier et al. [31] (named as M-GA)
and theGA algorithmproposed byTheys et al. [32] (named as
T-GA). The M-GA is designed for the real-time tasks on the
homogeneousmulticore system.TheT-GA is designed for the
general tasks on the heterogeneous multicore system.

A task graph example is needed to perform the evaluation,
we use themethod proposed in [33] to generate a random task
graph. To perform this generation, several input parameters
should be set, including the task number 𝛼, the shape
parameter of the graph 𝛽, the average computation cost 𝛿,
the average communication cost 𝜀, the communication to
computation ratio 𝛾, and the range percentage factor of the
computation cost on the microcontrollers 𝜆. These param-
eters are set as follows in our simulation works: 𝛼 = 100,
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Figure 3: Multicore task scheduling process after the GASA algorithm is applied.
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Figure 4: Task executing process after the DVFS adaption mechanism is performed.

𝛽 = 0.4, 𝛿 = 50, 𝜀 = 10, 𝛾 = 0.2, 𝜆 = 0.4. In addition,
the load of the task is set to a random value between 500 and
5000, and the execution speed of the microcontroller is set to
a random value between 2000 and 16000.

The initial parameters should be set for the algorithms.
We set 0.7 for the crossover, 0.1 for the mutation, 20 for the
population size, 1500 for the maximum iteration count, 500
for the initial temperature, 0.98 for the cooling rate, and 4 for
the microcontroller number. Suppose each microcontroller
can work with 4 different frequency scales, and these scales
are 0.9, 1, 1.1, and 1.2, respectively.

6.1. Performance Evaluation of Different Algorithms. We
tested the energy cost and execution time of different algo-
rithms and the result is shown in Figure 5. The result shows
the following: (1)TheDVFS technique can further strengthen
the energy optimization performance of the GASA; for
example, the energy cost by using the GASA in Figure 5(a) is
6900mJ, yet it is 5660mJ after theDVFS algorithm is applied.(2) GASA can achieve better energy efficiency than M-GA.
This is becauseGASA incorporates theGAalgorithmwith the
SA algorithm so that a global optimization solution is more
likely to be searched out. (3)The GASA energy optimization
performance decreases rapidly when the deadline constraint
is strict.This is because some energy optimal solutions cannot
be passed to the next generation in this case due to the
missing of the deadline. (4) The DVFS algorithm has better
optimization performance when the deadline constraint is
not so strict.This is becausemore slack time exists in this case.
The more the slack time is, the better the DVFS optimization
performance will be. (5) T-GA is not a real-time scheduling
algorithm.Thus, the deadline cannot bemet by its calculation
result.

6.2. Evolution Process of Energy Cost by GASA. To inspect the
energy optimization evolution process of GASA, we calculate
the average energy cost of eachGASA iteration and illustrates

them as shown in Figure 6. We can see that the energy cost is
gradually reduced on the whole. There exist several periods
when the GA algorithm is prone to trap into the local optima.
However, the SA algorithm jumps out these traps successfully.
Nearly after the 1200th iteration, the evolution process tends
to be stable.

6.3. Performance Evaluation by Using Different Microcon-
trollers. To analyze the relationship between the microcon-
troller characteristics and the energy optimization efficiency,
we compared the optimization results of the 4-core het-
erogeneous system, 8-core heterogeneous system, and 8-
core homogeneous system, and the result is illustrated in
Figure 7. From this result, we can see that the task execution
time is generally decreased as the microcontroller number
increases, and this is because the tasks can be executed
concurrently on more microcontrollers. Compared to the 8-
core homogeneous system, the 8-core heterogeneous system
has better performance in this example. This is because more
kinds of cores are equipped on the heterogeneous system.
As a result, the hardware platform can be more context
aware of the software, and the software can be executed more
efficiently with less energy and time cost.

7. Real-World Implementation and Evaluation

In this section, the real-world implementation and evaluation
works of a heterogeneous multicore WMSN node designed
for the fire detection application are presented.

7.1. Implementation of the Heterogeneous Multicore WMSN
Node. Theapplication scene of the fire detection is as follows:
the WMSN node detects the environment temperature and
gas concentration continuously by the temperature and gas
sensors. In case the temperature is increased abnormally and
the gas concentration is improved rapidly, the WMSN node
opens the camera to capture the fire scene, processes the
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captured data, and then transmits the data packet to the
manager.

Several microcontrollers need to be equipped on the
multicore node, and the selection of the microcontrollers
depends on the software features. In the fire detection scene,
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two typical kinds of application tasks exist. One is the scalar-
data task such as the temperature and gas sampling.The other
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Figure 8: Prototype board and circuit diagram of the fire detection multicore WMSN node.

Table 2: Multicore scheduling result by using the GASA algorithm.

Fire detection application tasks
Current and time of running tasks on each core

Scheduling result by GASAAVR core ARM core DSP unit𝐼 (mA) 𝑡 (ms) 𝐼 (mA) 𝑡 (ms) 𝐼 (mA) 𝑡 (ms)
Scalar data sampling 14.5 580 17.6 550

N/A
AVR

Multimedia data sampling 69.7 1120 55.3 980 ARM
Data storage (1K bytes) 16.3 1030 20.9 580 ARM
Signal processing 9.9 2680 19.7 50 26.3 18 DSP
Scalar data transmission 20.9 132 21.8 139 N/A AVR
Multimedia data transmission N/A 375 32 ARM

is the multimedia task such as the image compression and
signal processing.These two tasks have different features and
are appropriate to run on different types of microcontrollers.
The scalar-data task is simple and can be performed by
the low-power general CPU, whereas the multimedia task
is computation intensive and is appropriate to run on the
specific units such as the DSP or GPU (Graph Processor
Unit). By equipping more than one type of microcontroller
on the node, the features of the WMSN hardware can better
match that of the software. Consequently, the energy and
delay performance of the WMSN node can be improved.

In terms of the discussion above, we design a fire
detection WMSN node MiLive-v2 as is shown in Figure 8.
Three primary microcontrollers are equipped on this node.
One is the 8-bit low-power tiny microcontroller AVR
ATmega128rfa1, which can be used to run the simple
tasks. One is the 32-bit powerful ARM microcontroller
ARM1176JZF, which can be used to run themore complicated
tasks. The other is the DSP unit, which can be specially used
to perform the image processing.These microcontrollers can

communicate with each other through the GPIO ports, and
any microcontroller can control the working status (sleep,
active, or power off) of the others by sending the control
commands. If a microcontroller has no tasks to run for the
moment, it can enter the idle status to save the energy. If it has
no tasks to run for a long time, it can be powered off directly.
The BitCloud software firmware [34] is burned on the AVR
microcontroller while the Linux firmware is burned on the
ARMmicrocontroller.

7.2. Real-World Performance Evaluation. We applied the
GASA algorithm to themulticore nodeMiLive-v2 and get the
multicore task scheduling result as is illustrated in Table 2.
There are six kinds of tasks in this application. They are,
respectively, the temperature and gas sampling, the image
and video sampling, data storage, signal processing, low-
rate scalar-data transmission, and high-rate multimedia data
transmission.

The current and time of running each task on different
cores are measured, and the result is shown in Table 2. From
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Table 3: Energy and delay cost of running fire detection application on different platforms.

Platform Energy cost (mJ) Execution time (S) Deadline guarantee
Single-core AVR 127.9 4.1 No
Single-core ARM 89.7 2.43 Yes
Multicore MiLive-v2 63.6 2.36 Yes

Table 2, it is seen that each task is appropriate to run on the
special cores. The signal processing task is efficient to run on
the DSP unit rather than on the AVR core. This is because
more multipliers are embedded inside the DSP circuit. The
scalar-data sampling task is more appropriate to run on the
AVR core.This is because the circuit construction of the AVR
core is simpler and less energy cost will be required by its
operations. The scalar-data packet is more energy efficient to
be transmitted by the Zigbee module rather than the Wi-Fi
module. This is because Zigbee is a specific low-cost, low-
power, wireless mesh network standard dedicated to low-
battery devices [35]. However, for the transmission of large
amount of multimedia data, the Wi-Fi module will be more
appropriate.

To evaluate the optimization performance of multicore
MiLive-v2, we run the fire detection application, respectively,
on the MiLive-v2, the single-core ARM platform, and the
single-core AVR platform. The energy cost and execution
time on these platforms are shown in Table 3. From the result,
it is seen that the single-core AVR platform has the highest
energy cost and longest execution time. This is because the
AVR core is an 8-bit tiny microcontroller, and its hardware
circuit is not appropriate to run the computation-intensive
tasks.The single-core ARM platform has less energy cost and
execution time. This is because the ARM core is 32 bits and
can perform the computation-intensive tasksmore efficiently.
Suppose the deadline of the tasks is 2.43 seconds; then the
energy cost of these platforms is, respectively, 63.6, 89.7, 127.9.
That is, the energy cost of the multicore MiLive-v2 platform
can be optimized by 50.3% and 29%, respectively, if compared
to the single-core AVR platform and the single-core ARM
platform.

8. Conclusions

This paper investigates an energy-efficient, delay-efficient,
hardware and software cooptimization platform which aims
to conserve the energy while guaranteeing the deadline of the
real-time WMSN tasks. In the hardware aspect, an energy-
efficient, delay-efficient, reconfigurable hardware platform is
designed. This platform uses the heterogeneous multicore
architecture and the DVFS adaption technique. With the
heterogeneous multicore architecture, each WMSN task can
be assigned to the most appropriate microcontroller to be
executed. With the DVFS adaption technique, the hard-
ware characteristic of each microcontroller can be adjusted
dynamically in terms of the software run-time contexts. By
these means, the WMSN hardware platform can become
highly context aware of the software. Consequently, the
software can be executed more efficiently with less energy

cost and execution time. In the software aspect, an energy and
delay multiobjective optimization algorithm GASA based on
the hardware platform above is researched. GASA incor-
porates the genetic algorithm with the simulated annealing
algorithm so that the global optimization solution can be
searched outwithin acceptable time. In addition to theGASA,
a DVFS adaption algorithm is also investigated. This algo-
rithm adjusts the working frequency of each task intelligently
so as to strip the time redundancy during the task executing
process. By combining the DVFS with the GASA, the energy
efficiency of the WMSN nodes can be improved significantly
even under strict constraint of the execution time. To evaluate
the optimization performance, we did both the simulation
and the real-world experiment works. The simulation results
prove the heterogeneous multicore architecture, and the
DVFS adaption mechanisms are effective in optimizing the
WMSN energy and delaying performance. Moreover, the
GASA algorithm is convergent and can search out better
optima than the traditional GA. The real-world experiment
results show that the energy cost of the multicore WMSN
node can be optimized by 50.3% and 29%, respectively, if
compared to the traditional single-coreAVRnode and single-
core ARM node.
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