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of carriers
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Abstract

A new approach to indoor localization is presented, based upon the use of Received Signal Strength (RSS)
fingerprints containing data from very large numbers of cellular base stations–up to the entire GSM band of over
500 channels. Machine learning techniques are employed to extract good quality location information from these
high-dimensionality input vectors. Experimental results in a domestic and an office setting are presented, in which
data were accumulated over a 1-month period in order to assure time robustness. Room-level classification
efficiencies approaching 100% were obtained, using Support Vector Machines in one-versus-one and one-versus-all
configurations. Promising results using semi-supervised learning techniques, in which only a fraction of the training
data is required to have a room label, are also presented. While indoor RSS localization using WiFi, as well as some
rather mediocre results with low-carrier count GSM fingerprints, have been discussed elsewhere, this is to our
knowledge the first study to demonstrate that good quality indoor localization information can be obtained, in
diverse settings, by applying a machine learning strategy to RSS vectors that contain the entire GSM band.

1. Introduction
The accurate localization of persons or objects, both
indoors and out of doors, is an interesting scientific
challenge with numerous practical applications [1]. With
the advent of inexpensive, implantable GPS receivers, it
is tempting to suppose that the localization problem is
today solved. Such receivers, however, require a mini-
mum number of satellites in visibility in order to func-
tion properly, and as a result become virtually unusable
in ‘urban-canyon’ and indoor scenarios.
The use of received signal strength measurements, or

RSS, from local beacons, such as those found in Wi-Fi,
Bluetooth, Infrared, or other types of wireless networks,
has been widely studied as an alternative solution when
GPS is not available [2-9]. A major drawback of this
approach, of course, is the necessity of installing and
maintaining the wireless networking equipment upon
which the system is based.
Solutions exploiting RSS measurements from radiote-

lephone networks such as GSM and CDMA, both for

indoor and outdoor localization, have also been
discussed in the literature [10-14]. The near-ubiquity of
cellular telephone networks allows in this case to ima-
gine systems for which the required network infrastruc-
ture and maintenance are assured from the start, and
recent experimental results [15-17] have furthermore
suggested that efficient indoor localization may be
achievable in a home environment using RSS measure-
ments in the GSM band. The main contribution of the
present article is to demonstrate conclusively that GSM
can indeed provide an attractive alternative to WiFi-
based and other techniques for indoor localization, as
long as the GSM RSS vectors used are allowed to include
the entire GSM band. The article outlines a new techni-
que for accurate indoor localization based on RSS vec-
tors containing up to the full complement of more than
500 GSM channels, derived from month-long data runs
taken in two different geographical locations.
Input RSS vectors of such high dimensionality are

known to be problematical for simple classification and
regression methods. In the present article, we analyze
the RSS vectors with machine learning tools [18,19] in
order to extract localization information of good quality.
The use of statistical learning techniques to analyze real
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or simulated WLAN and GSM RSS vectors has been dis-
cussed in [5,6,12], with promising results, however never
using very high RSS dimensionalities such as those trea-
ted here. A second major contribution of our article is
thus to demonstrate that good indoor localization can be
obtained by extending machine learning-based localiza-
tion techniques to RSS vectors of very high dimensional-
ity, in this case the full GSM band. This use of the entire
available set of GSM carriers–which may include base
stations far away from the mobile to be located–allows
the algorithms to extract a maximum of information
from the radio environment, and thereby provide better
localization than what is possible using the more stan-
dard approach of RSS vectors containing a few tens, at
most, of the most powerful carriers.
It is worth stating from the outset that a classification

approach to localization has been chosen in this work. In
the literature examples may be found of localization trea-
ted as a problem of regression, i.e., estimating an actual
physical position and quoting a mean positioning error
([3,12], etc.) or of classification, in which localization space
is partitioned and the performance evaluated as a percen-
tage of correct localizations ([4,11,15], etc.). One of the
objectives of our research is to determine if measurements
taken in different rooms can be grouped together reliably,
which would allow to envisage, for example, a person-
tracking system for use in a multi-room interior environ-
ment. It is for this reason that a classification approach
was chosen here. This choice constitutes a third particu-
larity of the approach presented in our article.
Section 2 of the article describes the experimental condi-

tions and geographical sites at which the data were taken;
the different RSS vectors used, which, following standard
nomenclature, we call fingerprints, are also defined here.
The machine learning techniques used are presented in
Section 3, where we adopt a classification approach which
labels each fingerprint with the index number of the room
in which it was recorded. In Section 4, we introduce the
idea of applying semi-supervised learning techniques to
our datasets, in order to make our method applicable in
the case where only a fraction of the training data are posi-
tion-labeled. The semi-supervised approach is interesting,
as has been pointed out, for example, in [4], because
obtaining position labels for all points in a large dataset is
expensive and time consuming. Finally, in Section 5, we
present some conclusions and ideas for further study. An
appendix provides basic information on the machine
learning techniques used in the present investigation.

2. Measurement sites and datasets
2.1. Data-taking environment
The data used in our study were obtained by scanning
the entire GSM band, which is one of the original
aspects of our work. Two distinct datasets were created.

The first set, which we shall call the home set, was
obtained using a TEMS GSM trace mobile [20], which
is capable of recording network activity in real time and
performing other special functions such as frequency
scanning. Data were taken in a residence on the 5th
(and top) floor of an apartment building in the 13th
arrondissement of Paris, France. During the month of
July, 2006, two scans per day were recorded in each of 5
rooms and manually labeled with a room number (1 to
5 as shown in Figure 1), yielding 241 full-GSM band
scans, or about 48 scans per class. Scans must be
initiated manually, and take about 2 min to complete.
Each scan contained RSS and Base Station Identity
Code information, BSIC, for each of 498 GSM channels,
and occupies only a few kilobytes of data storage. Scans
could be made at any point within a room; however, in
practice, they were carried out in a subset of locations
where the scanning device and laptop computer could
be conveniently placed: tabletop, chair, etc. The exact
positions of the individual scans were not recorded,
which is consistent with the adopted classification
approach to localization.
The second dataset, which we call here the lab set, was

acquired with a different apparatus, a machine-to-
machine, or M2M, GSM/GPRS module [21], which can be
driven using standard and manufacturer-specific AT
modem commands. Datasets were recorded on the second
floor (beneath a wooden attic and a steel-sheet roof) of a

Figure 1 Layout of the residence where the home set was
recorded.
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research laboratory in the 5th arrondissement of Paris,
France. A total of 600 GSM scans were carried out during
the month of September, 2008, in five of the rooms of the
laboratory, as indicated in Figure 2. Each lab set scan con-
tains data from 534 GSM channels. This is more than in
the home set since the somewhat older TEMS module
used did not cover a portion of the band known as
‘extended-GSM’. As in the home set, scans were labeled
manually with a room number, and were recorded at posi-
tions where the measuring device could be easily placed.
In contrast to the home set, in order to minimize interfer-
ence with daily laboratory activities, the measurement
device was always placed at nearly the same position in
each room, as indicated by the stars in Figure 2.
For each dataset (home and lab), the identical measur-

ing device (TEMS for home, M2M for lab) was used for
all scans. Indeed, tests showed that training with one
M2M device and testing on another often gave poor
results. This effect was later found to be due to varia-
tions in the device antennas used, and could be elimi-
nated in future work. Nevertheless, the use of two
different types of devices for our data recording (TEMS
and M2M), as well as the choice of acquisition sites
which are well separated both geographically and in
time, gives an indication of the general applicability of
our method.
The TEMS trace mobile is in appearance identical to a

standard GSM telephone, the trace characteristics being
implemented via hardware modification to the handset.
The M2M modems are essentially bare GSM modem
chipsets meant to be incorporated into various OEM
(original equipment manufacturer) products such as
vending machines, vehicles, etc.
To give an idea of the behavior of GSM RSS values in

an indoor scenario, Figure 3 shows the mean value of
RSS of channels in two different rooms of the Lab set.
It can be seen that RSS values at a given frequency are

in general different for the two rooms. The classification
algorithms exploit these differences.
Most commercial implementations of fingerprint-

based outdoor GSM localization exploit the standard
Network Measurement Reports, NMR, which, according
to the GSM norm, the mobile station transmits to its
serving Base Transceiver Station (BTS) roughly twice
per second during a communication. Each 7-element
NMR contains the RSS measurements of fixed-power
beacon signals emanating from the serving BTS and its
six strongest neighbors. In contrast, the frequency scans
recorded by our TEMS and M2M modules are per-
formed in idle mode, that is, when no call is in progress.
Although NMRs are thus not available in our data, the
scans nonetheless contain data on all channels, and
include, at least in principle, the BSIC of each channel.
This allows, for example, to ‘construct’ an NMR artifi-
cially, as was done in the definition of the Current Top
7 fingerprint in Section 2.2.
During a scan, in addition to obtaining the RSS value at

each frequency, the trace mobile attempts to synchronize
with the beacon signal in order to read the BSIC value.
Failure to obtain a BSIC can occur for two reasons: (1) the
signal to noise + interference ratio is poor, perhaps
because the BTS in question is located far from the
mobile; or (2) the channel being measured is a traffic
channel which therefore does not contain a BSIC. As traf-
fic channels are not emitted at constant power and may
employ frequency hopping, one might initially conclude
that they will not useful for localization (as the hopping
sequence is unknown, an RSS value in this case just repre-
sents the observed power at a given frequency, averaged
over a few GSM frames). Rather than introduce this bias
into our data a priori, we chose to ignore BSICs and allow
the variable selection procedure to decide which inputs
were useful. This choice is not without cost, as it does not
guarantee that from one scan to the next the data at a par-
ticular frequency is always from the same BTS. As we shall
discover later, however, traffic channels do in fact turn out
to be amongst those selected by the learning algorithm as
being important.
As described earlier, to create a database entry, a

human operator manually positions the trace mobile,
initiates the scan, and labels the resulting RSS vector
with its class index (i.e., room number). The training set
thus accumulated over a period of time can then be
used to build a classifier capable of labeling new RSS
vectors obtained in the same geographical area. In such
a supervised training scenario, the necessity of an exten-
sive hand-labeled training set for each measurement site
is clearly a drawback. For this reason we also examine,
in Section 4, semi-supervised training techniques, which
require only a fraction of the database entries to be
labeled.

8 m

Figure 2 Layout of the laboratory where the lab set was
recorded.
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2.2. Preprocessing and variable selection
In the home (TEMS) scans, 10 empty carrier slots which
always contained a small, fixed value were removed,
leaving 488 values. This procedure was not found neces-
sary for the lab (M2M) scans, and all 534 carriers were
retained. For both scan sets, the total number of dataset
entries is quite limited compared to the dimensionality
of the RSS vectors. To address this problem, three types
of fingerprints, containing subsets of carriers, were
defined as described below.
In the following, we denote by Nmax the total number

of carriers in the carrier set under study: Nmax = 488 in
the home scans, and Nmax = 534 for the lab scans. We
define matrix RSS as the full observation matrix, whose
element RSSij is the strength value of carrier j in dataset
entry i. In other words, each row of RSS contains the
received signal strength values measured at a given loca-
tion, and each column contains the received signal
strength values of a given carrier in the carrier set under
investigation. Thus, RSS has M rows and Nmax columns,
where M is the number of dataset entries (i.e., the num-
ber of GSM band scans in the dataset).
All Nmax Carriers
This fingerprint includes the entire set of carriers, i.e.,
each column of RSS is a fingerprint, of dimension Nmax.
Its consequent high dimensionality limits the complexity
of the classifiers which can be used in its evaluation, as
we shall see in the presentation of the results.

N Strongest
The N Strongest fingerprint contains the RSS values of
the N carriers which are strongest when averaged over
the entire training set. Therefore, it involves a reduced
observation matrix RSS1, derived from the full observa-
tion matrix by deleting the columns corresponding to
carriers that are not among the N strongest on the aver-
age; therefore, RSS1 has M rows and N columns. The
value of N is determined as follows: the strongest (on
average) carrier is selected, a classifier is trained with
this one-dimensional fingerprint, and the number of
correctly classified examples on the validation set (see
Section 3.1 on model training and selection) is com-
puted. Another classifier is trained with the (two-dimen-
sional) fingerprint comprised of the measured RSS
values of the strongest and second strongest carriers.
The procedure is iterated, increasing the fingerprint
dimension by appending successively new carriers, in
order of decreasing average strength, to the fingerprint.
The procedure is stopped when the number of correctly
classified examples of the validation set no longer
increases significantly. N is thus the number of carriers
which maximizes classifier performance. It may be dif-
ferent for different types of classifiers, as shown in the
results section; it is typically in the 200-400 range.
Current Top 7
As mentioned earlier, since our scans were obtained in
idle mode, we do not have access to standard NMRs.

Figure 3 RSS scans performed in two different rooms (Lab set).
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It is nevertheless interesting to have a ‘benchmark’ fin-
gerprint of low dimensionality to which we may com-
pare results obtained with our ‘wider’ fingerprints.
This is the role of Current Top 7. While it would be
desirable to use as fingerprint of location i the vector
of measured strengths of the seven strongest carriers
at location i, this is problematical since most classi-
fiers require an input vector of fixed format. There-
fore, the Current Top 7 fingerprint is defined as
follows: it contains the measured strengths of the car-
riers which were among the seven strongest on at
least one training set entry. This fingerprint has a
fixed format, for a given training set, and a typical
length of about 40 carriers for our data. Therefore, in
this context, the reduced observation matrix RSS2 has
M rows and about 40 columns. In each row, i.e., for a
given GSM band scan, only seven elements are
defined; the remaining elements of the row are simply
set to zero.
Once a fingerprint has been chosen, a subsequent

principal component analysis (PCA, see appendix) can
be applied in order to obtain a further reduction in
dimensionality. This allows us to construct more parsi-
monious classifiers, which can then be compared to
those which use the primary variables only.

3. Supervised classification algorithms
An introduction to supervised classification by
machine learning methods is provided in the Appen-
dix, with emphasis on the classification method (sup-
port vector machines) and preprocessing technique
(principal component analysis) adopted in the present
article.

3.1. Model training and selection
We consider the indoor localization problem as a multi-
class classification problem, where each room is a class.
Therefore, given a fingerprint that is not present in the
training dataset, the classifier should provide the label of
the room where it was measured. We describe in Sec-
tion 3.2 two strategies that turn multiclass classification
problems into a combination of two-class (also termed
‘binary’ or ‘pairwise’) classification problems; therefore,
the present section focuses on training and model selec-
tion for two-class classifiers.
Since the size of the training set is not very large with

respect to the number of variables, support vector
machine classifiers were deemed appropriate because of
their built-in regularization mechanism. For each classi-
fication problem, the Ho-Kashyap algorithm [22] was
first run in order to assess the linear separability of the
training examples. Linear support vector machines were
implemented whenever the examples turned out to be

linearly separable. Otherwise, a Gaussian kernel support
vector machines (SVM) was implemented:

K
(
x, y

)
= exp

∥∥x − y
∥∥2

σ 2
(1)

where s is a hyperparameter whose value is obtained
by cross-validation (see below).
As usual, a GSM environment described by the finger-

print x is classified according to the sign of

f (x) =
M∑

i=1

αiyi(xi, x) + b (2)

where ai and b are the parameters of the classifier, yi
= ± 1 and xi are the class label and the fingerprint of
dataset entry i (i.e., row i of RSS, RSS1, or RSS2
depending on the fingerprint used by the classifier),
respectively, and K(.) is the chosen kernel.
The values of the width s of the kernel, and of the

regularization constant (see appendix), were determined
by cross-validation (CV), and the performance of the
selected models were subsequently assessed on a sepa-
rate test set, consisting of 20% of the available dataset.
Six-fold CV was performed on the remaining data for
the home set, and 10-fold CV for the larger lab set. In
order to assess the variability of the cross-validation
score with respect to data partitioning, each CV proce-
dure was iterated ten times with random shuffling of
the database entries before each iteration. As a result, a
mean CV score was computed along with an estimate of
its standard deviation. The test set, throughout, always
remains the same. The overall procedure is illustrated
diagrammatically in Figure 4, for six-fold cross-
validation.
As the procedure outlined corresponds to supervised

classification, all dataset entries are labeled. The numbers
of examples of each class were balanced in each fold.
The SVMs used in our study, both with linear and

Gaussian kernels, were implemented using the Spider
toolbox [23].
In order to obtain baseline results, K-nearest neighbor

(K-NN) classifiers using the Euclidean distance in RSS-
space were implemented. The hyperparameter K was
determined by the same cross-validation procedure as
for SVM’s.

3.2. Decision rules for multiclass discrimination
When the discrimination problem involves more than
two classes, it is necessary, for pairwise classifiers such
as SVM, to define a method that allows to combine
multiple pairwise classifiers into a single multiclass clas-
sifier. This can be done in two ways: one-vs-all and one-
vs-one.
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3.2.1. The one-vs-all approach
The one-vs-all approach consists of dividing the multi-
class problem into an ensemble of pairwise classification
problems. Thus, for a problem with n classes, the result-
ing architecture will be composed of n binary classifiers,
each specialized in separating one class from all the
remaining ones. Figure 5 illustrates the procedure. Each
of the n classifiers is trained separately, whereas valida-
tion is carried out using the architecture indicated in
the figure. To localize a test set example, the outputs of
all n classifiers are first calculated; following the conven-
tional procedure, the predicted class is taken to be that
of the classifier with the largest value of f(x) (relation
(2)). The one-vs-all technique is advantageous from a

computational standpoint, in that it only requires a
number of classifiers equal to the number of classes, in
our case, 5.
3.2.2. One-vs-one classification
This approach decomposes the multiclass problem into
the set of all possible one-vs-one problems. Thus, for an

n-class problem,
n (n − 1)

2
classifiers must be designed.

Figure 6 illustrates the architecture associated with this
method.
The decision rule in this case is based on a vote. First,

the outputs of all classifiers are calculated. Now let Ci,j

be the output of the classifier specializing in separating
class i from class j. If Ci,j is 1, the tally for class i is

Figure 4 Partition of the data into folds for the cross-validation procedure.

Figure 5 One-vs-all classification. Figure 6 One-vs-one classification.
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incremented; if it is -1, the class tally of class j is
increased by 1. Finally, the class assigned to the example
is that having the highest vote tally.
A disadvantage of the one-vs-one technique is of

course the increase in the number of classifiers required
as compared to one-vs-all. In our case of five classes, 10
classifiers are required, which still remains manageable.

3.3. Results
In order to assess the accuracy and robustness of our
approach, results are presented on datasets which have
been:

- recorded at two different locations;
- taken at moments widely separated in time
(approx. 2 years);
- realized under substantially different experimental
conditions.

The performance of each classifier is presented as the
percentage of test set examples which are correctly clas-
sified. There is no rejection class.
On the home set, when PCA is not used, the number

of input variables exceeds the number of training set
examples for all but the Current Top 7 fingerprint.
Using geometrical arguments, Cover’s theorem [24]
states that in this case, the training set will always be
linearly separable, which can of course also be verified
using the Ho-Kashyap algorithm. From a practical
standpoint, this means that, due to the small size of the
training set, it is not meaningful to test non-linear clas-
sifiers on these fingerprints (unless a dimensionality
reducing PCA is applied first).

This difficulty is less frequently posed in the lab set,
which is of somewhat larger size. Cover’s theorem in
fact comes into play here only in the cases of one-vs-
one classifiers (with the exception of the Current Top 7
fingerprint), and of one-vs-all classifiers applied to the
All Nmax Carriers fingerprint.
3.3.1. Results on the home set
We recall that the home set is composed of 241 scans
containing RSS vectors with 488 GSM carriers. Of the
241, 61 scans are chosen at random to make up the test
set. The remaining 180 examples are used to tune and
select classifiers using the cross validation strategy.
Table 1 presents the classification results for SVMs

with linear and Gaussian kernels, respectively (see Sec-
tion 3.1) in one-vs-one and one-vs-all configurations.
Results for a K-NN classifier, without PCA, are also
given, for comparison. It was found unnecessary to test
the Gaussian SVM on the one-vs-one scenario, as the
application of the Ho-Kashyap algorithm revealed that
the training sets were always linearly separable in this
case; the corresponding entries are indicated with an
asterisk. Similarly, the Ho-Kashyap algorithm showed
that training sets were not linearly separable in the case
of one-vs-all classifiers with PCA: as expected, nonlinear
SVM classifiers perform better than linear ones in that
case. Finally, it is not meaningful to apply the Gaussian
SVM to the All Nmax Carriers fingerprint, due to Cover’s
theorem; this entry is indicated with a double asterisk.
Wherever PCA was used in the table, the optimal num-
ber of principal components is indicated in parentheses,
as is the optimal value of K for the K-NN classifier.
From Table 1, we may immediately remark that the

Current Top 7 fingerprint, which is meant to mimic a

Table 1 Percentage of correctly classified test set examples (home set)

Classifier Current Top 7 N Strongest All Nmax (= 488) carriers

Linear SVM

One-vs-one

w/PCA 57.4 (PC = 8) 96.7 (N = 360, PC = 8) 96.7 (PC = 8)

w/o PCA 68.9 95.1 (N = 210) 96.7

One-vs-all

w/PCA 62.3 (PC = 8) 85.2 (N = 420, PC = 4) 85.2 (PC = 4)

w/o PCA 60.6 98.4 (N = 340) 95.1

Gaussian SVM

One-vs-one * * *

One-vs-all

w/PCA 65.6 (PC = 8) 88.5 (N = 420, PC = 4) 88.5 (PC = 4)

w/o PCA 68.8 98.4 (N = 140) **

K-NN 54.1 (K = 7) 95.1 (N = 240, K = 10) 91.8 (K = 12)

N is the number of carriers used in N Strongest. The optimal number of principal components PC, and optimal K of the K-NN classifier, are given in parentheses.

*It was unnecessary to apply the Gaussian SVM to the one-vs-one case because the training sets were always found to be linearly separable using Ho-Kashyap.

**It is not meaningful to apply the Gaussian SVM to the All Nmax Carriers fingerprint, due to Cover’s theorem (see text).
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standard 7-carrier NMR, never provides better than 69%
classification efficiency. In comparison, when the RSS
vectors are extended to include the strongest 340 car-
riers, for example, a linear, one-vs-all SVM correctly
classifies 98.4% of the test set examples. Indeed, when
large numbers of carriers are retained, seven of the nine
SVM classifiers presented in the table are able to cor-
rectly classify over 95% of the test set examples. The
application of PCA to the high carrier count fingerprints
leads to a performance degradation in the one-vs-all
mode, which can be recovered, however, by preferring
the more sensitive one-vs-one approach. The principal
result, which including large numbers of GSM carriers
in the RSS fingerprints leads to very good performance,
is very clear.
3.3.2. Results on the lab set
The lab dataset is made up of 601 scans containing RSS
vectors of 534 carriers. A test set was constructed from
101 randomly selected scans, leaving 500 for the cross-
validation procedure.
Table 2 shows the classification results for linear and

Gaussian SVMs in the one-vs-one and one-vs-all config-
urations, with results from a non-PCA K-NN classifier
also provided for comparison. The meaning of the aster-
isk entries is the same as in Table 1. The results on the
lab set exhibit many similarities to those on the home
set. First, it is once again clear that the NMR-like Cur-
rent Top 7 fingerprint is inadequate for providing good
localization performance; indeed, its performance here is
even worse than that on the home set. Secondly, we
note that very good performance can be obtained by
extending the fingerprint to a much larger number of
carriers. For example, a linear one-vs-all SVM acting
upon a fingerprint of the strongest 390 carriers here

correctly classifies 95.1% of the test set examples.
Finally, the application of PCA in the one-vs-all case
again leads to a degradation in performance. In contrast
to the home set, however, this degradation is not reco-
verable here by using a one-vs-one classifier. Indeed, the
classification problem appears to be globally more diffi-
cult for the lab set than for the home set, as is further
evidenced by the fact that only four of the nine high
carrier count SVM classifiers obtain more than 95% cor-
rect identification, compared to seven out of nine for
the home set. The performance of the K-NN classifier is
also substantially lower than on the home set, and, as
already mentioned, the overall performance of the Cur-
rent Top 7 fingerprint on the lab set is very poor. The
best result on the lab set, however, is 100% correct
identification on the independent test set, verifying once
again that good localization performance can indeed be
obtained by applying machine learning techniques to
fingerprints with large numbers of carriers. Based on the
size of the rooms involved, this localization performance
corresponds to a positional accuracy of some 3 m. As in
the case of the home set, one-vs-all linear classifiers with
PCA perform poorly.

4. Semi-supervised classification
As was pointed out earlier, the RSS scans are manually
labeled during data acquisition. In large-scale environ-
ments, this is a tedious and time consuming task, which
impinges in a negative way on the future development
of real world applications of the localization techniques
proposed here. A more favorable scenario would be one
in which the acquisitions take place automatically, and
the user is required to intervene only occasionally to
provide labels to help the learning algorithm discover

Table 2 Percentage of correctly classified test set examples (lab set)

Classifier Current Top 7 N Strongest All Nmax (= 534) carriers

Linear SVM

One-vs-one

w/PCA 38.6 (PC = 8) 70.3 (N = 490, PC = 10) 70.3 (PC = 8)

w/o PCA 35.6 98 (N = 280) 100

One-vs-all

w/PCA 32.6 (PC = 8) 59.6 (N = 520, PC = 10) 59.6 (PC = 10)

w/o PCA 45.5 95.1 (N = 390) 94.1

Gaussian SVM

One-vs-one * * *

One-vs-all

w/PCA 49.5 (PC = 10) 76.6 (N = 530, PC = 10) 68.3 (PC = 10)

w/o PCA 54.5 96.6 (N = 290) **

K-NN 52.5 (K = 6) 68.3 (N = 320, K = 13) 71.3 (K = 10)

N is the number of carriers used in N Strongest. The optimal number of principal components PC, and optimal K of the K-NN classifier, are given in parentheses.

*It was unnecessary to apply the Gaussian SVM to the one-vs-one case because the training sets were always found to be linearly separable using Ho-Kashyap.

**It is not meaningful to apply the Gaussian SVM to the All Nmax Carriers fingerprint, due to Cover’s theorem (see text).
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the appropriate classes. Semi-supervised learning algo-
rithms function in exactly this way.
Several methods of performing semi-supervised classi-

fication are described in the machine learning literature
[25,26]. Encouraged by the good performance obtained
with supervised SVMs, we have chosen to test a kernel-
based semi-supervised approach known as the Trans-
ductive SVM, or TSVM [27], which has been applied
with success, for example, in text recognition [27] and
image processing [28].
A TSVM functions similarly to a standard SVM, that

is, by finding the hyperplane which is as far as possible
from the nearest training examples, with the key differ-
ence that some of the examples have class labels, and
others do not. The TSVM learning algorithm consists of
two stages:

• In the first stage, a standard SVM classification is
performed using only the labeled data. The classifi-
cation function of Equation 2 is then used to assign
classes to the unlabeled points in the training set.
• The second stage of the algorithm solves an opti-
mization problem whose goal is to move the unla-
beled points away from the class boundary by
minimizing a cost function. This function is com-
posed of a regularization term and two error-penali-
zation terms, one for the labeled examples, and the
other for those which were initially unlabeled (and
for which labels were predicted in the first stage).
The optimization is carried out by successive permu-
tation of the predicted labels. Permutations of two
labels which lead to a reduction in the cost function
are carried out, while all others are forbidden. The
optimization terminates when no further permuta-
tions are possible.

As in the case of standard SVMs, regularization and
the use of a nonlinear kernel introduce hyper-para-
meters whose values are to be estimated during the
cross-validation process. In our study, the TSVM was
implemented using the SVMlight toolbox [29].

The presence of unlabeled data renders a data parti-
tion like that of Figure 3 impossible. In order to build a
classifier with the best possible generalization perfor-
mance, we have defined a new partition which differs
from the one traditionally proposed [27,30]. The proce-
dure is described below.
A test set is first chosen at random from the labeled

data. The remaining data are then divided into two sub-
sets, one for the validation, and a second which is
mixed with the unlabelled data to form a training set of
partially labeled data. The principle is illustrated in
Figure 7.
The results are presented in the next section. A K-NN

classifier was also evaluated, for comparison. K-NN can-
not make use of the unlabeled data: the nearest neigh-
bors that are relevant for classifying an entry are its
labeled neighbors only. The hyper-parameter K was
determined in the validation procedure.

4.1. Results
We note first that since the class labels of many of the
training examples are unknown, it is not possible to
carry out a one-vs-one strategy. Thus, only the one-vs-
all approach was implemented here.
4.1.1. Results on the home set
In order to make the performances of the TSVM classi-
fiers directly comparable to those obtained using SVMs,
the test set was chosen to be the same 61 example one
that was used to make Table 1. The data partition was
implemented as indicated in Figure 6, allocating 40
examples to the validation set, and 140 to the training
set, 100 of which are unlabeled. This choice thus imi-
tates a scenario in which some 80/180 = 44% of the
data is labeled (where we consider that the test set is
used here only for purposes of evaluating the viability of
our method).
Table 3 presents the test set performances obtained, in

percent, for the classifiers that were implemented. As
was the case for the supervised classifiers, the Current
Top 7 fingerprint achieves only mediocre performance.
For the classifiers which use large numbers of carriers,

Figure 7 An original data partitioning scheme for semi-supervised learning.
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however, seven of the eight tested were able to correctly
classify over 95% of the test set examples. Furthermore,
the performance of the linear TSVM classifier without
PCA is identical to that obtained by the same type of
classifier trained in supervised mode, thus demonstrat-
ing that semi-supervised learning techniques are indeed
an interesting approach for the localization problem.
Also, a simple linear classifier is apparently adequate
here, as the Gaussian TSVM did not provide any
improvement in performance. A K-NN classifier per-
forms poorly in this case because of the small number
of labeled examples in the training set.
4.1.2. Results on the lab set
We recall that the lab dataset contains 601 scans. The
test set of 101 examples that was used to create Table 2
is again employed for the TSVM. The training set here
contains 400 examples, of which 100 are labeled, with
the validation being performed on the 100 remaining
examples. Thus, for the lab set, the operating scenario is
one in which 200/500 = 40% of the data is labeled, the
101 examples of the test being used only to evaluate the
validity of our approach.
Table 4 summarizes the performances of the classi-

fiers tested. As was the case for supervised learning
case, the classification problem of the lab set appears to
be more difficult than that of the home set. The perfor-
mance of the Current Top 7 fingerprint for all classi-
fiers, and the performance of the K-NN classifiers for
all fingerprints, are again poor. The best performance,
87.1% here, is again obtained with a linear TSVM and a
fingerprint of 350 carriers without PCA, and is not

improved when a non-linear TSVM is applied. The
importance of including large numbers of carriers is
once again demonstrated, even if the semi-supervised
learning performance here, as compared to the fully
supervised case, while good, is less impressive than on
the home set.

5. Conclusion
We have presented a new approach to indoor localiza-
tion, founded upon the inclusion of very large numbers
of carriers in the GSM RSS fingerprints followed by an
analysis with appropriate machine learning techniques.
The method has been tested on datasets taken at two
different geographical locations and widely separated in
time. In both cases, room-level classification perfor-
mance approaching 100% was obtained. To the best of
our knowledge, this is the first demonstration that
indoor localization of very good quality can be obtained
from full-band GSM fingerprints, by making proper use
of relatively unsophisticated machine learning tools. We
have also presented promising results from a new var-
iant of the TSVM semi-supervised machine learning
algorithm, which should go a long way towards alleviat-
ing the difficulty of obtaining large numbers of position-
labeled RSS fingerprints.
The results obtained in our study allow to imagine

new localization services and applications which are of
very low cost and complexity, due to being based upon
the cellular telephone networks which today are almost
ubiquitous throughout the world. In the study presented
here, the localization algorithms were always executed

Table 3 Percentage of correctly classified test set examples for the TSVM (home set)

TSVM Classifier Current Top 7 N Strongest All Nmax (= 488) carriers

Linear

w/PCA 54.1 (PC = 4) 95.1 (N = 350, PC = 4) 93.4 (PC = 4)

w/o PCA 55,7 98.4 (N = 370) 98.4

Gaussian

w/PCA 52.5 (PC=10) 98.4 (N = 280, PC = 6) 96.7 (PC = 7)

w/o PCA 62,3 98.4 (N = 330) -

K-NN 50.8 (K=4) 91.8 (N = 200, K = 4) 86.8 (K = 5)

The definitions of K, N, and PC are identical to those used in Tables 1 and 2.

Table 4 Percentage of correctly classified test set examples (lab set)

TSVM Classifier Current Top 7 N Strongest All Nmax (= 534) carriers

Linear

w/PCA 40.6 (PC = 10) 60.4 (N = 260, PC = 10) 62.4

w/o PCA 32.7 87.1 (N = 350) 81.2

Gaussian

w/PCA 38.6 (PC = 10) 47.5 (N = 250, PC = 10) 48.5

w/o PCA 37.6 75.2 (N = 350) -

K-NN 37.6 (K = 6) 55.5 (N = 450, K = 5) 55.4 (K = 5)
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offline on standard processors. In future, such a system
could be implemented either on the handset or on a
server. In the first case, the GSM band scan and loca-
tion estimation calculations are performed in the hand-
set itself; in the second, GSM band scans performed by
the handset are sent to a server, where the position is
estimated.
A more ambitious measurement campaign, including

several more geographical locations, finer positioning
grids, and multiple RSS measuring devices, is currently
in the development stage. In addition to helping assess
the viability of our approach over a wider range of
environments, this study will also allow us to answer
certain questions which were not addressed in the cur-
rent work, for example:

• What is the ability of the method to identify on
which the floor of a building a mobile is localized?
• How will the performance behave in environments
with relatively poor GSM coverage (rural areas, etc.)?
• What is the true nature of the time stability of the
method? Will the database need to be updated regu-
larly and if so on what time scale? Although our
tests showed that coherence over a one-month per-
iod is possible, these temporal aspects need to be
evaluated rigorously.

Studies of additional types of semi-supervised learning
algorithms, as well as methods of predicting RSS values,
are envisioned in order to continue to address the time
consuming labeling task in large scale environments. An
exploration of time-dependent modeling techniques, a
more elaborate variable selection procedure, a more
sophisticated multiclass discrimination approach, and
the incorporation of other types of sensors in our mea-
suring devices for added redundancy, are also
envisioned.

Appendix
We provide here basic information that may be useful to
readers who are not familiar with supervised classifica-
tion by statistical machine.

Supervised classification by machine learning
Supervised classification consists of assigning one class,
out of several known classes, to an object described by a
vector of variables (also termed ‘descriptors’) x. In the
present article, x is a GSM fingerprint. For simplicity,
we consider here two-class problems: an object i belong-
ing to class A has label yi = +1, while an object belong-
ing to class B has label yi = -1; two extensions to multi-
class problems are described in the text.
We take the traditional classifier design strategy that

consists of (i) postulating a parameterized function f(x,

θ) where θ is a vector of adjustable parameters, and (ii)
estimating the vector θ such that the classification rule
the object described by x belongs to A if sgn(f(x,θ)) > 0 ,
and it belongs to B otherwise classifies all possible objects
of the two classes with a minimal rate of classification
errors. The equation of the surface that separates the
two classes in descriptor space is thus f(x,θ) = 0.
In order to estimate the parameters of the classifier, a

database called training set is necessary; it contains a
collection of objects (’examples’) that are known and
that have been labeled by a ‘supervisor’, hence the term
‘supervised learning’. In the present study, fingerprint
measurements have been performed, and each finger-
print has been recorded together with the label of the
room where the measurement was performed. The diffi-
culty of the training task stems from the fact that a
finite number of examples are available, while the result-
ing classifier should be optimal for all possible objects:
there is a risk that the classifier classify correctly all
available examples but perform poorly on other objects
of the class. Such a classifier is said to be overfitted to
the training data; it generalizes poorly. Clearly, if the
postulated function is given a very large number of
adjustable parameters that can vary on an arbitrarily
large scale, i.e., if the postulated function is very flexible,
it may define a very complicated separation surface
between the two classes, which classifies correctly all
examples of the training set and generalizes poorly to
other objects of the classes. One way to alleviate this
problem consists of preventing the parameters from
becoming too large; this is known as regularization.
Conversely, if the postulated function is not complex
enough, i.e., is too ‘stiff’, it may define a boundary sur-
face that lacks flexibility to accommodate the training
data, hence generalize poorly. Therefore, the central
problem in classifier design by machine learning meth-
ods is that of finding a boundary surface of appropriate
complexity; the complexity of a function is accurately
defined by its Vapnik-Cervonenkis (VC) dimension,
whose description goes beyond the scope of the present
appendix.

Support vector machines
Support Vector Machines (SVMs) are classifiers that fea-
ture a built-in regularization mechanism, and are guar-
anteed to produce classifiers of optimal complexity.
First assume that the examples present in the training

set are linearly separable, i.e., a postulated function of
the form f(x,θ) = x θ provides a boundary surface that
classifies all examples of the training set without errors.
In other words, all examples of the training set can be
perfectly separated by a straight line if x is of dimension
2, by a plane if x is of dimension 3, and by a hyperplane
if descriptor space is of dimension larger than 3. Then
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the parameters of the optimal hyperplane are obtained
by solving numerically the following constrained optimi-
zation problem: minimize ||θ|| under the constraint that
all examples are correctly classified; these constraints
are linear inequalities. The fact that ||θ|| is minimized
during training provides SVMs with an automatic regu-
larization mechanism.
This constrained optimization problem can be

expressed equivalently in a dual form by searching a
solution under the form

θ =
N∑
i=1

αiyixi

where the sum runs over all examples of the training
set.
The problem becomes a quadratic constrained optimi-

zation problem:

Maximize with respect to α : (α) =
N∑

i=1

αi − 1
2

N∑

i=1

N∑

j=1

αiαjyiyj(xi · xj)

under the constraints
N∑

i=1

αiyi = 0

αi ≥ 0 ∀i

This guarantees that all examples are correctly classi-
fied, and that the examples that lie closest to the separ-
ating hyperplane are as far as possible from the latter; in
other words, the margin of the classifier, i.e., the dis-
tance between the separating surface and the examples
is as large as possible (Figure 8).
It is shown that the only non-zero parameters ai per-

tain to the examples of the training set that lie exactly

on the margin (the support vectors), i.e., are located clo-
sest to the separating surface. Therefore, the number of
nonzero parameters is usually much smaller than the
number of examples, a straightforward consequence of
the regularization mechanism present in the definition
of the SVM.
If the examples are not linearly separable, the dot pro-

duct (xi xj) can be replaced by an appropriate kernel
function K (xi, xj), which is equivalent to defining a new
feature space z = �(x) such that �(xi) �(xj) = K(xi, xj). If
the training examples are linearly separable in the new
feature space, the SVM machinery can be applied
exactly as described above. The most popular kernel is

the Gaussian kernel K
(
x, y

)
= exp

∥∥x − y
∥∥2

σ 2
; the width s

is a hyperparameter whose value is found by cross-vali-
dation as described below.
Finally, if no satisfactory kernel can be found, the con-

straint that all training examples are correctly classified
can be relaxed (soft-margin SVM). As a result, the last
constraint of the dual form of the optimization problem
becomes

0 < αi < C ∀i

where C is a hyperparameter, termed regularization
constant, whose value is found by cross-validation. The
larger the value of C, the more stringent the constraint
of correct classification of all examples. The number of
support vectors is equal to the number of examples that
lie within the margin of the classifier; in the present
study, about 25% of the training examples were found
to be support vectors.

Figure 8 Optimal separating hyperplane for linearly separable examples.
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Cross-validation consists of the following procedure:
the available dataset is divided into two disjoint subsets:
a training/validation set and a test set.
The training/validation set is in turn divided into D

disjoint subsets or folds. A classifier is trained on D - 1
folds, and the resulting classifier is applied to the exam-
ples present in the remaining fold. The number of clas-
sification errors on these examples is stored in memory,
and the procedure is iterated D times, so that each
example in the training/validation set is present once
and only once in a validation set. The validation score is
the overall classification error rate, computed by count-
ing the error on all examples in the validation sets,
thereby providing an estimate of the performance of the
classifier. The same procedure is repeated for various
values of the hyperparameters, and the combination of
the hyperparameters giving the classifier with the smal-
lest validation score is retained. Finally, a classifier with
the optimal hyperparameter combination is trained with
all examples of the training/validation set; its perfor-
mance is subsequently assessed on the test set, whose
examples have never been used before, thereby provid-
ing a statistically valid estimate of the classifier
performance.

Data preprocessing by principal component analysis
Principal components analysis is a useful preprocessing
technique for finding a representation of the variables
that is more compact than the representation used

initially. Consider the following extreme case, illustrated
on Figure 9: in representation space, i.e., in the space
whose dimension is equal to the number of variables
(three for graphical simplicity), each dot represents the
values of the variables measured for an example of the
training set. If the dots are aligned, it is clear that the
problem, which seemed to be three-dimensional, can
actually be described by a single variable: the abscissa of
each point along the line, which is a linear combination
of the primary variables. The PCA technique, based on
the diagonalization of the covariance matrix of the vari-
ables, finds the parameters of that combination. More
generally, if the variables have the structure of an elon-
gated cloud, the data can be represented more com-
pactly by a smaller number of variables that are linear
combinations of the primary variable. The first principal
axis found by the PCA procedure is the axis along
which the variance of the primary variables is maximum,
the second principal axis is the axis along which the
remaining variance is maximum, etc. These axes are
mutually orthogonal.
In this study, when PCA was used, classifiers with an

increasing number of principal components were
trained in succession; the error rate of each classifier
was computed on a validation set, until the addition of
a new principal component did not increase the valida-
tion score significantly. As shown in Tables 1 and 2, 4
to 10 principal components were found useful in our
study.

Figure 9 Graphical illustration of Principal Component Analysis in the case of a 3-dimensional representation space. Each dot shows
the values of the variables pertaining to a given example. Left: all dots fall on a straight line, which means that each example can be described
unambiguously by its abscissa along that line: the number of variables can be reduced can be reduced from 3 to 1 without information loss.
Right: with negligible information loss, each example can be described by its coordinates with respect to the first two principal axes, so that the
number of variables can be reduced from 3 to 2.
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PCA should not be confused with variable selection
procedures that assess the relevance of the variables,
since PCA takes into account the variables only, and
does not take into account the quantity to be predicted,
i.e., the class of the item to be classified.

List of abbreviations
BTS: base transceiver station; CV: cross-validation; K-NN: K-nearest neighbor;
OEM: original equipment manufacturer; PCA: principal components analysis;
RSS: received signal strength; SVM: support vector machines.
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