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This study begins with the establishment of a three-dimension business cycle model based on the condition of a fixed exchange rate.
Using the established model, the reported study proceeds to describe and discuss the existence of the equilibrium and stability of
the economic system near the equilibrium point as a function of the speed of market regulation and the degree of capital liquidity
and a stable region is defined. In addition, the condition of Hopf bifurcation is discussed and the stability of a periodic solution,
which is generated by the Hopf bifurcation and the direction of the Hopf bifurcation, is provided. Finally, a numerical simulation is
provided to confirm the theoretical results.This study plays an important role in theoretical understanding of business cycle models
and it is crucial for decision makers in formulating macroeconomic policies as detailed in the conclusions of this report.

1. Introduction

Accompanied with the development of an economy, increas-
ingly, mainstream economic research has maintained a
watchful eye on nonlinear dynamics theory, because its influ-
ence is spreading over both the microeconomic and macroe-
conomic fields. Economists are devoted to analyzing every
crucial phenomenon of an economic system using eco-
nomic data mining, such as irregular microeconomic fluc-
tuation, erratic macroeconomic fluctuations, irregular eco-
nomic growth, structural changes, and overlapping waves of
economic development. However, to account for the limi-
tations of these data, quantitative analysis techniques such
as data mining and data analysis just scratch the surface of
an economic system making it difficult for economists to
conduct meaningful discussions or theoretical analysis of an
economic system. Therefore, the qualitative theory of the
ordinary differential equation plays an important role in
analyzing macroeconomic operational mechanisms.

Among the various macroeconomic theories, economic
cycles have always been an interesting field that has attracted
most economists. The fluctuations of macroeconomic vari-
ables can reflect the degree of stability of the whole eco-
nomic system [1–4]. Due to the historic trends of economic

globalization, today there is no complete closed economy.
Therefore, it is far more practical today for researchers to
conduct studies on open economies. An open economy sys-
tem includes both domestic and foreign economic activities,
which produces the greatest influence on each part of a
national economy [5–8].

This study focused on amacroeconomic dynamics model
of the Kaldorian economic cycle in an open economic system
based on a forecasted capital condition. Recently, many
conflicting macroeconomic dynamic models have been gen-
erated. The classical model was proposed by Kaldor and the
mathematical structure of the business cycle based on the
Kaldorian concept has been researched extensively [9–11].
However, it must be noted that most of this research was
based on closed economic systems with the exception of a
few studies such as those of Lorenz, Asada, and a few others.
Lorenz [12] considered the model in an open economic
situation and expanded its capabilities. His research played an
important role inmodels of business cycles in open economic
situations. Lorenz proposed a multinational model (three
nations) where these nations were connected by international
trade. Using a numerical simulation, Lorenz found that his
model would generate chaos. But this study research con-
sidered only fixed exchange rate conditions without capital
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movement and the physical capital stock of each nation was
considered to be constant although external investment was
allowed. In a sense, the model proposed by Lorenz is a short
period model.

Asada [13] took another approach to study the Kaldorian
business cycle model in an open economy. In Asada’s study,
themovement of capital was considered and the study investi-
gated an economic system with both fixed and flexible
exchange rate conditions. He also considered the physical
capital stock variations resulting from corporate investment,
which is a fundamental feature of a Kaldorian business cycle
model. To avoid a complicated analysis, Asada restricted his
analysis to a small open economic system and the degree
of capital mobility was an important parameter used to
determine the kinetic properties of the system. Based on the
work cited, this current study was intended to investigate the
Kaldorian business cycle model with a fixed exchange condi-
tion, where the speed of market regulation and the degree of
capital movement were considered as system parameters to
obtain the salient dynamic properties of the model:

𝑑𝑌 (𝑡)

𝑑𝑡
= 𝛼 [𝐶 (𝑡) + 𝐼 (𝑡) + 𝐺 + 𝐽 (𝑡) − 𝑌 (𝑡)] , (1)

where 𝛼 represents the speed of market regulation and (1) is
the Kaldorian adjustment equation for a commodity market.
Here, 𝐶(𝑡) = 𝑐[𝑌(𝑡) − 𝑇(𝑡)] + 𝐶

0
, where (0 < 𝑐 < 1,

𝐶
0
> 0) represents the normal Keynes consumption function,

and 𝑇(𝑡) = 𝜏𝑌(𝑡) − 𝑇
0
, where (0 < 𝜏 < 1, 𝑇

0
> 0) represents

the revenue function. In (1), 𝐽(𝑡) = 𝐽[𝑌(𝑡), 𝜋] (𝜕𝐽/𝜕𝑌 < 0,
𝜕𝐽/𝜕𝜋 > 0) represents the balance of current account and
it is inversely correlated to the net real national income and
positively correlated to the exchange rate 𝑑𝑀(𝑡)/𝑑𝑡 = 𝑝𝐴(𝑡):

𝑑𝐾 (𝑡)

𝑑𝑡
= 𝐼 (𝑡) . (2)

Equation (2) is the capital accumulation equation. The
rate of change of the actual physical capital stock is equal to
net actual private investment in physical capital stock.

In formula (1) and (2), 𝐼(𝑡) = 𝐼[𝑌(𝑡), 𝐾(𝑡), 𝑟(𝑡)], where
𝜕𝐼/𝜕𝑌 > 0, 𝜕𝐼/𝜕𝐾 < 0, 𝜕𝐼/𝜕𝑟 < 0. 𝐼(𝑡) represents the Kaldori-
an investment function and itsmeaning is that net investment
expenditure can be expressed by the net real national income,
the real physical capital stock, and the nominal interest rate,
where 𝑟(𝑡) is the nominal interest rate.

The balance function of international payments can be
defined as follows:

𝐴 (𝑡) = 𝐽 (𝑡) + 𝑄 (𝑡) . (3)

In (3),𝑄(𝑡) = 𝛽[𝑟(𝑡)−𝑟
𝑓
−(𝜋
𝑐
(𝑡)−𝜋(𝑡))/𝜋(𝑡)], 𝛽 > 0, rep-

resents the capital account equation.This equation illustrates
the relationship as follows: (1) the balance of capital account
and the degree of capital mobility; (2) the differences between
domestic interest rate and others; (3) the proportional rela-
tion between the differences of expectant exchange rate and
the exchange rate. Here 𝛽 represents the degree of capital
movement, 𝜋𝑒(𝑡) represents the expectant exchange rate, and
𝑟
𝑓
represents the foreign nominal interest rate.

To investigate the Kaldorian model in a fixed exchange
rate condition, this study assumes that

𝜋 (𝑡) = 𝜋, (4)

𝜋
𝑒
(𝑡) = 𝜋, (5)

𝑑𝑀(𝑡)

𝑑𝑡
= 𝑝𝐴 (𝑡) . (6)

Equation (4) represents the institutional arrangement of
the system in a condition of the fixed exchange rates. In other
words, the exchange rate is a special constant. Equation (5)
assumes that the expectant exchange rate will remain con-
stant. Equation (6) shows that the money supply is constantly
in flux accompanied by the total international balance of
payments. From (1), (2), and (6), a 3-dimensional nonlinear
dynamic system can be obtained which is expressed as
follows:

𝑑𝑌 (𝑡)

𝑑𝑡
= 𝛼 [(𝑐 − 𝑐𝜏 − 1) 𝑌 + 𝐼 (𝑌,𝐾, 𝑟) + 𝐽 (𝑌, 𝜋) + 𝐺

+ 𝑐𝑇
0
+ 𝐶
0
] ,

𝑑𝐾 (𝑡)

𝑑𝑡
= 𝐼 (𝑌,𝐾, 𝑟) ,

𝑑𝑀 (𝑡)

𝑑𝑡
= 𝐽 (𝑌, 𝜋) + 𝛽 [𝑟 (𝑌,𝑀) − 𝑟

𝑓
] .

(7)

According to the research of Asada [13], the nominal interest
rate function 𝑟(𝑡) can be used in the investment functions
𝐼(𝑌,𝐾,𝑀) and 𝐼(𝑌) yielding

𝑟 (𝑌,𝑀) = 𝛿√𝑌 − 𝛽
2
𝑀,

𝐼 (𝑌,𝐾, 𝑟) = 𝐼 (𝑌) − 𝑑
1
𝐾 − 𝛽

1
𝑟,

𝐼 (𝑌) = 𝛾√𝑌.

(8)

Then system (7) is transformed into the form

𝑑𝑌 (𝑡)

𝑑𝑡
= 𝛼 [(𝑐 (1 − 𝜀) − 1) 𝑌 (𝑡) + (𝛾 − 𝛽

1
𝛿)√𝑌 (𝑡)

− 𝑑
1
𝐾 (𝑡) + 𝛽

1
𝛽
2
𝑀(𝑡) + 𝑐𝑇

0
+ 𝐶
0
+ 𝐺] ,

𝑑𝐾 (𝑡)

𝑑𝑡
= (𝛾 − 𝛽

1
𝛿)√𝑌 (𝑡) − 𝑑

1
𝐾 (𝑡) + 𝛽

1
𝛽
2
𝑀(𝑡) ,

𝑑𝑀 (𝑡)

𝑑𝑡
= 𝛿
1
𝑌 + 𝛽 (𝛿√𝑌 (𝑡) − 𝛽2𝑀− 𝑟

0
) ,

(9)

where𝑌 is actual gross domestic product,𝐶 is actual consume
expenditure, 𝐾 is the physical capital stock, 𝑇 is the actual
income tax, 𝐺 is government expenditures, 𝑀 is nominal
currency supply, 𝛼 is the market adjustment coefficient, and
𝛽 is the degree of capital movement.
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Furthermore, if we denote𝑚 = 𝑐(1 − 𝜀) − 1, 𝑛 = 𝛾 − 𝛽
1
𝛿,

𝑏 = 𝛽
1
𝛽
2
, 𝑎 = 𝑐𝑇

0
+𝐶
0
+𝐺, then themodel can be transferred

to

𝑑𝑌 (𝑡)

𝑑𝑡

= 𝛼 (𝑚𝑌 (𝑡) + 𝑛√𝑌 (𝑡) − 𝑑
1
𝐾 (𝑡) + 𝑏𝑀 (𝑡) + 𝑎) ,

𝑑𝐾 (𝑡)

𝑑𝑡
= 𝑛√𝑌 (𝑡) − 𝑑

1
𝐾 (𝑡) + 𝑏𝑀 (𝑡) ,

𝑑𝑀 (𝑡)

𝑑𝑡
= 𝛿
1
𝑌 (𝑡) + 𝛽 (𝛿√𝑌 (𝑡) − 𝛽2𝑀(𝑡) − 𝑟0) .

(10)

It is well known that 𝑌(𝑡) represents the gross domestic
product and it is always positive. Hence, we can assume that
𝑌(𝑡) > 0, and the function √𝑌(𝑡) is a smooth function in
(0, +∞). Model (10) has right-hand sides of class 𝐶1(0, +∞).

The paper is organized as follows: in Section 2, the local
stability of the equilibrium point of system is described (10),
and the market adjustment coefficient 𝛼 and the degree of
capital movement 𝛽 are the system parameters to determine
the stable region of the system. In Section 3, the existence of
Hopf bifurcation and the stability of the periodic solution
generated by Hopf bifurcation based on parameters 𝛼 and 𝛽
are discussed. Finally, some conclusions are given.

2. Analysis on Equilibrium State of the System

2.1. Existence of Equilibrium Point and the Stability of the
System. To find the stable economic growth path and obtain
the relationship between economic growth, capital accumu-
lation, and nominal currency supply, the equilibrium point of
system (10) must be determined as follows:

𝛼 (𝑚𝑌 (𝑡) + 𝑛√𝑌 (𝑡) − 𝑑1𝐾 (𝑡) + 𝑏𝑀 (𝑡) + 𝑎) = 0,

𝑛√𝑌 (𝑡) − 𝑑
1
𝐾 (𝑡) + 𝑏𝑀 (𝑡) = 0,

𝛿
1
𝑌 (𝑡) + 𝛽 (𝛿√𝑌 (𝑡) − 𝛽2𝑀(𝑡) − 𝑟0) = 0.

(11)

Therefore, we can obtain the equilibrium point as 𝐸(𝑌∗,
𝐾
∗
,𝑀
∗
), where

𝑌
∗
= −

𝑎

𝑚
,

𝐾
∗
=
𝑏𝛿
1
𝑌
∗
+ (𝑏𝛿 + 𝑛𝛽

2
) 𝛽√𝑌∗ − 𝑏𝛽𝑟

0

𝛽𝛽
2
𝑑
1

,

𝑀
∗
=
𝛿
1
𝑌
∗
+ 𝛽 (𝛿√𝑌∗ − 𝑟

0
)

𝛽𝛽
2

.

(12)

If the actual conditions of the system are considered, the
physical capital stock 𝐾, the nominal currency supply 𝑀,
and the gross domestic product 𝑌 should be positive values.
Hence, the following hypothesis (𝐻

1
) is required:

(H
1
)

𝑐 (1 − 𝜀) < 1,

𝑏𝛿
1
𝑌
∗
+ (𝑏𝛿 + 𝑛𝛽

2
) 𝛽√𝑌∗ − 𝑏𝛽𝑟

0

𝛽𝛽
2
𝑑
1

> 0,

𝛿
1
𝑌
∗
+ 𝛽 (𝛿√𝑌∗ − 𝑟

0
)

𝛽𝛽
2

> 0.

(13)

When all of parameters meet the hypothesis (𝐻
1
), the equi-

librium point 𝐸(𝑌∗, 𝐾∗,𝑀∗) of system (10) is positive.
To determine the stability of system near the equilibrium

point 𝐸(𝑌∗, 𝐾∗,𝑀∗), according to the theory of nonlinear
dynamics, the linear transformation should be considered as
follows to move the equilibrium point to the original point:

𝑥 = 𝑌 − 𝑌
∗
,

𝑦 = 𝐾 − 𝐾
∗
,

𝑧 = 𝑀 −𝑀
∗
.

(14)

Then, near original point, system (10) can be transferred
into the form that

𝑑𝑋

𝑑𝑡
= 𝛼 (𝑛√𝑋 + 𝑌∗ + 𝑚𝑋 − 𝑛√𝑌∗ − 𝑑

1
𝑌 + 𝑏𝑍) ,

𝑑𝑌

𝑑𝑡
= 𝑛√𝑋 + 𝑌∗ − 𝑛√𝑌∗ − 𝑑

1
𝑌 + 𝑏𝑍,

𝑑𝑍

𝑑𝑡
= 𝛿
1
𝑋 + 𝛽 (𝛿√𝑋 + 𝑌∗ − 𝛿√𝑌∗ − 𝛽

2
𝑍) .

(15)

The Jacobian matrix of system (15) is

(

(

𝛼𝑚+
𝑛

2√𝑌∗
−𝛼𝑑
1
𝛼𝑏

𝑛

2√𝑌∗
−𝑑
1

𝑏

𝛿
1
+

𝛽𝛿

2√𝑌∗
0 −𝛽𝛽

2

)

)

. (16)

And its characteristic polynomial is

𝑓 (𝜆) = 𝜆
3
+ 𝐴𝜆
2
+ 𝐵𝜆 + 𝐶, (17)

where

𝐴 = 𝑑
1
+ 𝛽𝛽
2
− 𝛼𝑚 −

𝛼𝑛

2√𝑌∗
,

𝐵 = 𝛽𝛽
2
𝑑
1
− 𝛼 (𝑚𝛽𝛽

2
− 𝑏𝛿
1
− 𝑚𝑑
1
)

−
𝛼𝛽 (𝑏𝛿 + 𝑛𝛽

2
)

2√𝑌∗
,

𝐶 = −𝛼𝑚𝛽𝛽
2
𝑑
1
.

(18)

According to the Routh-Hurwitz criterion, we can obtain the
hypothesis:
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(H
2
)

𝐴 > 0,

𝐴𝐵 − 𝐶 > 0,

all roots of the equation 𝑓 (𝜆)

= 0 has strictly negative real part.

(19)

According to the theory of nonlinear dynamics, when the
systemmeets hypotheses𝐻

1
,𝐻
2
, the equilibriumpoint𝐸(𝑌∗,

𝐾
∗
,𝑀
∗
) is stable.

2.2. Numerical Simulation of Equilibrium Point Stability. To
attain the dynamic evolution behaviors and the complexity
of system (10), system (10) should be considered with the fol-
lowing parameters based on the former theoretical analysis.
According to relevant research [13] we take 𝑐 = 0.8, 𝜀 = 0.425,
𝑇
0
= 10, 𝐶

0
= 70, 𝐺 = 30, 𝑟

0
= 6, 𝛿 = 10, 𝛽

1
= 1, 𝛽

2
= 1,

𝑑
1
= 0.3, 𝛾 = 25. And model (10) can be transferred into

𝑑𝑌

𝑑𝑡
= 𝛼 (−0.66𝑌 + 15√𝑌 − 0.3𝐾 +𝑀 + 108) ,

𝑑𝐾

𝑑𝑡
= 15√𝑌 − 0.3𝐾 +𝑀,

𝑑𝑀

𝑑𝑡
= −0.3𝑌 + 10𝛽√𝑌 − 𝛽𝑀 − 6𝛽 + 50.

(20)

System (20) has unique equilibriumpoint𝐸(𝑌∗, 𝐾∗,𝑀∗):

𝑌
∗
= 163.636,

𝐾
∗
= 1046.004 +

3.030

𝛽
,

𝑀
∗
= 121.920 +

0.909

𝛽
.

(21)

From the matrix (16), the Jacobian matrix of system (20) at
origin point is

(

−0.0736980299𝛼 −0.3𝛼 𝛼

0.5863019701 −0.3 1

−0.3 + 0.3908679800𝛽 0 −𝛽

) . (22)

And its characteristic polynomial is

𝑓 (𝜆) = 𝜆
3
+ (𝛽 + 0.3 + 0.074𝛼) 𝜆

2

+ ((−0.317𝛽 + 0.498) 𝛼 + 0.3𝛽) 𝜆

+ 0.198𝛼𝛽.

(23)

According to (17),

𝐴 = 𝛽 + 0.3 + 0.074𝛼,

𝐵 = (−0.317𝛽 + 0.498) 𝛼 + 0.3𝛽,

𝐶 = 0.198𝛼𝛽.

(24)

Thus, according to the Routh-Hurwitz criterion and hypoth-
esis (19), we know that the equilibrium point 𝐸(𝑌∗, 𝐾∗,𝑀∗)
of the system needs to meet 𝐴𝐵 > 𝐶; that is,

𝜑
𝑠
= −0.317𝛼𝛽

2
+ 0.227𝛼𝛽 + 0.3𝛽

2
+ 0.149𝛼 + 0.09𝛽

− 0.023𝛼
2
𝛽 + 0.037𝛼

2
> 0.

(25)

From the plane 𝛼-𝛽, we can obtain the stable boundary
curve 𝜑

𝑠
= 0 and the stable region 𝜑

𝑠
> 0, whose parameters,

𝛼 ∈ [1, 3] and𝛽 ∈ [1.5, 10], are shown in Figure 1. At the same
time, the stable critical surface in three-dimensional space𝜑

𝑠
-

𝛼-𝛽 can be obtained.The area under the stable critical surface
represents the stable region, and inversely, the area above it
represents the unstable region as shown in Figure 2.

The solid line in Figure 1 represents the critical curve 𝜑
𝑠
=

0 through which the status changes from stable to unstable at
the equilibrium point 𝐸(𝑌∗, 𝐾∗,𝑀∗) and vice versa. When
parameters of system (20), as shown from the gray portion
(𝜑
𝑠
> 0) in Figure 1, passes through the boundary curve into

the white part, system (20) becomes unstable. That is to say,
no matter the initial value, so long as the parameters pair
(𝛼, 𝛽) is in the gray area of the curve, the time histories
of the gross domestic product 𝑌, the physical capital stock
𝐾, and the nominal currency supply 𝑀 will converge to
the equilibrium point after initial oscillation, and the phase
diagram of economic system will gradually converge to the
equilibrium point.

However, when the parameter pair (𝛼, 𝛽) assumes a
position at the point in white part of the curve, the history
of the gross domestic product 𝑌, the physical capital stock
𝐾, and the nominal currency supply 𝑀 cannot converge to
equilibrium. They may converge to a close orbit (limit cycle)
or emerge in a diverging status, to the point where they
emerge to an irregular thermal agitation status (chaos status),
and the phase diagram never converges to the equilibrium
point. Two points were extracted from these two areas and
placed into system (20) to observe the changes in the history
and phase diagram shown in Figures 3 and 4.

3. Existence and Stability of Hopf Bifurcation

As is previously mentioned, as the parameters 𝛼, 𝛽 change,
the system passes through a critical curve into an unstable
status. The numerical simulation in last section shows that
the unstable status presents different phenomena such as the
status of divergence, converging to a closed orbit, or passing
to a chaos. Furthermore, especially with economic systems, if
the system is stable, the solution should converge to the equi-
librium point shown in Figure 3. However, when the system
becomes unstable near the equilibrium 𝐸(𝑌

∗
, 𝐾
∗
,𝑀
∗
), the

changes in the system are an important area of interest.When
the system converges to a closed limit cycle, each variable
of the system assumes periodic variations. In the history
of the system variables, the amplitude will exhibit periodic
oscillations. This phenomenon can be explained by how the
business cycle is generated, which includes the economic
preparation period, growth period, recession period, and
adjustment period. Hopf bifurcation can help to explain these
periodic variations in an economic system. In this section the
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Stable region and stable boundary curve

𝜑s = 0

1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 31
𝛼
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6
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7

7.5
8

8.5
9

9.5
10

𝛽

𝜑s > 0

Figure 1: Stable region 𝜑
𝑠
= 0 and stable boundary curve 𝜑

𝑠
= 0.

1
1.5

2
2.5

3

0
2

4
6

8
10

Stable boundary surface

𝛼𝛽

−60

−40

−20

0

20

𝜑
s

Figure 2: Stable critical surface 𝜑
𝑠
.

existence and stability of the periodic solution generated by
the Hopf bifurcation of the system with the parameters 𝛼 and
𝛽 will be investigated.

3.1. Existence of Hopf Bifurcation. According to the theory of
nonlinear dynamics, if the characteristic equation of system
(15) has a pair of conjugate purely imaginary characteristic
roots, a Hopf bifurcation of system (15) occurs. The bifurca-
tion equation is

𝜆
3
+ 𝐴𝜆
2
+ 𝐵𝜆 + 𝐶 = 0. (26)

Assuming that 𝜆
1,2
= ±𝑖𝜔

0
is a pair of conjugate purely imag-

inary characteristic roots and substituting 𝜆 = 𝑖𝜔 into the
characteristic polynomial as well as letting 𝑓(𝜔) = 0, we
obtain

𝐵𝜔 − 𝜔
3
= 0,

−𝐴𝜔
2
+ 𝐶 = 0;

(27)

then 𝜔 = √𝐵 and the bifurcation equation is𝐶−𝐴𝐵 = 0; that
is,

(𝑑
1
+ 𝛽𝛽
2
− 𝛼𝑚 −

𝛼𝑛

2√𝑌∗
)(𝛽𝛽

2
𝑑
1

− 𝛼 (𝑚𝛽𝛽
2
− 𝑏𝛿
1
− 𝑚𝑑
1
) −

𝛼𝛽 (𝑏𝛿 + 𝑛𝛽
2
)

2√𝑌∗
)

+ 𝛼𝑚𝛽𝛽
2
𝑑
1
= 0.

(28)

Through the differential operation to (26),

3𝜆
2 𝑑𝜆

𝑑𝛼
+ 2𝜆𝐴

𝑑𝜆

𝑑𝛼
+ 𝜆
2 𝑑𝐴

𝑑𝛼
+ 𝐵

𝑑𝜆

𝑑𝛼
+ 𝜆
𝑑𝐵

𝑑𝛼
+
𝑑𝐶

𝑑𝛼
= 0, (29)

denote 𝑒
1
= 𝑑𝐴/𝑑𝛼, 𝑒

2
= 𝑑𝐵/𝑑𝛼, and 𝑒

3
= 𝑑𝐶/𝑑𝛼, and we

obtain

𝑑𝜆

𝑑𝛼
= −

𝜆
2
𝑒
1
+ 𝜆𝑒
2
+ 𝑒
3

3𝜆2 + 2𝐴𝜆 + 𝐵
, (30)

where 𝑒
1
= −(𝑚+ 𝑛/2√𝑌∗), 𝑒

2
= 𝑏𝛿
1
+𝑚𝑑
1
−𝑚𝛽𝛽

2
−𝛽(𝑏𝛿 +

𝑛𝛽
2
)/2√𝑌∗, and 𝑒

3
= −𝑚𝛽𝛽

2
𝑑
1
.

Substitute𝜆 = 𝑖𝜔
0
into the equation, and calculate the real

part of 𝑑𝜆/𝑑𝛼:

Re(𝑑𝜆
𝑑𝛼
) =

𝐴𝑒
2
+ 𝐵𝑒
1
− 𝑒
3

2 (𝐴2 + 𝐵)
. (31)

From this analysis, Theorem 1 is obtained with parameter 𝛼.

Theorem 1. If system (15) simultaneously meets the three con-
ditions shown as

(1) Re[𝑑𝜆/𝑑𝛼]|
𝛼=𝛼0

̸= 0,

(2) 𝐴2 + 𝐵 > 0,
(3) 𝐴𝑒

2
+ 𝐵𝑒
1
− 𝑒
3
̸= 0,

system (15) then generates a Hopf bifurcation at 𝛼 = 𝛼
0
, and a

limit cycle (periodic solution) will appear near the equilibrium
point 𝐸∗(𝑌∗, 𝐾∗,𝑀∗).

In a similar way, with a fixed 𝛼, the situation of the system
with the parameter 𝛽 is

𝑑𝜆

𝑑𝛽
= −

𝜆
2
𝑓
1
+ 𝜆𝑓
2
+ 𝑓
3

3𝜆2 + 2𝐴𝜆 + 𝐵
, (32)

where 𝑓
1
= 𝑑𝐴/𝑑𝛽, 𝑓

2
= 𝑑𝐵/𝑑𝛽, and𝑓

3
= 𝑑𝐶/𝑑𝛽:

𝑓
1
= 𝛽
2
,

𝑓
2
= 𝛽
2
𝑑
1
− 𝛼𝑚𝛽

2
−
𝛼 (𝑏𝛿 + 𝑛𝛽

2
)

2√𝑌∗
,

𝑓
3
= −𝑚𝛽

2
𝑑
1
.

(33)

Substitute 𝜆 = 𝑖𝜔
0
into the equation, and calculate the real

part of 𝑑𝜆/𝑑𝛽:

Re(𝑑𝜆
𝑑𝛽
) =

𝐴𝑓
2
+ 𝐵𝑓
1
− 𝑓
3

2 (𝐴2 + 𝐵)
. (34)

Then we haveTheorem 2 shown as follows.
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Figure 3: History and phase diagram of system with 𝛼 = 1.2, 𝛽 = 3.5.
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Figure 4: History and phase diagram of system with 𝛼 = 2.5, 𝛽 = 3.5.
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Theorem 2. If system (15) simultaneously meets the three
conditions shown as

(1) Re[𝑑𝜆/𝑑𝛽]|
𝛽=𝛽0

̸= 0,

(2) 𝐴2 + 𝐵 > 0,
(3) 𝐴𝑓

2
+ 𝐵𝑓
1
− 𝑓
3
̸= 0,

system (15) then generates a Hopf bifurcation at 𝛽 = 𝛽
0
, and a

limit cycle (periodic solution) will appear near the equilibrium
point 𝐸∗(𝑌∗, 𝐾∗,𝑀∗).

3.2. Direction and Stability of Hopf Bifurcation. A continuous
time nonlinear dynamic system is shown as follows:

�̇� = 𝐴𝑥 + 𝑁 (𝑥) , 𝐴 = (𝑎
𝑖𝑗
)
𝑛×𝑛
, 𝑥 ∈ R

𝑛
, (35)

where the smooth function𝑁(𝑥) = 𝑂(‖𝑥‖2) is the nonlinear
part of the dynamic system. 𝑁(𝑥) can be written into the
Taylor series form at origin point, where

𝑁(𝑥) =
1

2
𝐵 (𝑥, 𝑥) +

1

6
(𝑥, 𝑥, 𝑥) + 𝑜 (‖𝑥‖

4
) (36)

and the 𝐵(𝑥, 𝑦) and 𝐶(𝑥, 𝑦, 𝑧) are multilinear functions and
can be denoted as

𝐵
𝑖
(𝑥, 𝑦) =

2

∑

𝑗,𝑘=1

𝜕
2
𝐹
𝑖
(𝜉, 0)

𝜕𝜉
𝑗
𝜕𝜉
𝑘

𝜉=0

𝑥
𝑗
𝑦
𝑘
; 𝑖 = 1, 2,

𝐶
𝑖
(𝑥, 𝑦, 𝑢) =

3

∑

𝑗,𝑘=1

𝜕
3
𝐹
𝑖
(𝜉, 0)

𝜕𝜉
𝑗
𝜕𝜉
𝑘
𝜕𝜉
𝑙

𝜉=0

𝑥
𝑗
𝑦
𝑘
𝑢
𝑙
; 𝑖 = 1, 2, 3.

(37)

If matrix 𝐴 has a unique pair of conjugate purely imag-
inary characteristic roots 𝜆

1,2
= ±𝑖𝜔

0
(𝜔
0
> 0), and we

denote 𝑞 as the characteristic vector corresponding to the
characteristic value 𝑖𝜔

0
of matrix 𝐴, then

𝐴𝑞 = 𝑖𝜔
0
𝑞. (38)

Furthermore, denote 𝑝 as the characteristic vector corre-
sponding to characteristic value −𝑖𝜔

0
of matrix 𝐴𝑇, and we

have

𝐴
𝑇
𝑝 = −𝑖𝜔

0
𝑝 (39)

and 𝑝, 𝑞 meet ⟨𝑞, 𝑝⟩ = 𝑞
1
𝑝
2
+ 𝑞
2
𝑝
2
+ ⋅ ⋅ ⋅ + 𝑞

𝑛
𝑝
𝑛
= 1, so we

have denotations as follows:
𝑔
20
= ⟨𝑝, 𝐵 (𝑞, 𝑞)⟩

𝑔
11
= ⟨𝑝, 𝐵 (𝑞, 𝑞)⟩

𝑔
21
= ⟨𝑝, 𝐶 (𝑞, 𝑞, 𝑞)⟩ − 2 ⟨𝑝, 𝐵 (𝑞, 𝐴

−1
𝐵 (𝑞, 𝑞))⟩

+ ⟨𝑝, 𝐵 (𝑞, (2𝑖𝜔
0
𝐼
𝑛
− 𝐴)
−1
𝐵 (𝑞, 𝑞))⟩

+
1

𝑖𝜔
0

⟨𝑝, 𝐵 (𝑞, 𝑞)⟩ ⟨𝑝, 𝐵 (𝑞, 𝑞)⟩

−
1

𝑖𝜔
0

⟨𝑝, 𝐵 (𝑞, 𝑞)⟩

2

−
1

3𝑖𝜔
0

⟨𝑝, 𝐵 (𝑞, 𝑞)⟩

2
.

(40)

Thus, we obtain the unique expression of the first Lya-
punov coefficient:

𝑙
1 (0) =

1

2𝜔
0

Re (𝑖𝑔
20
𝑔
11
+ 𝜔
0
𝑔
21
) =

1

2𝜔
0

⋅ Re [⟨𝑝, 𝐶 (𝑞, 𝑞, 𝑞)⟩ − 2 ⟨𝑝, 𝐵 (𝑞, 𝐴−1𝐵 (𝑞, 𝑞))⟩

+ ⟨𝑝, 𝐵 (𝑞, (2𝑖𝜔
0
𝑌
𝑛
− 𝐴)
−1
𝐵 (𝑞, 𝑞))⟩] .

(41)

Accordingly, the Jacobian matrix 𝐴 at origin point of
system (15) is

(

𝛼𝑚 + 𝛼𝑛𝑅 −𝛼𝑑
1
𝛼𝑏

𝑛𝑅 −𝑑
1

𝑏

𝛿
1
+ 𝑛𝛽𝛿 0 −𝛽𝛽

2

), (42)

where 𝑅 = 1/2√𝑌∗.
Assuming that matrixes 𝐴 and 𝐴𝑇 both have a pair of

conjugate purely imaginary characteristic roots 𝜆
1,2
= ±𝑖𝜔

0
,

then according to the theory of the symmetric polynomial in
complex numbers fields

trace (𝐴) = 𝑖𝜔0 − 𝑖𝜔0 +
|𝐴|

𝜔2
0

= 𝛼 (2𝑚 + 𝑛𝑅) − 𝑑
1
− 𝛽𝛽
2

|𝐴| = 𝛼𝛽𝑚𝛽2𝑑1;

(43)

then

𝜔 = √
𝛼𝛽𝑚𝛽

2
𝑑
1

𝛼 (2𝑚 + 𝑛𝑅) − 𝑑
1
− 𝛽𝛽
2

. (44)

Through the equations shown as follows,

𝐴𝑞 = 𝑖𝜔
0
𝑞,

𝐴𝑞 = −𝑖𝜔
0
𝑞,

𝐴
𝑇
𝑝 = −𝑖𝜔

0
𝑝,

𝐴
𝑇
𝑝 = −𝑖𝜔

0
𝑝,

(45)

we get the characteristic vector 𝑞 corresponding to the char-
acteristic value 𝑖𝜔

0
of matrix 𝐴 and the characteristic vector

𝑝 corresponding to the characteristic value −𝑖𝜔
0
of matrix

𝐴
𝑇. When 𝑞 = (𝑞

1
, 𝑞
2
, 𝑞
3
)
𝑇

̸= 0, the system has a complex
solution:

[
[

[

−𝐼𝜔
0
+ 𝛼 (𝑅𝑛 + 𝑚) −𝛼𝑑

1
𝛼𝑛
1

𝑛𝑅 −𝐼𝜔
0
− 𝑑
1

𝑛
1

𝑅𝑚
1
+ 𝛿
1

0 −𝐼𝜔
0
− 𝑛
2

]
]

]

(

𝑞
1

𝑞
2

𝑞
3

)

= 0,

(46)

and the characteristic polynomial is

𝑓 (𝜔) = 𝑖𝜔
3
+ (−𝑅𝛼𝑛 − 𝛼𝑚 + 𝛽𝛽

2
+ 𝑑
1
) 𝜔
2

+ (𝑖𝑅𝛼𝛽𝑛𝛽
2
+ 𝑖𝛼𝑏𝛽𝛿𝑛 + 𝑖𝛼𝛽𝑚𝛽

2
+ 𝑖𝛼𝑏𝛿

1
+ 𝑖𝛼𝑚𝑑

1

− 𝑖𝛽
2
𝛽𝑑
1
) 𝜔 + 𝛼𝛽𝑚𝛽

2
𝑑
1
,

(47)
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and the characteristic vector 𝑞 corresponding to the charac-
teristic value 𝑖𝜔

0
of matrix 𝐴 is

𝑞 = (
−𝜔
2
+ 𝑖𝛽𝜔𝛽

2
+ 𝑖𝜔𝑑

1
+ 𝛽𝛽
2
𝑑
1

𝑖𝜔𝑛𝑅 + 𝛽𝛽
2
𝑛𝑅 + 𝑏𝛽𝛿𝑛 + 𝑏𝛿

1

, 1,

𝑖𝛽𝛿𝑛𝜔 + 𝛽𝛿𝑛𝑑
1
+ 𝑖𝜔𝛿
1
+ 𝑑
1
𝛿
1

𝑖𝜔𝑛𝑅 + 𝛽𝛽
2
𝑛𝑅 + 𝑏𝛽𝛿𝑛 + 𝑏𝛿

1

)

𝑇

.

(48)

In a similar way, we can obtain the characteristic 𝑝 corre-
sponding to the characteristic value −𝑖𝜔 of matrix 𝐴𝑇 which
is

𝑝 =
1

𝐷
(
−𝑖 (𝜔
2
+ 𝑖𝛽𝜔𝛽

2
+ 𝑖𝜔𝑑

1
− 𝛽𝛽
2
𝑑
1
)

𝛼𝑏𝜔
,

−
𝑑
1
(𝑖𝛽
2
𝛽 + 𝜔)

𝑏𝜔
, 1)

𝑇

.

(49)

Because ⟨𝑝, 𝑞⟩ = 1, we have

𝐷 =
1

𝐷
1

(2𝑖𝛼𝑏
2
𝛽
2
𝛿𝑛𝛽
2
𝑑
1
𝛿
1
− 𝑖𝑅𝛽

3
𝑛𝛽
2

3
𝑑
1

2

− 𝑖𝑏𝛽
2
𝛽
2

2
𝑑
1

2
𝛿
1
− 𝑖𝑏𝛽𝛿𝑛𝜔

4
− 𝑖𝑅𝛽𝑛𝜔

2
𝛽
2
𝑑
1

2

+ 2𝑖𝑅𝛼𝑏𝛽
3
𝛿𝑛
2
𝛽
2

2
𝑑
1
+ 2𝑖𝑅𝛼𝑏𝛽

2
𝑛𝛽
2

2
𝑑
1
𝛿
1

+ 𝑖𝑏𝛽𝛿𝑛𝜔
2
𝑑
1

2
+ 𝑖𝑏𝛽
3
𝛿𝑛𝜔
2
𝛽
2

2
+ 𝑖𝛼𝑏
2
𝛽𝛽
2
𝑑
1
𝛿
1

2

+ 𝑖𝑅
2
𝛼𝛽
3
𝑛
2
𝛽
2

3
𝑑
1
− 𝑖𝑅𝛼𝑏𝑛𝜔

2
𝑑
1
𝛿
1

− 𝑖𝑅𝛼𝑏𝛽𝛿𝑛
2
𝜔
2
𝑑
1
+ 𝑖𝛼𝑏
2
𝛽
2
𝛿
2
𝑛
2
𝜔
2
+ 𝑅𝛼𝑏𝛽𝛿𝑛

2
𝜔
3

+ 2𝑏𝛽
3
𝛿𝑛𝜔𝛽
2

2
𝑑
1
+ 2𝑏𝛽

2
𝛿𝑛𝜔𝛽
2
𝑑
1

2

− 𝑅𝛼𝑏𝛽
2
𝛿𝑛
2
𝜔𝛽
2
𝑑
1
− 𝑅𝛼𝑏𝛽𝑛𝜔𝛽

2
𝑑
1
𝛿
1

+ 𝑖𝑅𝛼𝑏𝛽
2
𝛿𝑛
2
𝜔
2
𝛽
2
+ 𝑖𝑅𝛼𝑏𝛽𝑛𝜔

2
𝛽
2
𝛿
1

+ 2𝑖𝑅𝛽
2
𝑛𝜔
2
𝛽
2

2
𝑑
1
+ 4𝑖𝑏𝛽𝜔

2
𝛽
2
𝑑
1
𝛿
1

+ 2𝑖𝛼𝑏
2
𝛽𝛿𝑛𝜔
2
𝛿
1
+ 4𝑖𝑏𝛽

2
𝛿𝑛𝜔
2
𝛽
2
𝑑
1

− 𝑅
2
𝛼𝛽
2
𝑛
2
𝜔𝛽
2

2
𝑑
1
+ 2𝑖𝑅𝑛𝜔

4
𝑑
1
− 2𝑏𝜔

3
𝑑
1
𝛿
1

+ 2𝑅𝛽
3
𝑛𝜔𝛽
2

3
𝑑
1
+ 𝑖𝑅𝛽

3
𝑛𝜔
2
𝛽
2

3
+ 𝑅𝑛𝜔

3
𝑑
1

2

+ 𝑖𝑅𝛽𝑛𝜔
4
𝛽
2
+ 2𝑏𝛽𝜔𝛽

2
𝑑
1

2
𝛿
1
− 𝑅𝛽
2
𝑛𝜔
3
𝛽
2

2

+ 𝑖𝑅
2
𝛼𝛽𝑛
2
𝜔
2
𝛽
2
𝑑
1
+ 𝑖𝑏𝛽
2
𝜔
2
𝛽
2

2
𝛿
1
+ 𝑅𝛼𝑏𝑛𝜔

3
𝛿
1

+ 2𝑅𝛽𝑛𝜔
3
𝛽
2
𝑑
1
+ 2𝑏𝛽

2
𝜔𝛽
2

2
𝑑
1
𝛿
1
− 2𝑏𝛽𝛿𝑛𝜔

3
𝑑
1

+ 𝑅𝛽
2
𝑛𝜔𝛽
2

2
𝑑
1

2
− 2𝑏𝛽

2
𝛿𝑛𝜔
3
𝛽
2
− 𝑅𝑛𝜔

5

− 2𝑏𝛽𝜔
3
𝛽
2
𝛿
1
− 𝑅
2
𝛼𝑛
2
𝜔
3
𝑑
1
+ 𝑖𝛼𝑏
2
𝜔
2
𝛿
1

2

+ 𝑖𝑏𝜔
2
𝑑
1

2
𝛿
1
+ 𝑖𝛼𝑏
2
𝜔
2
𝛿
1

2
− 𝑖𝑏𝛽
3
𝛿𝑛𝛽
2

2

− 𝑖𝑏𝜔
4
𝛿
1
𝑑
1

2
+ 𝑖𝛼𝑏
2
𝛽
3
𝛿
2
𝑛
2
𝛽
2
𝑑
1
) ,
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Figure 5: Bifurcation curve diagram.

where 𝐷
1
= 𝑏((𝛽𝛿𝑛 + 𝛿

1
)
2
𝑏
2
+ 2𝑅𝑛𝛽𝛽

2
(𝛽𝛿𝑛 + 𝛿

1
)𝑏 +

𝑅
2
𝑛
2
(𝛽
2
𝛽
2

2
+ 𝜔
2
))𝜔𝛼.

According to the definition of the linear function we can
obtain the bilinear function 𝐵(𝜉, 𝜂) and the trilinear function
𝐶(𝜉, 𝜂, 𝜁) shown as

𝐵 (𝜉, 𝜂) = (−
𝛼𝑛

4𝑌∗√𝑌∗
𝜉
1
𝜂
1
, 0, 0)

𝑇

,

𝐶 (𝜉, 𝜂, 𝜁) = (
3𝛼𝑛

8 (𝑌∗)
2√𝑌∗

𝜉
1
𝜂
1
𝜁
1
, 0, 0)

𝑇

.

(51)

Then we acquire the real part of the first Lyapunov
coefficient of system (15), and the expression of 𝐿

1
(0) is

𝐿
1
(0) =

1

2𝜔
(
3𝑝
1
𝛼𝑛𝑞
1

2
𝑞
1

(𝑌∗)
2√𝑌∗

−
𝑝
1
𝑛𝑞
1
𝑞
1

2𝑚𝑌∗√𝑌∗

−
𝑝
2
(𝑅𝑛𝛽𝛽

2
+ 𝑏𝛽𝛿𝑛 + 𝑏𝛿

1
) 𝑛𝑞
1
𝑞
1

2𝑚𝛽𝛽
2
𝑌∗√𝑌∗

−
𝑝
3
(𝛽𝛿𝑛 + 𝛿

1
) 𝑛𝑞
1
𝑞
1

2𝑚𝛽𝛽
2
𝑌∗√𝑌∗

−
16

𝑆𝑌∗3
𝛼
2
𝑛
2
𝑝
1
𝑞
1
(2𝑖𝜔 + 𝑑

1
) + (2𝑖𝜔 + 𝛽𝛽

2
) 𝑞
2

1
) ,

(52)

where

𝑆 = 2𝑖𝑅𝛼𝛽𝑛𝜔𝛽
2
+ 2𝑖𝛼𝑏𝛽𝛿𝑛𝜔 + 2𝑖𝛼𝛽𝑚𝜔𝛽

2
+ 2𝑖𝛼𝑏𝜔𝛿

1

+ 2𝑖𝛼𝑚𝜔𝑑
1
− 2𝑖𝛽𝜔𝛽

2
𝑑
1
− 4𝑅𝛼𝑛𝜔

2
+ 𝛼𝛽𝑚𝛽

2
𝑑
1

+ 8𝑖𝜔
3
− 4𝛼𝑚𝜔

2
+ 4𝛽𝜔

2
𝛽
2
+ 4𝜔
2
𝑑
1
.

(53)

3.3. Numerical Simulation of Hopf Bifurcation and Its Prop-
erties. Continuing the investigation of system (20) and the
relevant parameters are the same as in Section 2.2. We will
first discuss the existence of Hopf bifurcation. We know the
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Figure 6: History and phase diagram of the system when 𝛼 = 1, 𝛽 = 1.5.
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bifurcation equation is 𝐶 − 𝐴𝐵 = 0 according to (27), and
then

− 0.32𝛼𝛽
2
+ 0.23𝛼𝛽 + 0.3𝛽

2
+ 0.15𝛼 + 0.09𝛽

− 0.023𝛼
2
𝛽 + 0.037𝛼

2
= 0.

(54)

The bifurcation curve corresponding to the certain equation
is shown as in Figure 5.

We will investigate the existence of Hopf bifurcation of
the system in the two aspects below.

(1) Fix 𝛼 as a constant and observe the system status in
company with the variations of the parameter 𝛽.

Let 𝛽 = 10; then 𝛼 ≈ 𝛼
0
= 1.047. It is easily proved that

when 𝛼 ∈ [1, 𝛼
0
), no matter how the parameter 𝛽 changes,

the equilibrium point 𝐸(𝑌∗, 𝐾∗,𝑀∗) is always stable; when
𝛼 ∈ [𝛼

0
, 3], 𝛽

0
(𝛼) exists that makes the system assume Hopf

bifurcation, and the system passes into an unstable status. Let
𝛼 = 1 < 1.047; observe the status of systemwhen𝛽 = 1.5, 𝛽 =
6 shown as in Figures 6 and 7.

Let 𝛼 = 1, because 𝛼 < 𝛼
0
= 1.047; as previously men-

tioned, when 𝛼 ∈ [1, 𝛼
0
), despite the changes in parameter

𝛽, the system may vibrate for a short time and then converge
to the equilibrium point 𝐸(𝑌∗, 𝐾∗,𝑀∗). Thus, as is shown in
Figures 6 and 7, 𝛽 = 1.5 and 𝛽 = 6 to observe the status of the
system. It can be seen that the three variations in the system
𝑌, 𝐾,𝑀 rapidly converge to the equilibrium point, and the
phase curve rotates around the equilibrium point at first and
is rapidly attracted by the equilibrium.These phenomena are
in agreement with the theory analysis.

When 𝛼 = 2 > 1.047, according to (53), we get the critical
value 𝛽

0
(2) ≈ 2.01 and then observe the status of the system

with the parameters 𝛽 = 1.9 and 𝛽 = 2.5 shown in Figures 8
and 9.

Let 𝛼 = 2, because 𝛼 > 𝛼
0
= 1.047; then, according to

the theory analysis, the critical value 𝛽
0
(2) ≈ 2.01. That is,

when 𝛽 < 2.01, the system is stable near the equilibrium
point shown in Figure 8. But when 𝛽 > 2.01, the system
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Figure 15: First Lyapunov coefficient diagram with parameters 𝛼, 𝛽
changes.
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Figure 16: First Lyapunov coefficient diagram with parameters 𝛼, 𝛽
changes.

becomes unstable and then a Hopf bifurcation and a limit
cycle (business cycle) are generated as shown in Figure 9.

(2) Fix 𝛽 as a constant and observe the system status in
company with the parameter 𝛼.

Let 𝛼 = 1.5; then 𝛽 ≈ 𝛽
0
= 1.605 and we can prove

when 𝛽 ∈ [1.5, 𝛽
0
), nomatter the changes in parameter 𝛼, the

equilibrium 𝐸(𝑌
∗
, 𝐾
∗
,𝑀
∗
) will always be stable, but when

𝛽 ∈ [𝛽
0
, 10], a critical value 𝛼

0
(𝛽) exists, and the system

generates a Hopf bifurcation. Then the system becomes
unstable. If we take 𝛽 = 1 < 1.605 and observe the status
of the system with parameters 𝛼 = 1 and 𝛼 = 3, the following
is generated.

Let 𝛽 = 1, because 𝛽 < 𝛽
0
= 1.605; as previously men-

tioned, when 𝛽 ∈ [1.5, 𝛽
0
), despite the changes in parameter

𝛼, the system may vibrate for a short time and then converge
to the equilibrium point. Thus, as is shown in Figures 10 and
11, we set 𝛼 = 1, 𝛼 = 3 to observe the status of the system.
As a result it is found that the three variations of the system
𝑌, 𝐾,𝑀 rapidly converge to the equilibrium point, and the
phase curve rotates at the equilibrium point at first and then
moves rapidly to the equilibriumpoint.These phenomena are
in agreement with the theoretical analysis. when 𝛽 = 3 >
1.605, according to (53), the critical value 𝛽

0
(3) ≈ 1.433 was

obtained. Then the status of the system with the parameters
𝛼 = 1.4 and 𝛼 = 1.6 as shown in Figures 12 and 13 becomes
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changes.

unstable and then a Hopf bifurcation and a limited cycle
(business cycle) are generated.

We continued to analyze the properties of the Hopf
bifurcation generated by the system. In the analysis of the
stability, the critical value was found, where the system varies
from a stable status to an unstable status. In addition, the
bifurcation equation showed that the system could generate
Hopf bifurcation. To acquire the stability of the limited
cycle generated by the Hopf bifurcation, the first Lyapunov
coefficient must be calculated.

Figure 14 shows the first Lyapunov coefficient diagram
with the changes in parameters 𝛼, 𝛽. Based on the theory
of nonlinear dynamics, when the first Lyapunov coefficient
𝑙
1
(0) < 0, the limited cycle generated by Hopf bifurcation is

stable. Inversely, when 𝑙
1
(0) > 0, the limit cycle is unstable.

As is shown in Figure 14, when 𝛼, 𝛽 are near the origin point,
the first Lyapunov coefficient is positive, but in other areas,
the first Lyapunov coefficient is negative. Thus, we know
that the limited cycle generated by the Hopf bifurcation is
stable in most parts of the system. This result means that the
system can generate a stable business cycle using Kaldorian
model.

Parameter 𝛼was set as a constant to observe the variation
in the first Lyapunov coefficient. As shown in Figure 15, it
can be concluded when 𝛽 ∈ (0.085, 0.601), the value of the
first Lyapunov coefficient is positive, but when 𝛽 > 1.5, the
first Lyapunov coefficient value is negative; that is to say, the
economics meaning of this result is a stable business cycle
and this phenomenon is the same when 𝛽 = 5 as shown in
Figure 16.

Fixing the parameter as a constant to observe the varia-
tions of the first Lyapunov coefficient, as is shown in Figure 17,
it can be concluded that when 𝛽 ∈ (0.135, 0.734), the value of
the first Lyapunov coefficient is positive, but when 𝛽 > 0.734,
the first Lyapunov coefficient value is negative; that is to say, a
stable business cycle is obtained, and this phenomenon is the
same as the situation when 𝛼 = 2.1 shown in Figure 18.

Fixing the parameter 𝛽 as a constant to observe the
variations of the first Lyapunov coefficient, as is shown in
Figure 17, it can be concluded that when 𝛼 ∈ (0.135, 0.734),
the value of the first Lyapunov coefficient is positive, butwhen

−0.0050
−0.0045
−0.0040
−0.0035
−0.0030
−0.0025
−0.0020
−0.0015
−0.0010
−0.0005

0
0.0005
0.0010
0.0015

l 1
(0
)

0.5 9.56.554.53.5 100 32.5 5.5 62 7 7.5 8 8.5 91.51 4
𝛽

Figure 18: First Lyapunov coefficient diagram with parameters 𝛼, 𝛽
changes.

𝛼 > 1, the first Lyapunov coefficient value is negative; that is to
say, a stable business cycle is obtained, and this phenomenon
is the same as the situation when 𝛼 = 2.1 shown in
Figure 18.

4. Conclusion

Nonlinear dynamic finance and economic models offer rich
dynamic behavior. The results of the analysis of models
are important from theoretical and practical perspectives
whether the viewpoint is of a nonlinear system or implemen-
tation in macroeconomic policy.

In this reported study, a three-dimension nonlinear
Kaldorian business cycle model was established based on a
condition of fixed exchange rates. First, by solving a specific
model, the resulting system had a unique equilibrium point.
Second, using the speed of market regulation and the degree
of capital movement as the variables in the system, the stabil-
ity of themodel is discussed and obtained when 𝛼 and 𝛽meet
the relevant conditions described by (19); the equilibrium
point is stable. Actually, theKaldorian system in the condition
of a fixed exchange rate is in equilibrium and the speed of
market regulation 𝛼 and the degree of capital movement 𝛽
have little influence on the status of the system. A decision
maker can sustain the stability of an economic system by
adjusting the speed of market regulation and the degree
of capital movement. Third, by considering the existence
of the Hopf bifurcation generated by the system, business
cycle in the system was obtained where the parameters 𝛼
and 𝛽 met Theorem 1 or Theorem 2. By analyzing the first
Lyapunov coefficient, a stable limit cycle was obtained that
was generated by the Hopf bifurcation, where the parameters
of the system meet 𝑙

1
(0) < 0. Finally, a numerical simulation

was provided to confirm the theoretical results. This study
played an important role in the theoretical research of the
model of the business cycle, and it is crucial for decision
makers in the formulation of the macroeconomic policies.
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