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Abstract
We investigate the complete convergence of partial sums of randomly weighted
extended negatively dependent (END) random variables. Some results of complete
moment convergence, complete convergence and the strong law of large numbers
for this dependent structure are obtained. As an application, we study the
convergence of the state observers of linear-time-invariant systems. Our results
extend the corresponding earlier ones.
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1 Introduction
Let us recall the concept of extended negatively dependent (END) random variables which
was introduced by Liu [].

Definition . We call random variables {Xn, n ≥ } to be END if there exists a positive
constant M such that both

P(Xi > xi, i = , , . . . , n) ≤ M
n∏

i=

P(Xi > xi)

and

P(Xi ≤ xi, i = , , . . . , n) ≤ M
n∏

i=

P(Xi ≤ xi)

hold for each n ≥  and all real numbers x, x, . . . , xn.

Obviously, for all  ≤ i ≤ n, let xi = –∞ or xi = +∞ in Definition ., it is easy to see that
the dominating coefficient M ≥ . If the dominating coefficient M is , then END random
variables reduce to NOD random variables which contain NA random variables and NSD
random variables (see Joag-Dev and Proschan [], Hu [] and Wang et al. []). Various
examples of NA random variables and related fields can be found in Bulinski and Shaskin
[], Prakasa Rao [], Oliveira [] and the references therein. In view of the importance of
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END random variables, many researchers pay attention to the study of END. For example,
Liu [, ] studied the precise large deviations and moderate deviations of END sequence
with heavy tails; Chen et al. [] obtained strong law of large numbers of END sequence
and gave some applications to the risk theory and renewal theory; Shen [] obtained some
moment inequalities of END sequence; Wang et al. [] and Hu et al. [] investigated the
complete convergence for END sequences; Wang et al. [] and Yang et al. [] investigated
the nonparametric regression model under END errors; Yang et al. [] obtained some
large deviation results of nonlinear regression models under END errors; Wang et al. []
established some exponential inequality for m-END sequence; Deng et al. [] studied
the Hajek-Renyi-type inequality and strong law of large numbers for END sequences, etc.
Furthermore, there are many works on the negatively dependent random variables. For
example, Wang et al. [] studied the complete convergence for WOD random variables
and gave the application to the estimator of nonparametric regression models; Wu et al.
[] obtained some results of complete convergence and complete moment convergence
for weighted sums of m-NA random variables; Yang and Hu [] investigated the complete
moment convergence of pairwise NQD random variables; Shen et al. [] investigated the
strong law of large numbers for NOD random variables; Li et al. [] obtained some results
of inverse moment for WOD random variables, etc.

In addition, there are many researchers paying attention to the study of the properties
of partial sums of randomly weighted random variables. For example, Thanh and Yin []
established the complete convergence of partial sums of randomly weighted independent
sequences in Banach spaces; Thanh et al. [] investigated complete convergence of par-
tial sums of randomly weighted ρ̃-mixing sequences; Cabrera et al. [] and Shen et al.
[] investigated the conditional convergence for partial sums of randomly weighted de-
pendent random variables; Yang et al. [] and Yao and Lin [] obtained the complete
convergence and moment of maximum normed based on the randomly weighted mar-
tingale differences; Han and Xiang [] obtained the complete moment convergence of
double-indexed randomly weighted sums of ρ̃-mixing sequences; Li et al. [] studied the
convergence of partial sums of randomly weighted pairwise NQD sequences, etc.

We aim to investigate the complete convergence of partial sums of randomly weighted
END sequences. Some results of complete moment convergence, complete convergence
and strong law of large numbers for this dependent structure are obtained. As an appli-
cation, we study the convergence of state observers of linear-time-invariant systems. We
extend some results of Thanh et al. [], Wang et al. [] and Yang et al. [] to the case
of randomly weighted END sequences. For the details, see our results in Sections  and ,
and the conclusions in Section . Some lemmas and proofs of main results are presented
in Sections  and , respectively.

2 Some lemmas
Lemma . (Liu []) Let the random variables {Xn, n ≥ } be a sequence of END random
variables. If {fn, n ≥ } is a sequence of all nondecreasing (or nonincreasing) functions, then
{fn(Xn), n ≥ } is also a sequence of END random variables.

Remark . Let {Xn, n ≥ } be an END sequence and {Yn, n ≥ } be a sequence of non-
negative and independent random variables, which is independent of {Xn, n ≥ }. Let
Zn = XnYn, n ≥ . Combining the definition of END with nonnegative and independent
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of {Yn}, we establish, for all real numbers z, . . . , zn,

P(Z ≤ z, . . . , Zn ≤ zn) = P(XY ≤ z, . . . , XnYn ≤ zn)

=
∫

· · ·
∫

P(Xu ≤ z, . . . , Xnun ≤ zn) dFY (u) · · ·dFYn (un)

≤ M
∫

· · ·
∫ n∏

i=

P(Xiui ≤ zi) dFY (u) · · ·dFYn (un)

= M
n∏

i=

P(XiYi ≤ zi) = M
n∏

i=

P(Zi ≤ zi),

by using the fact that uX, uX, . . . , unXn are END random variables following from
Lemma .. Similarly, for all real numbers z, . . . , zn, one has

P(Z > z, . . . , Zn > zn) =
∫

· · ·
∫

P(Xu > z, . . . , Xnun > zn) dFY (u) · · ·dFYn (un)

≤ M
∫

· · ·
∫ n∏

i=

P(Xiui > zi) dFY (u) · · ·dFYn (un)

= M
n∏

i=

P(XiYi > zi) = M
n∏

i=

P(Zi > zi).

Therefore, it can be found that {Zn, n ≥ } is also an END sequence with the same domi-
nating coefficient M.

Lemma . (Shen []) Let p ≥  and {Xn, n ≥ } be an END sequence such that EXn = 
and E|Xn|p < ∞ for all n ≥ . Then there exists a positive constant Cp such that for all n ≥ 

E

∣∣∣∣∣

n∑

i=

Xi

∣∣∣∣∣

p

≤ Cp

{ n∑

i=

E|Xi|p +

( n∑

i=

EX
i

)p/}
.

Lemma . (Sung []) Let {Xn, n ≥ } and {Yn, n ≥ } be sequences of random variables.
Then, for any n ≥ , q > , ε >  and a > ,

E

(∣∣∣∣∣

n∑

i=

(Xi + Yi)

∣∣∣∣∣ – εa

)+

≤
(


εq +


q – 

)


aq– E

∣∣∣∣∣

n∑

i=

Xi

∣∣∣∣∣

q

+ E

∣∣∣∣∣

n∑

i=

Yi

∣∣∣∣∣.

Lemma . (Adler and Rosalsky [] and Adler et al. []) Let {Xn, n ≥ } be a se-
quence of random variables which is stochastically dominated by a random variable X,
i.e. supn≥ P(|Xn| > t) ≤ CP(|X| > t) for some positive constant C and all t ≥ . Then, for
all n ≥ , α >  and β > , the following two statements hold:

E
[|Xn|αI

(|Xn| ≤ β
)] ≤ C

{
E
[|X|αI

(|X| ≤ β
)]

+ βαP
(|X| > β

)}
,

E
[|Xn|αI

(|Xn| > β
)] ≤ CE

[|X|αI
(|X| > β

)]
.

Consequently, one has E[|Xn|α] ≤ CE|X|α for all n ≥ . Here C, C, C are some positive
constants not depending on n.
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3 The complete convergence for partial sums of randomly weighted END
sequences

In the following, we list two assumptions:
(A.) Let {Xn, n ≥ } be a mean zero sequence of END random variables stochastically

dominated by a random variables X .
(A.) For every n ≥ , let {Ani,  ≤ i ≤ n} be a sequence of independent random variables

satisfying that {Ani,  ≤ i ≤ n} is independent of {Xn, n ≥ }.

Theorem . Assume that (A.) and (A.) are satisfied. Let α > /,  < p < , E|X|p < ∞
and β ≥  such that

n∑

i=

EA
ni = O

(
nβ

)
. (.)

Then, for every ε > ,

∞∑

n=

nαp––β–αE

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ – εnα

)+

< ∞. (.)

So one has

∞∑

n=

nαp––βP

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ > εnα

)
< ∞. (.)

Theorem . Assume that (A.) and (A.) are satisfied. Let α > /, p ≥ , E|X|p < ∞ and
β ≥  such that

n∑

i=

E|Ani|q = O
(
nβ

)
(.)

for some q > (αp – )/(α – ). Then we also obtain the results of (.) and (.).

For some β ≥  and / < α < ( + β)/, we take αp =  + β in Theorem . and establish
the following result.

Theorem . Suppose that (A.) and (A.) are fulfilled. Let β ≥ , / < α < ( + β)/ and
E|X|(+β)/α < ∞. If

n∑

i=

E|Ani|q = O
(
nβ

)
for some q >

β

α – 
, (.)

then, for every ε > ,

∞∑

n=

n–αE

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ – εnα

)+

< ∞ (.)
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and

∞∑

n=

P

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ > εnα

)
< ∞. (.)

Thus, by the Borel-Cantelli lemma and (.), the strong law of large numbers is as follows:


nα

n∑

i=

AniXi → , a.s. as n → ∞. (.)

Let log x = ln max(x, e). In addition, for the case p = , we have the following result.

Theorem . Suppose that (A.) and (A.) are fulfilled. Let α >  and E[|X| log |X|] < ∞.
If (.) holds, then, for every ε > ,

∞∑

n=

n––βE

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ – εnα

)+

< ∞. (.)

So one has

∞∑

n=

nα––βP

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ > εnα

)
< ∞. (.)

Remark . If β =  in (.) and (.), then the randomly weighted conditions are

n∑

i=

EA
ni = O(n) (.)

and

n∑

i=

E|Ani|q = O(n) for some q > (αp – )/(α – ), (.)

which are used in Thanh et al. []. Under the randomly weighted conditions (.), (.)
and other conditions, Thanh et al. [] obtained some complete convergence such as

∞∑

n=

nαp–P

(
max

≤k≤n

∣∣∣∣∣

k∑

i=

AniXi

∣∣∣∣∣ > εnα

)
< ∞

for partial sums of randomly weighted ρ̃-mixing sequences. Yang et al. [] extended the
results of Thanh et al. [] and obtained complete moment convergence such as

∞∑

n=

nαp––αE

(
max

≤k≤n

∣∣∣∣∣

k∑

i=

aniXi

∣∣∣∣∣ – εnα

)+

< ∞

for partial sums of constant weighted martingale differences. In this paper, we weaken the
randomly weighted conditions such as (.) and (.) for β ≥  and obtain the results of
Theorems .-.. Generally, we extend the results of Thanh et al. [] and Yang et al. []
to the case of randomly weighted END sequences.
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4 The application to linear-time-invariant systems
As an application of Theorem ., we study the convergence of the state observers of
linear-time-invariant systems in this section.

For t ≥ , we consider a multi-input-single-output (MISO) linear time invariant system
as follows:

⎧
⎨

⎩
ẋ(t) = Ax(t) + Bu(t),

y(t) = Cx(t),
(.)

where A ∈ Rm×m , B ∈ Rm×m , C ∈ R×m are known system matrices, u(t) ∈ Rm is the
control input, x(t) ∈ Rm is the state and y(t) ∈ R is the system output. The initial state x()
is unknown. For some limited observations on y(t), it is interesting to estimate x(t). In the
setup, the output y(t) is only measured at a sequence of sampling time instants {ti} with
measured values γ (ti) and noised di such that

y(ti) = γ (ti) + di,  ≤ i ≤ n.

We would like to estimate the state x(t) from information on u(t), {ti} and {γ (ti)}. Let G′

denote the transpose of G. In order to proceed, we need the following assumption.

Assumption . The system (.) is observable, i.e., the observability matrix

W ′
o =

[
C′, (CA)′, . . . ,

(
CAm–)′]

has full rank.

The solution to system (.) can be checked:

x(t) = eA(t–t)x(t) +
∫ t

t

eA(t–τ )Bu(τ ) dτ .

From {ti,  ≤ i ≤ n}, it follows that

γ (ti) + di = y(ti) = CeA(ti–tn)x(tn) + C
∫ ti

tn

eA(ti–τ )Bu(τ ) dτ .

Denote

v(ti, tn) = C
∫ ti

tn

eA(ti–τ )Bu(τ ) dτ .

So this leads to the observation

CeA(ti–tn)x(tn) = γ (ti) – v(ti, tn) + di,  ≤ i ≤ n. (.)
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Define

�n =

⎡

⎢⎢⎢⎢⎣

CeA(t–tn)

...
CeA(tn––tn)

C

⎤

⎥⎥⎥⎥⎦
, 	n =

⎡

⎢⎢⎢⎢⎣

γ (t)
...

γ (tn–)
γ (tn)

⎤

⎥⎥⎥⎥⎦
, Vn =

⎡

⎢⎢⎢⎢⎣

v(t, tn)
...

v(tn–, tn)


⎤

⎥⎥⎥⎥⎦
, Dn =

⎡

⎢⎢⎢⎢⎣

d
...

dn–

dn

⎤

⎥⎥⎥⎥⎦
.

Then we rewrite (.) as follows:

�nx(tn) = 	n – Vn + Dn. (.)

Suppose that �n is full rank, which will be established later. Then the least-squares es-
timator of x(tn) is given by

x̂(tn) =
(
�′

n�n
)–

�′
n(	n – Vn). (.)

Combining (.) with (.), the estimation error for x(tn) at tn is presented as

e(tn) = x̂(tn) – x(tn) =
(
�′

n�n
)–

�′
nDn =

(

nr �′

n�n

)– 
nr �′

nDn for some



< r < .

In order to obtain the convergence, one must consider a typical entry in 
nr �

′
nDn. By the

Cayley-Hamilton theorem [], the matrix exponential can be expressed by a polynomial
function of A of order at most m – :

eAt = α(t)I + · · · + αm (t)Am–,

where the time functions αi(t) can be derived by the Lagrange-Hermite interpolation
method []. So one has

CeA(ti–tn) =
[
α(ti – tn), . . . ,αm (ti – tn)

]

⎡

⎢⎢⎢⎢⎣

C
CA

...
CAm–

⎤

⎥⎥⎥⎥⎦
= ϕ′(ti – tn)Wo,

where ϕ′(ti – tn) = [α(ti – tn), . . . ,αm (ti – tn)] and Wo is the observability matrix.
Denote

�n =

⎡

⎢⎢⎣

ϕ′(t – tn)
...

ϕ′()

⎤

⎥⎥⎦ .

Then

�n = �nWo,
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which reduces to


nr �′

n�n = W ′
o


nr � ′

n�nWo,


nr �′

nDn =

nr W ′

o�
′
nDn.

As a result, one has for any r > 

e(tn) =
(


nr �′

n�n

)– 
nr �′

nDn = W –
o

(

nr � ′

n�n

)– 
nr � ′

nDn. (.)

By Assumption ., it can be found that W –
 exists. The convergence analysis will be

established by the sufficiently conditions: 
nr �

′
nDn → , a.s., and 

nr �
′
n�n ≥ λI , a.s., for

some λ > . So we need the following PE condition which was used in Thanh et al. []
and Wang et al. [].

Assumption . For some / < r < ,

λ = inf
n≥

σmin

(

nr � ′

n�n

)
> , a.s., (.)

where σmin(H) is the small eigenvalue of H for a suitable symmetric H .

We focus on the convergence of partial sums of randomly weighted END random vari-
ables such that


nr

n∑

i=

Anidi (.)

for some / < r < . Since a typical entry of 
nr �

′
nDn is


nr

n∑

i=

αj(ti – tn)di, (.)

the convergence analysis for e(tn) is a special case of (.). Note that when the sam-
pling time sequence is a random process, so are αj(ti – tn) in (.), rendering a randomly
weighted noise driven by END random variables. As an application of Theorem ., we
obtain the following theorem.

Theorem . Let β ≥ , / < r <  and Assumptions . and . hold. Suppose that
{dn, n ≥ } is an END sequences stochastically dominated by a random variable d with
E|d|(+β)/r < ∞. Suppose that, for some q > β

r– , one has

n∑

i=

E
∣∣αj(ti – tn)

∣∣q = O
(
nβ

)
, (.)

where  ≤ j ≤ m. Then


nr

∥∥� ′
nDn

∥∥ → , a.s. (.)
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Consequently,

e(tn) → , a.s. (.)

Remark . If {ϕ(ti – tn)} is uniformly bounded, a.s., then the condition (.) holds with
β =  for any q. Wang et al. [] obtained (.) for constant weighted ρ̃-mixing errors
(see Theorem  of Wang et al. []). Thanh et al. [] extended the result of Wang et al.
[] to randomly weighted ρ̃-mixing errors (see Theorem . of Thanh et al. []). Yang et
al. [] obtained the result (.) for the case of constant weighted martingale differences
(see Theorem  of Yang et al. []). Generally, our Theorem . generalize the results of
Thanh et al. [], Wang et al. [] and Yang et al. [] to the case of randomly weighted
END errors.

5 Conclusions
In this paper, we investigate the complete convergence of partial sums of randomly
weighted END random variables. Some results of complete moment convergence, com-
plete convergence and strong law of large numbers for this dependent structure are pre-
sented (see our Theorems .-.). As an application of Theorem ., we study the con-
vergence of the state observers of linear-time-invariant systems and obtain the result of
the strong law of large numbers for the systems (see our Theorem .). Therefore, we ex-
tend some results of Thanh et al. [], Wang et al. [] and Yang et al. [] to the case
of randomly weighted END sequences. Furthermore, END random variables contain NA
random variables, NOD random variables and NSD random variables, so the results ob-
tained in this paper hold true for these negatively dependent random variables.

6 The proofs of main results
In the proofs, C, C, C, . . . denote some positive constants not depending on n.

Proof of Theorem . Since AniXi = A+
niXi – A–

niXi, without loss of generality, we assume
Ani ≥  in the proof. For n ≥  and  ≤ i ≤ n, let

Xni = –nαI
(
Xi < –nα

)
+ XiI

(|Xi| ≤ nα
)

+ nαI
(
Xi > nα

)
,

X̃ni = nαI
(
Xi < –nα

)
+ XiI

(|Xi| > nα
)

– nαI
(
Xi > nα

)
.

It can be found that

AniXi =
[
AniXni – E(AniXni)

]
+ E(AniXni) + AniX̃ni,  ≤ i ≤ n.

Therefore, by Lemma . with a = nα and q = , we obtain

∞∑

n=

nαp––β–αE

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ – εnα

)+

≤ C

∞∑

n=

nαp––β–αE

∣∣∣∣∣

n∑

i=

[
AniXni – E(AniXni)

]
∣∣∣∣∣


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+
∞∑

n=

nαp––β–αE

∣∣∣∣∣

n∑

i=

AniX̃ni

∣∣∣∣∣ +
∞∑

n=

nαp––β–α

∣∣∣∣∣

n∑

i=

E(AniXni)

∣∣∣∣∣

:= H + H + H. (.)

Combining (.) with Hölder’s inequality, one has

n∑

i=

E|Ani| ≤
( n∑

i=

EA
ni

)/( n∑

i=



)/

≤ Cn
β+

 ≤ Cnβ , (.)

by using the fact β ≥ .
Since, for every n ≥ , {Ani,  ≤ i ≤ n} is independent of the sequence {Xn, n ≥ }, one

has by Markov’s inequality, Lemma ., (.) and E|X|p < ∞ (p > )

H ≤ 
∞∑

n=

nαp––β–α

n∑

i=

E|Ani|E|Xi|I
(|Xi| > nα

)

≤ C

∞∑

n=

nαp––αE
[|X||I(|X| > nα

)]

= C

∞∑

n=

nαp––α

∞∑

m=n
E
[|X||I(m < |X|/α ≤ m + 

)]

= C

∞∑

m=

E
[|X||I(m < |X|/α ≤ m + 

)] m∑

n=

nα(p–)–

≤ C

∞∑

m=

mαp–αE|X|I(m < |X|/α ≤ m + 
)
] ≤ CE|X|p < ∞. (.)

In addition, it can be seen that E(AniXi) = EAniEXi = ,  ≤ i ≤ n, n ≥ . So, by the proof of
(.), we have

H =
∞∑

n=

nαp––β–α

∣∣∣∣∣

n∑

i=

[
–nαEAniI

(
Xi < –nα

)
– EAniXiI

(|Xi| > nα
) · · ·

+ · · ·nαEAniXiI
(|Xi| > nα

)]
∣∣∣∣∣

≤ C

∞∑

n=

nαp––β–α

n∑

i=

E|Ani|E
[|Xi|I

(|Xi| > nα
)] ≤ CE|X|p < ∞. (.)

In view of Lemma ., one sees that {Xni,  ≤ i ≤ n} are END random variables. Combining
the assumption of {Ani} with Remark ., we establish that {[AniXni – E(AniXni)],  ≤ i ≤
n} are mean zero END random variables with the same dominating coefficient. So, by
Markov’s inequality, (.), Lemma . with p =  and Lemma ., we get

H = C

∞∑

n=

nαp––β–αE

∣∣∣∣∣

n∑

i=

[
AniXni – E(AniXni)

]
∣∣∣∣∣



≤ C

∞∑

n=

nαp––β–α

n∑

i=

E(AniXni)
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≤ C

∞∑

n=

nαp––αE
[
XI

(|X| ≤ nα
)]

+ C

∞∑

n=

nαp–EI
(|X| > nα

)

:= CH + CH. (.)

Since p <  and EXp < ∞, it can be checked that

H =
∞∑

n=

nαp––α

n∑

i=

E
[
XI

(
(i – )α < |X| ≤ iα

)]

=
∞∑

i=

E
[
XI

(
(i – )α < |X| ≤ iα

)] ∞∑

n=i

nαp––α

≤ C

∞∑

i=

E|X|pX–pI
(
(i – )α < |X| ≤ iα

)
]iαp–α ≤ CE|X|p < ∞. (.)

By the proof of (.), it follows that

H ≤
∞∑

n=

nαp––αE
[|X|I(|X| > nα

)] ≤ CE|X|p < ∞. (.)

Combining (.) with (.)-(.), we can get (.) immediately. Moreover, by (.) and
Remark . of Sung [], for every ε > , it can be argued that

∞ >
∞∑

n=

nαp––β–αE

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ – εnα

)+

≥
∞∑

n=

nαp––β

∫ εnα


P

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ – εnα > t

)
dt

≥ ε

∞∑

n=

nαp––βP

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ > εnα

)
, (.)

which implies (.). �

Proof of Theorem . We use the same notation in the proof of Theorem .. Obviously,
by p ≥ , it is easy to see that q > (αp – )/(α – ) ≥ . Consequently, for any  ≤ r ≤ ,
by Hölder’s inequality and condition (.), one has

n∑

i=

E|Ani|r ≤
( n∑

i=

E|Ani|q
)r/q( n∑

i=



)–r/q

≤ Cnβ r
q +– r

q . (.)

It can be seen that β r
q +  – r

q – β = (β – )( r
q – )≤ . So one has

∑n
i= E|Ani| = O(nβ ).

Together with (.), (.), (.) and (.), we obtain H < ∞ and H < ∞. Therefore, we
have to prove that H < ∞. Since q > , similar to the proof of (.), by Lemma ., it
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follows that

H = C

∞∑

n=

nαp––β–qαE

∣∣∣∣∣

n∑

i=

[
AniXni – E(AniXni)

]
∣∣∣∣∣

q

≤ C

∞∑

n=

nαp––β–qα

( n∑

i=

E
[
AniXni – E(AniXni)

]
)q/

+ C

∞∑

n=

nαp––β–qα

n∑

i=

E
∣∣AniXni – E(AniXni)

∣∣q

:= CH + CH. (.)

Obviously, for  ≤ i ≤ n, by Lemma ., it follows that

E
[
AniXni – E(AniXni)

]

≤ CEA
niEX

ni

≤ CEA
ni
{

E
[
XI

(|X| ≤ nα
)]

+ nαP
(|X| > nα

)}

≤ CEA
ni
{

E
[
XI

(|X| ≤ nα
)]

+ E
[
XI

(|X| > nα
)]}

= CEA
niEX. (.)

By p ≥  and E|X|p < ∞, one concludes that EX < ∞. Thus, we take (.) with r =  and
(.), and establish

H ≤ C

∞∑

n=

nαp––β–qα

( n∑

i=

EA
niEX

)q/

≤ C

∞∑

n=

nαp––β–qα+(β/q+–/q)q/

= C

∞∑

n=

nαp–qα+q/– < ∞, (.)

by the fact q > (αp – )/(α – ). In addition, by the Cr inequality, Lemma . and (.),

H ≤ C

∞∑

n=

nαp––β–qα

n∑

i=

E|Ani|qE|Xni|q

≤ C

∞∑

n=

nαp––qαE
[|X|qI

(|X| ≤ nα
)]

+ C

∞∑

n=

nαp–P
(|X| > nα

)

:= CH∗
 + CH∗∗

 . (.)

By p ≥  and α > /, one has (αp – )/(α – ) – p ≥ , which implies q > p. So, by E|X|p <
∞, it can be argued that

H∗
 =

∞∑

n=

nαp––qα

n∑

i=

E
[|X|qI

(
(i – )α < |X| ≤ iα

)]

=
∞∑

i=

E
[|X|qI

(
(i – )α < |X| ≤ iα

)] ∞∑

n=i

nαp––qα



Li et al. Journal of Inequalities and Applications  (2017) 2017:182 Page 13 of 16

≤ C

∞∑

i=

E
[|X|p|X|q–pI

(
(i – )α < |X| ≤ iα

)]
iαp–qα

≤ CE|X|p < ∞. (.)

By the proof of (.), one has

H∗∗
 ≤

∞∑

n=

nαp––αE
[|X|I(|X| > nα

)] ≤ CE|X|p < ∞. (.)

Consequently, by (.) and (.)-(.), we obtain H < ∞. So, we obtain the result (.).
Finally, by the proof of (.), (.) also holds true. �

Proof of Theorem . For some β ≥  and α > ( + β)/, we take p = ( + β)/α and have
αp =  + β . Applying Theorem ., we obtain (.) and (.) immediately. Combining (.)
with the Borel-Cantelli lemma, we establish the result of (.). �

Proof of Theorem . Similar to the proof of Theorem ., by Lemma ., we can check
that

∞∑

n=

n––βE

(∣∣∣∣∣

n∑

i=

AniXi

∣∣∣∣∣ – εnα

)+

≤ C

∞∑

n=

n––β–αE

∣∣∣∣∣

n∑

i=

[
AniXni – E(AniXni)

]
∣∣∣∣∣



+
∞∑

n=

n––βE

∣∣∣∣∣

n∑

i=

AniX̃ni

∣∣∣∣∣ +
∞∑

n=

n––β

∣∣∣∣∣

n∑

i=

E(AniXni)

∣∣∣∣∣

:= Q + Q + Q. (.)

By the proof of (.), it follows that

Q ≤ 
∞∑

n=

n–E
[|X|I(|X| > nα

)]
= 

∞∑

n=

n–
∞∑

m=n
E
[|X|I(m < |X|/α ≤ m + 

)]

= 
∞∑

m=

E
[|X|I(m < |X|/α ≤ m + 

)] m∑

n=

n–

≤ C

∞∑

m=

log mE|X|I(m < |X|/α ≤ m + 
)
] ≤ CE

[|X| log |X|] < ∞. (.)

Similarly, by the proof of (.), one has

Q ≤ C

∞∑

n=

n–E
[|X|I(|X| > nα

)] ≤ CE
[|X| log |X|] < ∞. (.)



Li et al. Journal of Inequalities and Applications  (2017) 2017:182 Page 14 of 16

Moreover, by the proof of (.), we obtain

Q ≤ C

∞∑

n=

n––β–α

n∑

i=

E(AniXni) = C

∞∑

n=

n––β–α

n∑

i=

EA
niEX

ni

≤ C

∞∑

n=

n––αE
[
XI

(|X| ≤ nα
)]

+ C

∞∑

n=

nα–P
(|X| > nα

)

≤ C

∞∑

i=

E
[
XI

(
(i – )α < |X| ≤ iα

)] ∞∑

n=i

n––α + CE
[|X| log |X|]

≤ C

∞∑

i=

E
[
XI

(
(i – )α < |X| ≤ iα

)]
i–α + CE

[|X| log |X|]

≤ CE|X| + CE
[|X| log |X|] < ∞. (.)

So, by (.)-(.), (.) holds. In addition, by (.) with p = , (.) also holds true under
the conditions of Theorem .. �

Proof of Theorem . It is easy to check that


nr � ′

nDn =

⎡

⎢⎢⎣


nr

∑n
i= α(ti – tn)di

...


nr
∑n

i= αm (ti – tn)di

⎤

⎥⎥⎦ .

In order to prove (.), it suffices to look at the jth component 
nr

∑n
i= αj(ti – tn)di of


nr �

′
nDn. For some q > β

r– , by (.), we apply Theorem . with α = r, Ani = αj(ti – tn) in
(.) and Xn = dn, and obtain the result of (.).

Moreover, by Assumption ., W –
 exists. In addition, by (.) in Assumption .,

( 
nr �

′
n�n)– exists and

σmax

((

nr � ′

n�n

)–)
≤ 

λ
, a.s.,

where σmax(·) is the largest eigenvalue. Therefore, combining

e(tn) = W –
o

(

nr � ′

n�n

)– 
nr � ′

nDn

with (.), we obtain (.) immediately. �
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