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In real-world manufacturing systems, production scheduling systems are often implemented under random or dynamic events
like machine failure, unexpected processing times, stochastic arrival of the urgent orders, cancellation of the orders, and so on.
These dynamic events will lead the initial scheduling scheme to be nonoptimal and/or infeasible. Hence, appropriate dynamic
rescheduling approaches are needed to overcome the dynamic events. In this paper, we propose a dynamic rescheduling method
based on variable interval rescheduling strategy (VIRS) to deal with the dynamic flexible job shop scheduling problem considering
machine failure, urgent job arrival, and job damage as disruptions. On the other hand, an improved genetic algorithm (GA) is
proposed for minimizing makespan. In our improved GA, a mix of random initialization population by combining initialization
machine and initialization operation with random initialization is designed for generating high-quality initial population. In
addition, the elitist strategy (ES) and improved population diversity strategy (IPDS) are used to avoid falling into the local optimal
solution. Experimental results for static and several dynamic events in the FJSP show that our method is feasible and effective.

1. Introduction

The flexible job shop scheduling problem (FJSP) is an exten-
sion of the classical job shop scheduling problem (JSP) [1].
FJSP can be divided into two subproblems [2]: One is to
determine operation sequences, and the other one is to select
corresponding machine for these operations. The feasible
solution is generated by using these two subproblems in order
to make one or some objective functions optimal or near-
optimal. FJSP is more complex than JSP because not only the
sequencing problem for all operations but also an available
machine for each operation needs to be done.Therefore, FJSP
is considered as an extremely NP-hard problem [3, 4]. Hence,
it cannot be solved by some exact approaches [5] because of
the increased computational time in an exponential manner.
In recent years, numerous heuristics approaches are proposed
to solve FJSP, and thesemethods include simulated annealing
(SA) [6], tabu search (TS) [7], ant colony optimization (ACO)
[8], particle swarm optimization (PSO) [9], artificial bee
colony (ABC) [10], GA [11], evolutionary algorithm (EA) [12],
and improved or hybrid algorithms [13, 14].

As we know, in these heuristics approaches, GA is one
of the most popular methods for solving the FJSP because
of its potential parallelism and robustness. However, GA
has a slow convergence rate and tends to fall into the
local optimum; therefore many improved or hybrid genetic
algorithms are proposed to deal with the above-mentioned
disadvantages. Reference [1] proposed a modified genetic
algorithm based on a fuzzy roulette wheel selection, new
crossover operator, and new mutation operator for flexible
job shop scheduling problems. Zhang et al. [2] designed
global and local selection methods in order to generate
high-quality initial population forminimizing themakespan.
A new chromosome representation and different crossover
and mutation strategies are used to minimize the makespan
in [11]. A hybrid genetic algorithm with tabu search is
proposed to solve FJSP with transportation and bounded
processing times constraints in [15]. An improved genetic
algorithm for solving the distributed and flexible job shop
scheduling problem was introduced in [14]. A novel variable
neighborhood genetic algorithm for multiobjective flexible
job shop scheduling problems was given in [16].
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However, in fact, in real-world floor shop, the production
environments are uncertain, and several dynamic or random
events such as machine failure, unexpected processing times,
random arrival of the urgent orders, and cancellation of
the orders may often occur [17]. These dynamic events
will lead the initial so-called static scheduling scheme to
be infeasible; therefore many dynamic flexible job shop
scheduling approaches are proposed to satisfy the new
environments [18]. The robust scheduling for multiobjective
flexible job shop problem with randommachine breakdowns
was investigated in [19]. A two-stage hybrid genetic algorithm
is proposed to solve FJSP with randommachine breakdowns
by Al-Hinai and Elmekkawy [20]. A genetic algorithm was
used to generate a robust and stable scheduling for one
machine scheduling with random machine breakdowns in
[21]. Zhao et al. proposed a dynamic rescheduling model
by using multiagent system in [22]. A heuristic was used
to perform the reactive scheduling in a dynamic job shop
where jobs arrive over time in [23]. The random job arrivals
and machine breakdowns are considered in [24], and a
variable neighborhood search is used to solve these two kinds
of dynamic events in the FJSP. Considering efficiency and
stability, a metaheuristic approach based on GA is developed
for dynamic flexible job shop scheduling in [25]. A hybrid
genetic algorithm is presented to minimize makespan in
dynamic job shop scheduling problem in [26]. Two evolu-
tionary algorithms are used for multiobjective optimization
in the FJSP under random machine breakdown in [27].
A hybrid method based on artificial immune systems and
priority dispatching rules is proposed byQiu and Lau [28] for
dealing with dynamic online job shop scheduling problem.
A hybrid tabu search and genetic algorithm integrated with
a simulator to deal with the dynamic job shop scheduling
problem with machine breakdowns and random job arrivals
in [29]. The gravitational emulation local search algorithm
is proposed to solve the multiobjective flexible dynamic
job shop scheduling problem in [30]. A multicontextual
dispatching rule is proposed by Lu and Romanowski to solve
job shops with dynamic job arrival [31].

Although the dynamic or uncertain events in job shop
problems or flexible job shop scheduling problems have
attracted many researchers in recent years, most of the
researches on dynamic scheduling problems focus on cer-
tain or primary events such as machine failure or random
job’s arrival, yet the research on uncertain job’s damage is
comparatively limited. Meanwhile, as mentioned above, GA
has a slow convergence rate and tends to fall into the local
optimum; the second obvious weakness of the conventional
GA-based approaches is that their performance deteriorates
rapidly for complex flexible job shop scheduling problems;
the third problem is how to generate high-quality initial
population.

Therefore, in this paper, the dynamic FJSP with several
uncertain dynamic events is studied. An effective reschedul-
ing strategy is proposed. An improved GA is proposed
to minimize the makespan. Our first contribution is that
a random initialization population by combining initial-
ization machine and initialization operation with random
initialization is designed for generating high-quality initial

Table 1: Processing information of FJSP with 2 jobs and 2machines.

Job Operation Processing time
𝑀1 𝑀2 𝑀3

𝐽1
𝑂11 2 3 4
𝑂12 3 4 5
𝑂13 3 — —

𝐽2
𝑂21 7 2 3
𝑂22 4 4 —
𝑂23 2 — 5

population.Our second contribution is that the elitist strategy
(ES) and improved population diversity strategy (IPDS) are
used to avoid falling into the local optimal solution. The
third contribution is that the variable interval rescheduling
strategy is proposed to reduce the impact of dynamic events
on scheduling results. Simulation results demonstrate that the
proposed method is effective in both scheduling stage and
rescheduling stage.

2. Mathematical Formulation with
Dynamic Events

In FJSP, there is a set of 𝑛 jobs 𝐽 = {1, 2, 3, . . . , 𝑛} to be
processed on 𝑚 machines indexed by 𝑀 = {1, 2, 3, . . . , 𝑚}.
Each job has one or more operations denoted by 𝑜𝑖𝑗, 𝑗 ∈
{1, 2, . . . , 𝑛𝑖} (where 𝑛𝑖 is the total operations of job 𝐽𝑖). Each
operation in any job can be processed by one machine out
of a predetermined set of available machines. The processing
time of operation 𝑜𝑖𝑗 on machine 𝑘 is denoted by 𝑡𝑖𝑗𝑘. FJSP
is going to allocate each operation to a suitable machine
and determine the sequence of allocated operations on each
machine [32].

The assumptions on the FJSP are as follows:

(1) At time zero, each machine can be used.
(2) At time zero, each job can be started.
(3) One operation only can be processed on a machine at

a time.
(4) Once an operation is processed on a machine, it

cannot be interrupted.
(5) Both due dates and release times are not specified.
(6) The transportation and setup times of the jobs are

ignored.

The objective is tominimizemakespan denoted byC, and
it can be calculated according to

min 𝐶 = max
1≤𝑖≤𝑛
{𝐶𝑖} , (1)

where 𝐶𝑖 is the complete time of the 𝑖th job.
Table 1 shows an example of FJSP with 3 jobs and 2

machines. Each row and each column refer to an operation
and one machine, respectively. In Table 1, the first row
indicates that the first operation of 𝐽1 can be processed by
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𝑀1 (2 time unites) or 𝑀2 (3 time unites) or 𝑀3 (4 time
unites). On the other hand, the sixth row shows that the
third operation of 𝐽2 is allowed to be processed on 𝑀1
or 𝑀3. Symbol “—” means the machine cannot process
corresponding operation.

As mentioned above, the production environments are
uncertain, and several dynamic or random events such as
machine failure, unexpected processing times, arrival of an
urgent order, and cancellation of orders may often occur.
When a dynamic event occurs, rescheduling is needed in
order to adapt to the dynamic environments.

At present, there are three types of dynamic reschedul-
ing strategies and they are periodic rescheduling, event-
driven rescheduling, and hybrid periodic with event-driven
rescheduling.

Event-driven rescheduling means that when the schedul-
ing system encounters unexpected events such as machine
failure and urgent order insertion while the original schedul-
ing scheme is being executed, the system starts the reschedul-
ing immediately and reoptimizes the remaining unprocessed
operations according to the actual production conditions.
Event-based scheduling has a good emergent response to
unexpected events, but it lacks the global analysis. Periodic
rescheduling means that the entire process is divided into
several time periods according to the actual processing
conditions and machine load, and each period is a cycle.
The system automatically performs another rescheduling for
the remaining unprocessed operations after completing one
period until the end of the entire process. Periodic scheduling
can have a global consideration on the system based on
the production situation of each processing period, but it
cannot effectively deal with some emergencies. The hybrid
periodic and event-driven rescheduling strategy can make
full use of their advantages; however the results obtained
by this hybrid rescheduling method are not necessarily
optimal.

A variable interval rescheduling strategy (VIRS) is pro-
posed to deal with the dynamic flexible job shop schedul-
ing problem in this paper. VIRS means that the opera-
tions in a certain range are rescheduled after the dynamic
event occurs. The range is determined according to oper-
ations affected directly by the dynamic event. The opera-
tions in other intervals which are not directly affected by
the dynamic events keep the initial optimized processing
sequence. Meanwhile, the corresponding machines are also
unchanged.

The steps for determining the rescheduling interval are as
follows.

Step 1. Determine the affected jobs by the dynamic events.

Step 2. Delete the affected jobs from the initial scheduling
scheme.

Step 3. Merge the remaining unaffected jobs.

Step 4. Reschedule the affected and unaffected jobs by the
dynamic events together.

Table 2: Processing information of FJSP with 10 jobs and 5
machines.

Job Operation Processing time
𝑀1 𝑀2 𝑀3 𝑀4 𝑀5

𝐽1
𝑂11 2 3 2 5 2
𝑂12 5 3 2 4 3
𝑂13 5 2 5 2 4

𝐽2
𝑂21 2 2 2 2 4
𝑂22 5 3 4 4 3
𝑂23 3 3 3 3 5

𝐽3
𝑂31 2 2 3 2 5
𝑂32 3 5 5 3 4
𝑂33 4 2 3 5 4

𝐽4
𝑂41 4 4 4 4 2
𝑂42 2 4 3 5 2
𝑂43 2 4 2 3 3

𝐽5
𝑂51 3 4 2 3 5
𝑂52 5 3 2 2 4
𝑂53 4 4 4 5 2

𝐽6
𝑂61 3 3 2 3 5
𝑂62 2 4 2 3 5
𝑂63 4 2 2 2 4

𝐽7
𝑂71 5 2 4 5 5
𝑂72 3 5 4 5 4
𝑂73 3 4 5 2 4

𝐽8
𝑂81 2 2 4 5 3
𝑂82 4 2 3 5 5
𝑂83 2 2 4 3 4

𝐽9
𝑂91 4 3 5 4 4
𝑂92 2 3 2 4 5
𝑂93 2 2 3 2 5

𝐽10
𝑂101 4 2 3 4 3
𝑂102 4 4 2 4 5
𝑂103 2 5 2 3 3

Step 5. Determine the starting time 𝑡1 and the finishing
time 𝑡2 of the job directly affected by dynamic events after
rescheduling.

Step 6. The rescheduling interval is [𝑡1, 𝑡2].

Taking the processing information of FJSP in Table 2 as
an example, firstly, a static scheduling scheme is obtained and
the scheduling Gantt chart is shown in Figure 1. Assume that
𝑀1 is failure and cannot be repaired at time 5.Therefore jobs
2, 7, 8, and 9 are affected directly by the dynamic event, as
shown in Figure 2. The rescheduling Gantt chart obtained
by using the dynamic scheduling strategy based on variable
rescheduling interval is presented in Figure 3. It can be seen
from Figure 3 that the second operation of job 5 is shifted
backward, and the third operation of job 3 and the first
operation of job 1 are shifted backward so that the processing
order of the job which is not directly affected by the dynamic
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Figure 1: Static scheduling Gantt chart.
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Figure 2:𝑀1 failure at time 5.
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Figure 3: Dynamic rescheduling Gantt chart.

event keeps unchangeable. Meanwhile, the corresponding
machines are also unchanged.

3. Proposed Genetic Algorithm

3.1. Encoding. As mentioned above, there are two subprob-
lems in the FJSP; therefore the feasible encoding of FJSP has
two parts. Figure 4 shows a feasible solution for the instance
shown in Table 1. The first part of the chromosome is the
sequence of operations while the second part is the machine
allocation for executing the operations in the first part.

1 2 1 2 1 2 1 1 2 2 1 3

Part 1 Part 2

Operation Machine

Figure 4: Chromosome structure.

The chromosome consists of 12 genes. Numbers 1 and 2
which belong to part 1 represent jobs 𝐽1 and 𝐽2, respectively.
As 𝐽1 and 𝐽2 both have three operations, therefore numbers
1 and 2 appear three times in part 1. On the other hand,
numbers 1, 2, and 3 which occur in part 2 represent machines
𝑀1,𝑀2, and𝑀3, respectively. For example, the first gene, 1,
in part 2means that the first operation of 𝐽1 is to be processed
bymachine𝑀1, the last gene, 3, in part 2means that the third
operation of 𝐽2 is to be processed by machine𝑀3.

3.2. Initialization. Thequality of the initialization population
plays an important role for GA’s performance. The random
initialization population is used by most researches, while
this method probably generates the inferior population. As a
result, the population number or evolutionary number needs
to be enlarged to obtain the near-optimal solution. Kacem
et al. proposed a localization method for generating initial
population [34]; however, this method is dependent strongly
on the order in which machines and operations are given in
the table [35]. A mix of random initialization population by
combining initializationmachine and initialization operation
with random initialization is proposed in this paper.

3.2.1. InitializationMachine. Since the objective is themakes-
pan, therefore the machine with less processing time has a
priority to process the corresponding operation.The process-
ing order of the jobs is not considered in this stage, and the
specific steps are as follows.

Step 1. Read time table 𝑇 for all processing operations.

Step 2. Find the minimal value 𝑇 min𝑖 for each operation.

Step 3. Determine the probability (see (2)) for selecting
machine to process corresponding operation according to
𝑇 min𝑖. In (2), apq stands for the total operations of the 𝑖th
job.

Step 4. Select randomly machine according to the selection
probability calculated in Step 3.

Step 5. Repeat Step 4 until the initialization machine is fin-
ished.

𝑝𝑖 =
1/𝑇 min𝑖
∑𝑎𝑝𝑞𝑖 (1/𝑇 min𝑖)

. (2)

3.2.2. Initialization Operation

Step 1. Read the current processing information table.

Step 2. Calculate the completion time mak curi after select-
ing an optional job.
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Figure 5: Crossover operation for operation part.

Step 3. Determine the probability for selecting each job
according to (3).

Step 4. Determine the selected job according to the selection
probability calculated in Step 3.

Step 5. Repeat Step 4 until the initialization operation is
finished.

𝑝𝑖 =
1/𝑚𝑎𝑘 𝑐𝑢𝑟𝑖
∑𝑛𝑖 (1/𝑚𝑎𝑘 𝑐𝑢𝑟𝑖)

. (3)

3.2.3. Random Initialization

Step 1. Select randomly an optional machine.

Step 2. Select randomly the job fromanoptional set of the jobs.

Step 3. Repeat Steps 1 and 2 until the initialization population
is finished.

3.3. Selection. The selection based on elitist strategy (ES) and
improved population diversity strategy (IPDS) is used in this
paper.The elitist strategy can copy some of the best individu-
als fromone parent to the offspring. Comparedwith the tradi-
tional probabilistic selection, the pure elitist strategy can keep
the best solution monotonically improving from one genera-
tion to the next. However this may lead to a local minimum.
Therefore, the IPDS is used to avoid falling into the local
optimal solution. The specific steps of IPDS are as follows.

Step 1. Read the population information 𝑝𝑜𝑝, and set i and j
to 1 (1 ≤ 𝑖 ≤ 𝑝𝑜𝑝𝑠), respectively.

Step 2. Get the ith individual of the 𝑝𝑜𝑝.

Step 3. Let 𝑗 = 𝑖 + 1 and then compare the ith individual and
the jth individual. If individuals i and j have high similarity,
then delete the ith individual.

Step 4. Repeat Step 3 and 𝑗 = 𝑗 + 1.

Step 5. Repeat Steps 2, 3, and 4 until 𝑖 = 𝑝𝑜𝑝𝑠 − 1.

3.4. Crossover Operation. For operation part, the precedence
operation crossover (POX) in [36] is used. Assume that
chromosomes P1 and P2 are two parents and chromosomes
C1 and C2 are two offspring, the detailed crossover steps of
the POX are as follows.

Step 1. Randomly divide the job set {1, 2, 3, . . . , 𝑛} into two
nonempty subsets 𝐽1set and 𝐽2set.

Step 2. Copy the genes belonging to 𝐽1set in chromosome P1
to C1. Copy the genes belonging to 𝐽1set in chromosomes P2
to C2 and keep these genes in the same position.

Step 3. Copy the genes belonging to 𝐽2set in chromosomes P2
to C1. Copy the genes belonging to 𝐽1set in chromosomes P1
to C2 and keep these genes in the same order.

An example is shown in Figure 5.
For machine part, a multipoint crossover operation is

adopted. The procedure of crossover operation is as follows:
A set rand(0, 1), which is composed of 0 and 1, is randomly
generated. The length of the chromosome is equal to the
machine encoding. Exchange the genes, which are the same
as the genes in position 1 in set rand(0, 1), in parents P1 and
P2, and then create two offspring C1 and C2.

In addition, for partial flexible job shop scheduling
problem (P-FJSP), when the machine number is greater
than the total number of the available machines by this
crossover operation, then one machine is randomly selected
for processing the corresponding operation.

An example is shown in Figure 6.

3.5. Mutation Operation. For operation part, a mutation
method by swapping genes is adopted.The detailed mutation
procedure of this method is shown as follows.

Step 1. Select randomly two corresponding positions in
parent P1.

Step 2. Swap the genes to generate an offspring C1.

An example is shown in Figure 7.
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Figure 6: Crossover operation for machine part.
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Figure 7: Mutation operation for operation part.
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Figure 8: Mutation operation for machine part.

For machine part, a mutation method by moving genes
backward in the chromosome P1 is used to generate C1.

If the machine number obtained by this method is
greater than the total number of the available machines by
this crossover operation, then a machine is selected in the
machine set to process the corresponding operation in a
random manner.

An example is shown in Figure 8.
The flow chart of the proposed improved genetic algo-

rithm and dynamic rescheduling strategy is shown in
Figure 9.

4. Experiments and Results

4.1. Experiments of the Initialization Population Method. In
order to verify the effectiveness of our proposed initialization
population method, we compare our improved genetic algo-
rithm with the basic genetic algorithm on the fitness of the
best individual, the average fitness of the initial population,
and the evolutional generation. Table 3 shows the processing
information for 5-job and 5-machine FJSP.

Parameters are as follows: population size is 100, evolu-
tionary generation is 100, the crossover probability is 0.7, and
the mutation probability is 0.1.

Table 4 shows the comparison results by using our pro-
posed improved initializing population method and random

Table 3: Processing information for 5-job and 5-machine FJSP.

Job Operation Processing time
M1 M2 M3 M4 M5

𝐽1
𝑂11 5 4 7 4 10
𝑂12 4 4 10 3 9
𝑂13 5 8 3 6 10

𝐽2
𝑂21 8 9 9 9 4
𝑂22 3 2 2 1 7
𝑂23 8 2 4 7 8

𝐽3
𝑂31 7 2 1 9 9
𝑂32 8 7 7 8 2
𝑂33 4 6 1 7 1

𝐽4
𝑂41 1 8 7 9 8
𝑂42 7 8 3 4 10
𝑂43 8 3 1 6 6

𝐽5
𝑂51 3 7 7 10 6
𝑂52 2 10 9 5 10
𝑂53 2 2 5 9 5

Table 4: Comparison of the initializing population methods.

Method The fitness of the
best individual

The average fitness of
the initial population

Improved initializing
population 18.92 33.71

Random initializing
population 26.02 42.15

initializing population method by running randomly 100
times. It can be seen from Table 4 that our proposed initializ-
ing population method can obtain high-quality individuals.

Figure 10 shows the evolutionary curve obtained by the
traditional random initializing population method. Figure 11
shows the evolutionary curve obtained by our proposed
improved initializing population method. It can be seen that
the randommethod takesmore than 60 generations to obtain
the optimal solution, while the proposed improved initializ-
ing population method only needs less than 30 generations
to obtain the optimal solution. What is more, compared
with the basic GA, the optimal solution obtained by using
our improved GA is also better than that. Therefore, the
evolutionary speed and solution quality can be improved
obviously by using our proposed improved initializing popu-
lation method. Figure 12 shows the Gantt chart.

4.2. Experiments of the Dynamic Rescheduling Strategy. In
order to verify the effectiveness of our proposed improved
genetic algorithm and dynamic rescheduling strategy based
on variable interval scheduling, the comparative experiments
were done. The case about FJSP from literature [33] is shown
in Table 5. The static scheduling Gantt chart obtained by our
proposed improved genetic algorithm is shown in Figure 13,
and the optimal makespan is 35 which is smaller than the
optimal value obtained by Wu et al. [33].
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Figure 9: Flow chart of the proposed improved genetic algorithm and dynamic rescheduling strategy.
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Figure 10: Evolutionary curve obtained by random initializing
method.

The dynamic events often happen in an actual production
environment. In this section, the machine failure is consid-
ered. Suppose that𝑀6 is failure at time 20 s, the rescheduling
Gantt chart is shown in Figure 14, and the comparison results
for rescheduling are shown in Table 6.

From Table 6, it is not difficult to see that the involving
operations of the jobs that need to be processed on the
failure machine can be directly transferred to other machines
with considerable processing capacity after using the
dynamic scheduling strategy based on the variable interval

0
5
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15
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40
45
50

10 20 30 40 50 60 70 80 90 1000

Figure 11: Evolutionary curve obtained by proposed initializing
method.

rescheduling method proposed in this paper, and there
is no need to wait for the failure machine to continue
processing the involving operations after repairing, so that
the completion time is greatly reduced.

4.3. Dynamic Rescheduling for Some Other Dynamic Events.
In Section 4.2, the machine failure is considered. In order
to further verify the effectiveness of our proposed improved
genetic algorithm and dynamic rescheduling strategy based
on variable interval scheduling, the following dynamic events
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Figure 13: Static scheduling Gantt chart.

are considered: (1)machine failure: it can be repaired after a
period of time; here we name this kind of dynamic events as
DE1; (2) the job is damaged and it cannot be repaired; here
we name this kind of dynamic events as DE2; (3) the job is
damaged and it can be repaired; here we name this kind of
dynamic events as DE3; (4) urgent job arrival; here we name
this kind of dynamic events as DE4.

The processing information in Table 5 is still used in our
experiments; the dynamic event descriptions are shown in
Table 7. The static scheduling scheme is shown in Figure 13.

(1) Dynamic Rescheduling for DE1. When DE1 happens,𝑀6
cannot be used between time 20 and time 30. The normal
scheduling result is shown in Figure 15. However, if dynamic
rescheduling strategy based on variable interval scheduling
is carried out, the rescheduling result is shown in Figure 16.
FromFigures 15 and 16, it can be seen that the scheduling time
is reduced 10 units after performing our proposed dynamic
rescheduling strategy.

(2) Dynamic Rescheduling for DE2. When DE2 happens at
time 20, job 4 is damaged and it cannot be repaired; therefore
job 4 needs to be rescheduled. The normal scheduling result
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Figure 14: Rescheduling Gantt chart after𝑀6 failure.

Table 5: Processing information for 5-job and 6-machine FJSP.

Job Operation Processing time
𝑀1 𝑀2 𝑀3 𝑀4 𝑀5 𝑀6

𝐽1

𝑂11 2 3 4 — — —
𝑂12 — 3 — 2 4 —
𝑂13 1 4 5 — — —
𝑂14 4 — — 3 5 —
𝑂15 — 6 8 7 6 9

𝐽2

𝑂21 3 — 5 — 2 —
𝑂22 4 3 — — 6 —
𝑂23 — — 4 — 7 11
𝑂24 — 5 — 7 — 5
𝑂25 4 5 7 — 5 —

𝐽3

𝑂31 5 6 — — — —
𝑂32 — 4 — 3 5 —
𝑂33 — — 13 — 9 12
𝑂34 6 5 7 4 8 —
𝑂35 8 6 — — 7 8

𝐽4

𝑂41 9 — 7 9 — —
𝑂42 — 6 — 4 — 5
𝑂43 1 — 3 — — 3
𝑂44 6 — 9 7 5 4
𝑂45 — 8 7 8 8 —

𝐽5

𝑂51 4 3 7 9 3 6
𝑂52 5 6 — 4 — 5
𝑂53 6 — 4 — — 3
𝑂54 — 5 — 7 — 7
𝑂55 7 — 8 7 8 —

is shown in Figure 17. However, if the dynamic rescheduling
strategy is carried out, the rescheduling result is shown in
Figure 18. From Figures 17 and 18, it can be seen that the
scheduling time is reduced by 9 units after performing our
proposed dynamic rescheduling strategy.
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Table 6: Comparison results for rescheduling.

Actual enterprise’s scheduling result Method proposed in [33] Our proposed method
Failure time 20 20 20
Machine repair time 30 0 0
Ideal makespan 37 37 35
Actual makespan 67 37 35
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Figure 15: Scheduling Gantt chart by waiting for𝑀6 repair.
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Figure 16: ReschedulingGantt chart by using dynamic rescheduling
strategy.

(3) Dynamic Rescheduling for DE3. When DE3 happens at
time 20, the fourth operation of job 4 is damaged and it can
be repaired; therefore this operation needs to be reprocessed.
The normal scheduling result is shown in Figure 19. However,
if the dynamic rescheduling strategy is carried out, the
rescheduling result is shown in Figure 20. From Figures 21
and 22, it can be seen that the scheduling time is reduced by
2 units after performing our proposed dynamic rescheduling
strategy.

(4) Dynamic Rescheduling for DE4. When DE4 happens at
time 20, urgent job 6 arrives, and it is necessary to be added

Table 7: Information for dynamic events.

Type of dynamic
events Dynamic event descriptions

DE1 At time 20,𝑀6 is failure, and it is repaired after
time 30

DE2 At time 20, job 4 is damaged and it cannot be
repaired

DE3 At time 20, the fourth operation of job 4 is
damaged and it can be repaired

DE4 At time 20, an urgent job 6 arrives

Table 8: Processing information of job 6.

Job Operation Processing time
𝑀1 𝑀2 𝑀3 𝑀4 𝑀5 𝑀6

𝐽6

𝑂61 6 7 3 6 2 5
𝑂62 6 7 2 6 7 2
𝑂63 2 2 5 5 2 3
𝑂64 3 4 7 7 2 3
𝑂65 3 3 5 7 5 5

Table 9: Comparisons of dynamic events.

Dynamic event Makespan before
optimization

Makespan after
optimization

DE1 45 35
DE2 52 43
DE3 37 35
DE4 50 37

to the current scheduling sequences.The processing informa-
tion of job 6 is shown inTable 8.Thenormal scheduling result
is shown in Figure 21. However, if the dynamic rescheduling
strategy is carried out, the rescheduling result is shown in
Figure 22. From Figures 21 and 22, it can be seen that the
scheduling time is reduced by 13 units after performing our
proposed dynamic rescheduling strategy.

The scheduling results for these dynamic events are
shown in Table 9. It can be seen from Table 9 that the
makespans obtained by using our proposed method for all
these dynamic events are better than that before optimization.
Therefore, we firmly believe that the proposed method is
feasible and effective for static and dynamic events.
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Figure 17: Scheduling Gantt chart for DE2 before optimizing.
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Figure 18: Scheduling Gantt chart for DE2 after optimizing.
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Figure 19: Scheduling Gantt chart for DE3 before optimizing.
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Figure 20: Scheduling Gantt chart for DE3 after optimizing.
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Figure 21: Scheduling Gantt chart for DE4 before optimizing.
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Figure 22: Scheduling Gantt chart for DE4 after optimizing.

5. Conclusions

The flexible job shop scheduling problem is known as NP-
hard combinatorial optimization, and dynamic flexible job
shop scheduling is very important to the implementation of
the real-world manufacturing systems. In order to respond
to dynamic flexible job shop scheduling problem for mini-
mizing makespan, this paper develops an improved genetic
algorithmbased on variable interval rescheduling strategy for
generating new schedules. Several dynamic events are carried
out to evaluate the performance of the proposed method.
Experimental results for static and several dynamic events
in the FJSP demonstrate that our method is feasible and
effective.
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