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The work presented here is concerned with the antenna array design in collocated multiple-input multiple-output (MIMO) radars.
After knowing the system requirements, the antenna array design problem is formulated as a standard polynomial factorization. In
addition, an algorithm based onNewton-Schubert-Kronecker (NSK) polynomial factorization is proposed.The algorithm contains
three steps. First, linear factors are extracted by extended Vieta theorem.Then, undermined high-order factors are confirmed with
Newton interpolation and certain high-order factors should be searched for within the undermined ones. Finally, the antenna array
configurations are determined according to the result of polynomial factorization. Simulations confirm thewide use of the proposed
algorithm in MIMO radar antenna array design.

1. Introduction

Radar theory has developed quickly for the last fifty years
and multiple-input multiple-output (MIMO) radar has been
introduced as a new concept in the design of radar sys-
tems [1–5], which has received considerable attention, for
it performs better than conventional radars. MIMO radar
transmits multiple signals via its antennas. At each receiving
channel, every target response can be selected with amatched
filter [6–8]. In this way, an extended target space-sample can
be reached by the array design of the transmitting and receiv-
ing aperture, which provides a potential for the system to have
a higher spatial sample ability and space resolution than a
conventional phase array system [9].The array configurations
influence the system performance directly.

In the paper, we consider the antenna array design of col-
locatedMIMO radar. For convenient and simple description,
the kind of collocated MIMO radar whose transmitting and
receiving antenna arrays share no antennas is called bistatic
MIMO radar, and the other kind of collocated MIMO radar
whose transmitting and receiving antenna arrays share the
same antenna array is called monostatic MIMO radar.

Compared with the traditional array design methods,
MIMO radar arrangement needs to synthesize transmitting

and receiving arrays [10–12]. In [13, 14], a possible simplified
algorithm is presented in order to find MIMO array setups
of maximum dimension with minimum redundancy. In [15],
two differentMIMO radar array designs are described, which
aims at obtaining optimal angular resolution and controlling
the side lobes of the synthetic array pattern. A hybrid
method based on cyclic difference sets and genetic algo-
rithm is proposed in [16] to design antenna arrays in order
to synthesize the MIMO minimum variance distortionless
response (MVDR). The method can provide a large set of
array design solutions at small computational cost whichmay
greatly enrich the choice of the proper array configurations in
antenna engineering applications. MIMO radar array design
is analyzed based on the spatial convolution principle in [9].
Whether a given array is a virtual equivalent MIMO radar
array or not is dependent on whether the given array can
be separated into two arrays with the spatial convolution.
However, the algorithm is ineffective in bistatic MIMO radar.
Then the polynomial factorization method is proposed in
[17–20] to obtain the desired virtual equivalent MIMO radar
antenna array. There may be multiple solutions for the trans-
mitting and receiving antenna arrays and different solutions
may have different array performance. Adaptive beamform-
ing algorithm is used to comparatively analyze the statistical
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Figure 1: Signal model of collocated MIMO radar.

output signal-to-interference-plus-noise ratio (SINR) perfor-
mance of the designed arrays in [17]. However, it is applicable
only when the virtual MIMO antenna array is uniform.
Nonuniform virtual MIMO antenna array design needs to be
investigated in the subsequent work.

Following the developments of [9, 17], a MIMO radar
array design algorithm using NSK polynomial factorization
is proposed which aims to find all the possible decomposi-
tions of a system virtual equivalent MIMO radar array into
transmitting and receiving arrays. Simulation results indicate
that the proposed algorithm can be widely used no matter
whether the transmitting and receiving arrays are bistatic or
collocated and the systemequivalent antenna array is nonuni-
form or uniform.

The rest of the paper is organized as follows: Section 2
develops a signal model of MIMO radar. Section 3 proposes
the array design algorithm using NSK polynomial factoriza-
tion. Section 4 analyzes the design examples of different types
of MIMO radar and examines the simulation performance.
Section 5 provides the summary and concluding remarks.

2. System Model

The narrow-band signal and far-field scenarios are consid-
ered in this paper, assuming the transmitting and receiving
arrays of MIMO radar are collocated and are both linear
arrays. Consider a MIMO radar system with a transmitter
equipped with 𝑀 collocated antennas which are located
at 𝑢
1
, 𝑢
2
, . . . , 𝑢

𝑀
and a receiver with antennas located at

V
1
, V
2
, . . . , V

𝑁
.

Assume there is a far-field point target and let 𝜃 denote the
location parameter of the target (see Figure 1). The steering
vector for the receiving arrays is denoted by

A (𝜃) = [exp(𝑗2𝜋V1 sin 𝜃
𝜆

) , exp(𝑗2𝜋V2 sin 𝜃
𝜆

) , . . . ,

exp(𝑗
2𝜋V
𝑁
sin 𝜃
𝜆

)]

𝑇

.

(1)

The steering vector for the transmitting arrays is denoted
by

B (𝜃) = [exp(𝑗2𝜋𝑢1 sin 𝜃
𝜆

) , exp(𝑗2𝜋𝑢2 sin 𝜃
𝜆

) , . . . ,

exp(𝑗2𝜋𝑢𝑀 sin 𝜃
𝜆

)]

𝑇

.

(2)

According to the formation principle of virtual array, the
steering vector bymatching the𝑝th receiving antenna and 𝑖th
transmitting antenna is

𝑐
𝑝𝑖
(𝜃) = exp(𝑗

2𝜋 (𝑢
𝑖
+ V
𝑝
) sin 𝜃

𝜆
) . (3)

The normalized position of the virtual array element is
𝑢
𝑖
+ V
𝑝
, and the steering vector for the virtual array can be

expressed as

C (𝜃) = Α (𝜃)B𝑇 (𝜃) =

[
[
[
[
[
[
[

[

𝑒
(𝑗(2𝜋(𝑢

1
+V
1
) sin 𝜃/𝜆))

𝑒
(𝑗(2𝜋(𝑢

1
+V
2
) sin 𝜃/𝜆))

⋅ ⋅ ⋅ 𝑒
(𝑗(2𝜋(𝑢

1
+V
𝑁
) sin 𝜃/𝜆))

𝑒
(𝑗(2𝜋(𝑢

2
+V
1
) sin 𝜃/𝜆))

𝑒
(𝑗(2𝜋(𝑢

2
+V
2
) sin 𝜃/𝜆))

⋅ ⋅ ⋅ 𝑒
(𝑗(2𝜋(𝑢

2
+V
𝑁
) sin 𝜃/𝜆))

.

.

.
.
.
. ⋅ ⋅ ⋅

.

.

.

𝑒
(𝑗(2𝜋(𝑢

𝑀
+V
1
) sin 𝜃/𝜆))

𝑒
(𝑗(2𝜋(𝑢

𝑀
+V
2
) sin 𝜃/𝜆))

⋅ ⋅ ⋅ 𝑒
(𝑗(2𝜋(𝑢

𝑀
+V
𝑁
) sin 𝜃/𝜆))

]
]
]
]
]
]
]

]

. (4)
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The transmitter transmits orthogonal waveforms, ensur-
ing independent signal channels and avoiding power syn-
thesis of transmitting channels. Orthogonal signals can be
separated bymatched filters at the receiver. A virtual receiving
array with antenna elements located at {𝑢

𝑚
+ V
𝑛
}, 𝑚 =

1, 2, . . . ,𝑀, 𝑛 = 1, 2, . . . , 𝑁, can be synthesized. If there is an
overlapping virtual element at a certain position, the number
of the overlapping elements is the equivalent value at the
position.

Assuming that the array elements are isotropic, the beam
pattern is determined by the array structure and the weight-
ing values [21, 22]. InMIMO radar system, the weighting val-
ues are usually all defined as 1. In that case, the system equiv-
alent radiation beam pattern is decomposed into the product
of the transmitter radiation beam pattern and the receiver
radiation beam pattern according to [17], so the far-field
equivalent antenna radiation beam pattern is expressed as

𝑃
𝑉
(𝜃) = 𝑃

𝑇
(𝜃) 𝑃
𝑅
(𝜃)

=

𝑀

∑

𝑚=1

𝑁

∑

𝑛=1

𝑔
𝑇
(𝑚) 𝑔
𝑅
(𝑛) 𝑒
𝑗2𝜋(V

𝑛
+𝑢
𝑚
) sin 𝜃/𝜆

,

(5)

where 𝑃
𝑇
(𝜃) = ∑

𝑀

𝑚=1
𝑔
𝑇
(𝑚)𝑒
𝑗2𝜋𝑢
𝑚
sin 𝜃/𝜆 and 𝑃

𝑅
(𝜃) =

∑
𝑁

𝑛=1
𝑔
𝑅
(𝑛)𝑒
𝑗2𝜋V
𝑛
sin 𝜃/𝜆 denote, respectively, the far-field radia-

tion pattern for the transmitter and receiver.𝑔
𝑇
(𝑚) and𝑔

𝑅
(𝑛),

respectively, denote the equivalent value at a certain position
of transmitting and receiving arrays.

By substituting 𝑥 = 𝑒
𝑗2𝜋𝑑 sin 𝜃/𝜆 with 𝑑 being the interele-

ment spacing, the equivalent, transmitter, and receiver radi-
ation patterns can be expressed, respectively, as

𝑃
𝑇
(𝑥) =

𝑀−1

∑

𝑚=0

𝑔
𝑇
(𝑚) 𝑥
𝑚
,

𝑃
𝑅
(𝑥) =

𝑁−1

∑

𝑛=0

𝑔
𝑅
(𝑛) 𝑥
𝑛
,

𝑃
𝑉
(𝑥) =

𝑀+𝑁−2

∑

𝑖=0

𝑔
𝑉
(𝑖) 𝑥
𝑖
,

(6)

where 𝑔
𝑉
(𝑖) denotes equivalent value at the 𝑖th position of

virtual equivalent array. In MIMO radar systems, the equiva-
lent values have practical significance and they represent the
number of antennas at certain positions.

Thus, the equivalent array, transmitting array, and receiv-
ing array meet the following relationship:

𝑃
𝑉
(𝑥) = 𝑃

𝑇
(𝑥) 𝑃
𝑅
(𝑥) . (7)

The polynomial corresponding to the equivalent array is
decomposed into the product of two factors which, respec-
tively, correspond to the transmitting and receiving array.

3. Antenna Array Design in
MIMO Radar Using NSK Polynomial
Factorization Algorithm

The MIMO radar antenna array design method can be
divided into two steps: the structure of the equivalent array

is determined by the beam pattern specification, such as the
desired main lobe width and the desired side lobe level. And
then the transmitting and receiving arrays can be calculated
through NSK polynomial factorization. The first step is the
same as the general antenna array design which is not dis-
cussed in our paper [23–25]. Our paper focuses on the second
step: how to calculate transmitting and receiving arrays by
equivalent antenna array.

3.1. AlgorithmDesign. According to the system requirements,
the equivalent array is modeled as a polynomial. Combining
Newton’s, Schubert’s, and Kronecker’s core ideas of polyno-
mial factorization, an algorithm is proposed which has wider
application than the existing array design methods and we
call it Newton-Schubert-Kronecker (NSK) polynomial fac-
torization [26].

In this paper, the standardized formation of the polyno-
mial is defined as

𝑃
𝑉
(𝑥) = 𝑎

(0)

0
+ 𝑎
(0)

1
𝑥 + 𝑎
(0)

2
𝑥
2
+ ⋅ ⋅ ⋅ + 𝑎

(0)

𝑛−1
𝑥
𝑛−1

+ 𝑥
𝑛
. (8)

The coefficients 𝑎(0)
𝑖

are integers and the highest coeffi-
cient 𝑎(0)

𝑛
equals 1. If the polynomial is a nonstandardized

form, it should be standardized at first.

3.1.1. The Standardization of Polynomial. The standardized
formation of the array equivalent vector needs to satisfy the
following two requirements when designing MIMO radar
array usingNSKpolynomial factorization: (1) the elements of
G
𝑉
are positive integers; (2) the highest coefficient 𝑎(0)

𝑛
equals

1.
If G
𝑉

satisfies requirement (1) but does not satisfy
requirement (2), the polynomial factorization can be con-
verted to the factorization of a standardized polynomial
according to [26].

In fact, elements of the equivalent vector determined by
the system performance requirements are not all integers;
that is, it does not satisfy requirement (1). In the case, each
element of G

𝑉
is expanded with the same multiples to be an

integer. The following simulation results show that the beam
pattern of the decimal equivalent vector is the same as the
corresponding integer equivalent vector’s.

When G
𝑉
= (0.5, 1, 2, 1.5, 1.5, 1, 0.5), there are decimal

equivalent coefficients in G
𝑉
. Expand each element in G

𝑉
(𝑖)

with four multiples and get G󸀠
𝑉
= (1, 2, 4, 3, 3, 2, 1). Figure 2

gives the corresponding beam patterns of G
𝑉
and G󸀠

𝑉
. The

two patterns are the same where the main lobe width is 18.65
degrees and the first side lobe level is −20.95 dB.

In conclusion, the beam pattern of the decimal equivalent
vector is the same as the one of the corresponding integer
equivalent vector. When there are decimal equivalent coef-
ficients, expand the elements of the vector with the same
multiples so that the elements can become integers firstly.
Then, if the highest coefficient 𝑎(0)

𝑛
̸= 1, convert the polyno-

mial factorization to a standardized polynomial factorization
equivalently according to [26]. Finally, design the antenna
array using NSK polynomial factorization algorithm.
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Figure 2: Performance of decimal vector and integral vector.

3.1.2. Factors Extraction of Different Powers. Suppose the
standardized formation of the polynomial for system equiva-
lent array is

𝑃
𝑉
(𝑥) = 𝑎

(0)

0
+ 𝑎
(0)

1
𝑥 + 𝑎
(0)

2
𝑥
2
+ ⋅ ⋅ ⋅ + 𝑎

(0)

𝑛−1
𝑥
𝑛−1

+ 𝑥
𝑛
. (9)

The essence of polynomial factorization is to find all of the
factors. Thus, from briefness to complexity, the polynomial
extraction procedure is given as follows.

(1) The Extraction of 𝑥. If 𝑎(0)
0

= 𝑎
(0)

1
= ⋅ ⋅ ⋅ = 𝑎

(0)

𝑚−1
= 0 and

𝑎
(0)

𝑚
̸= 0, it is easy to extract 𝑥𝑚,

𝑃
(1)

𝑉
(𝑥) =

𝑃
𝑉
(𝑥)

𝑥𝑚

= 𝑎
(1)

0
+ 𝑎
(1)

1
𝑥 + ⋅ ⋅ ⋅ + 𝑎

(1)

𝑛−𝑚−1
𝑥
𝑛−𝑚−1

+ 𝑥
𝑛−𝑚

,

(10)

where 𝑎(1)
𝑖

= 𝑎
(0)

𝑖+𝑚
(𝑖 = 0, 1, . . . , 𝑛 − 𝑚 − 1).

If 𝑥 cannot be extracted, then

𝑃
(1)

𝑉
(𝑥) = 𝑃

𝑉
(𝑥) = 𝑎

(1)

0
+ 𝑎
(1)

1
𝑥 + ⋅ ⋅ ⋅ + 𝑎

(1)

𝑛−1
𝑥
𝑛−1

+ 𝑥
𝑛
, (11)

where 𝑎(1)
𝑖

= 𝑎
(0)

𝑖
(𝑖 = 0, 1, . . . , 𝑛 − 1).

(2) The Extraction of the Linear Factor 𝑥 + 𝑐
𝑖
. Supposing the

expression of 𝑃(1)
𝑉
(𝑥) is as (10), the extraction process of 𝑥+ 𝑐

𝑖

is given as follows (when the expression of 𝑃(1)
𝑉
(𝑥) is as (11),

the process is similar).
If the roots of 𝑃(1)

𝑉
(𝑥) are 𝑑

0
, 𝑑
1
, . . . , 𝑑

𝑞
, we can get

∏
𝑞

𝑖=0
𝑑
𝑖
= (−1)

𝑛−𝑚
𝑎
(1)

0
through the extended Vieta theorem.

In MIMO radar array design, we can try to find the positive
factors 𝑐

0
, 𝑐
1
, . . . , 𝑐

𝑝
of the constant 𝑎(1)

0
and calculate𝑃(1)

𝑉
(−𝑐
𝑖
),

𝑖 = 0, 1, 2, . . . , 𝑝. If 𝑃(1)
𝑉
(−𝑐
𝑖
) = 0, 𝑖 = 0, 1, 2, . . . , 𝑝, 𝑥 + 𝑐

𝑖
is the

factor of 𝑃(1)
𝑉
(𝑥) and 𝑃(1)

𝑉
(𝑥) can be expressed as

𝑃
(1)

𝑉
(𝑥) = 𝑥

𝑛−𝑚
+ 𝑎
(1)

𝑛−𝑚−1
𝑥
𝑛−𝑚−1

+ ⋅ ⋅ ⋅ + 𝑎
(1)

1
𝑥 + 𝑎
(1)

0

=

𝑛−𝑚−1

∑

𝑘=0

𝑎
(2)

𝑘
𝑥
𝑘
(𝑥 + 𝑐

𝑖
) ,

(12)

where

𝑎
(2)

𝑛−𝑚−1
= 1,

𝑎
(2)

𝑛−𝑚−𝑘
= 𝑎
(1)

𝑛−𝑚−𝑘+1
− 𝑎
(2)

𝑛−𝑚−𝑘+1
⋅ 𝑐
𝑖

(𝑘 = 2, . . . , 𝑛 − 𝑚) .

(13)

Therefore,

𝑃
(2)

𝑉
(𝑥) =

𝑛−𝑚−1

∑

𝑘=0

𝑎
(2)

𝑘
𝑥
𝑘
. (14)

Try to extract 𝑥 + 𝑐
𝑖
from 𝑃

(2)

𝑉
(𝑥) again until all the linear

factors are removed.
Suppose the polynomial is𝑄(1)

𝑉
(𝑥) after extraction of 𝑥+𝑐

𝑖

and then extract high-order factors from 𝑄
(1)

𝑉
(𝑥).

(3) High-Order Factors Extraction. If deg(𝑄(1)
𝑉
(𝑥)) = 𝑁max

(deg denotes the degree of 𝑄(1)
𝑉
(𝑥)) and 𝑄

(1)

𝑉
(𝑥) can be

factorized, there is at least one factor whose degree is not
more than 𝑁max/2. Define 𝑠 = ⌊𝑁max/2⌋ and the degree
𝑘 of the factor 𝑔󸀠

𝑘
(𝑥) meets the following relationship: 𝑘 =

deg(𝑔󸀠
𝑘
(𝑥)) ≤ 𝑠. The undermined factors 𝑔

𝑘
(𝑥) can be

obtained by Newton interpolation.
The concrete process is given as follows:

(a) Supposing 𝑘 + 1 different integers 𝑥
0
, 𝑥
1
, . . . , 𝑥

𝑘
,

calculate 𝑄(𝑘−1)
𝑉

(𝑥
0
), 𝑄
(𝑘−1)

𝑉
(𝑥
1
), . . . , 𝑄

(𝑘−1)

𝑉
(𝑥
𝑘
).

(b) If 𝑔
𝑘
(𝑥) is the factor of 𝑄(𝑘−1)

𝑉
(𝑥), 𝑔

𝑘
(𝑥
𝑖
) must satisfy

𝑔
𝑘
(𝑥
𝑖
) | 𝑄
(𝑘−1)

𝑉
(𝑥
𝑖
). For 𝑄(𝑘−1)

𝑉
(𝑥
𝑖
) has limited factors,

the number of the vectors [𝑔
𝑘
(0), 𝑔
𝑘
(1), . . . , 𝑔

𝑘
(𝑘)]

with dimension 𝑘 + 1 is also limited.
(c) For each vector [𝑔

𝑘
(0), 𝑔
𝑘
(1), . . . , 𝑔

𝑘
(𝑘)], a 𝑘-order

polynomial 𝑔
𝑘
(𝑥) can be only determined by inter-

polation formula. When 𝑘 increases from 2 to 𝑠, the
interpolating point increases. In order to utilize the
results calculated, Newton interpolation formula is
the best choice:

𝑔
𝑘
(𝑥)

= 𝑔 (0) + 𝑔 (0, 1) (𝑥 − 0) + ⋅ ⋅ ⋅

+ 𝑔 (0, 1, . . . , 𝑘) (𝑥 − 0) (𝑥 − 1) ⋅ ⋅ ⋅ (𝑥 − (𝑘 − 1)) ,

(15)

where
𝑔 (0, 1, . . . , 𝑚)

=

𝑚

∑

𝑗=0

𝑔
𝑘
(𝑥
𝑗
)

(𝑥
𝑗
− 𝑥
0
) ⋅ ⋅ ⋅ (𝑥

𝑗
− 𝑥
𝑗−1
) (𝑥
𝑗
− 𝑥
𝑗+1
) ⋅ ⋅ ⋅ (𝑥

𝑗
− 𝑥
𝑚
)

.

(16)
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The undermined factors 𝑔
𝑘
(𝑥) can be obtained and 𝑔󸀠

𝑘
(𝑥)

exists among them. Then, update 𝑄(𝑘−1)
𝑉

(𝑥) to get 𝑄(𝑘)
𝑉
(𝑥) by

removing all 𝑔󸀠
𝑘
(𝑥), which satisfies 𝑄(𝑘−1)

𝑉
(𝑥) = 𝑄

(𝑘)

𝑉
(𝑥)𝑔
󸀠

𝑘
(𝑥).

So when 𝑘 increases from 2 to 𝑠 sequentially, all the factors
𝑔
󸀠

𝑘
(𝑥) of 𝑄(1)

𝑉
(𝑥) can be obtained.

By the results of polynomial factorization, the polynomial
of the system equivalent array can be expressed as the product
of two factors. The MIMO radar antenna array is designed
according to the two factors.

In total, the process of the proposed algorithm is shown
as follows.

Process of Antenna Array Design in MIMO Radar Using NSK
Polynomial Factorization Algorithm

Step 1 (initialization). Determine the standardized polyno-
mial 𝑃

𝑉
(𝑥) by the requirements of system performance.

Step 2 (judgment on requirements of 𝑥 extraction). If the
requirements are satisfied, extract 𝑥; otherwise go to Step 3.

Step 3 (judgment on requirements of 𝑥 + 𝑐
𝑖
). If the require-

ments are satisfied, extract 𝑥 + 𝑐
𝑖
and go to Step 3 again;

otherwise go to Step 4.

Step 4. Judge the degree of 𝑄
(1)

𝑉
(𝑥) and calculate 𝑠 =

⌊𝑁max/2⌋. If 𝑠 ≥ 4, go to Step 5; otherwise end the algorithm.

Step 5 (extraction of high-order factors). 𝐾-order under-
mined factors 𝑔

𝑘
(𝑥), 𝑘 ∈ {2, 3, . . . , 𝑠}, are determined by

Newton interpolation. Search among 𝑔
𝑘
(𝑥) and determine

the factors 𝑔󸀠
𝑘
(𝑥) of𝑄(𝑘−1)

𝑉
(𝑥). Update𝑄(𝑘−1)

𝑉
(𝑥) to get𝑄(𝑘)

𝑉
(𝑥)

by removing all 𝑔󸀠
𝑘
(𝑥). When 𝑘 > 𝑠, the algorithm ends.

Step 6. Determine the array configurations according to the
results of polynomial factorization.

3.2. Design Example. In order to facilitate the understanding
of MIMO radar array design algorithm based on NSK
polynomial factorization, the following example is given.

Assuming that the equivalent value determined by the
requirements of system performance is G

𝑉
= (1, 0.5, 2,

2, 1.5, 1.5, 0.5), then the polynomial is 1 + 0.5𝑥 + 2𝑥2 + 2𝑥3 +
1.5𝑥
4
+ 1.5𝑥

5
+ 0.5𝑥

6.
The corresponding integer equivalent value isG󸀠

𝑉
= (2, 1,

4, 4, 3, 3, 1) and the polynomial is 2 + 𝑥 + 4𝑥2 + 4𝑥3 + 3𝑥4 +
3𝑥
5
+ 𝑥
6 by standardization.

(1)TheExtraction of 𝑥. For 𝑎(0)
0

= 2 ̸= 0,𝑥 cannot be extracted
from the polynomial; then 𝑃(1)

𝑉
(𝑥) = 𝑃

𝑉
(𝑥).

(2) The Extraction of 𝑥 + 𝑐
𝑖
. The constant 𝑎(0)

0
contains the

positive factors 1 and 2. For𝑃(1)
𝑉
(−1) ̸= 0 and𝑃(1)

𝑉
(−2) = 0, 𝑥+

2 is the factor of 𝑃(1)
𝑉
(𝑥). Consider 𝑃(1)

𝑉
(𝑥) = (2 + 𝑥)(1 + 2𝑥

2
+

𝑥
3
+ 𝑥
4
+ 𝑥
5
); then 𝑃(2)

𝑉
(𝑥) = 1 + 2𝑥

2
+ 𝑥
3
+ 𝑥
4
+ 𝑥
5.

Try to extract 𝑥 + 𝑐
𝑖
from 𝑃

(2)

𝑉
(𝑥) again. The constant of

𝑃
(2)

𝑉
(𝑥) is 1 and the constant contains the positive factor 1. For

𝑃
(2)

𝑉
(−1) ̸= 0, 𝑃(2)

𝑉
(𝑥) cannot be extracted by 𝑥 + 𝑐

𝑖
. Consider

𝑄
(1)

𝑉
(𝑥) = 𝑃

(2)

𝑉
(𝑥) = 1 + 2𝑥

2
+ 𝑥
3
+ 𝑥
4
+ 𝑥
5.

(3) High-Order Factors Extraction. Given 𝑄(1)
𝑉
(𝑥) = 1 + 2𝑥

2
+

𝑥
3
+ 𝑥
4
+ 𝑥
5, we can know 𝑁max = deg(𝑄(1)

𝑉
(𝑥)) = 5,

and 𝑠 = ⌊𝑁max/2⌋ = 2. Then the undetermined quadratic
polynomials can be obtained by the Newton interpolating
method as follows:

(a) Calculate 𝑄(1)
𝑉
(0) = 1, 𝑄(1)

𝑉
(1) = 6, and 𝑄(1)

𝑉
(2) = 65.

(b) Possible values of 𝑔
2
(0), 𝑔
2
(1), and 𝑔

2
(2) are 1, −1; 1,

−1, 2, −2, 3, −3, 6, and −6; and 1, −1, 5, −5, 13, −13, 65,
and −65, respectively. There are 128 combinations in
total about the values of𝑔

2
(0), 𝑔
2
(1), and𝑔

2
(2), which

are (1, 1, 1), (1, 1, −1), (1, 1, 5), . . . , (−1, −6, −65).
(c) The corresponding undetermined quadratic polyno-

mials for each combination are calculated by Newton
interpolation and then search among all the unde-
termined ones to obtain the determined quadratic
polynomials of 𝑄(1)

𝑉
(𝑥). The interpolation polyno-

mial corresponding to the combination of (1, 2, 5) is
𝑔
2
(𝑥) = 𝑥

2
+ 1, by which 𝑄(1)

𝑉
(𝑥) can be divided, so

𝑔
󸀠

2
(𝑥) = 𝑔(𝑥).

We can get the final results of the polynomial factoriza-
tion: 𝑃

𝑉
(𝑥) = (𝑥 + 2)(𝑥

2
+ 1)(𝑥

3
+ 𝑥
2
+ 1).

According to the results above, 6 kinds of MIMO radar
array designs can be obtained as follows, and system equiva-
lent arrays of these 6 designs are nonuniform:

Design 1: 𝑃
𝑇
(𝑥) = 2+𝑥, 𝑃

𝑅
(𝑥) = (𝑥

2
+1)(𝑥

3
+𝑥
2
+1).

Design 2: 𝑃
𝑇
(𝑥) = 1+𝑥

2, 𝑃
𝑅
(𝑥) = (𝑥+1)(𝑥

3
+𝑥
2
+1).

Design 3: 𝑃
𝑇
(𝑥) = 𝑥

3
+𝑥
2
+1, 𝑃
𝑅
(𝑥) = (𝑥+2)(𝑥

2
+1).

Design 4: 𝑃
𝑇
(𝑥) = (𝑥

2
+1)(𝑥

3
+𝑥
2
+1), 𝑃

𝑅
(𝑥) = 2+𝑥.

Design 5: 𝑃
𝑇
(𝑥) = (𝑥+2)(𝑥

3
+𝑥
2
+1), 𝑃

𝑅
(𝑥) = 1+𝑥

2.

Design 6: 𝑃
𝑇
(𝑥) = (𝑥+2)(𝑥

2
+1), 𝑃

𝑅
(𝑥) = 𝑥

3
+𝑥
2
+1.

4. Design Examples and
Performance Simulation

In this section, the performance of the proposed algorithm
is simulated and analyzed. Without loss of generality, assume
that all array antennas are omnidirectional and the target is
located in the far-field. In order to compare the application
scopes of different algorithms, the antenna array design for
different types of MIMO radar is discussed. In the MIMO
radar system, the uniform equivalent system arrays cannot
be obtained by monostatic transmitting and receiving arrays.
So the following three types of MIMO radar are considered.

Example 1 (nonuniform equivalent array design of mono-
static MIMO radar). Consider G

𝑉
= (1, 2, 3, 2, 1) and

𝑃
𝑉
(𝑥) = 1 + 2𝑥 + 3𝑥

2
+ 2𝑥
3
+ 𝑥
4.

The equivalent array is nonuniform, so the algorithm in
[17] cannot be applied.
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Figure 3: Antenna array designs of NSK polynomial factorization
and inverse convolution.
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Figure 4: Performance of different algorithms.

The polynomial factorization result obtained by the pro-
posed algorithm is 𝑃

𝑉
(𝑥) = (1 + 𝑥 + 𝑥

2
)(1 + 𝑥 + 𝑥

2
); that is,

𝑃
𝑇
(𝑥) = 1 + 𝑥 + 𝑥

2, 𝑃
𝑇
(𝑥) = 1 + 𝑥 + 𝑥

2.
The results obtained by the inverse convolution algorithm

in [22] are the same.
Figure 3 shows the transmitting and receiving array

design. It can be noticed that 3 antennas located at positions
0, 1, and 2 are required and the system degrees of freedom
are 5. Figure 4 gives the comparison of the beam patterns.
TheMIMO radar antenna array design algorithm using NSK
polynomial factorization has the same performance as the
inverse convolution algorithm, satisfying the requirements of
performance. The main lobe width is 25.95 degrees and the
first side lobe is −19.08 dB.

In conclusion, when the system virtual equivalent array
is nonuniform, the proposed algorithm is applicable and the
performance is the same as the algorithm in [9].

Example 2 (uniformequivalent array design of bistaticMIMO
radar). Consider G

𝑉
= (1, 1, . . . , 1) and 𝑃

𝑉
(𝑥) = ∑

14

𝑖=0
𝑥
𝑖.

In [22], the monostatic MIMO radar cannot be obtained
by inverse convolution algorithm; the solution by an uncon-
straint least square approximation is G

𝑇
= G
𝑅
= (0.7493,

0.4084, 0.3367, 0.312, 0.3127, 0.3366, 0.4083, 0.7494).
The polynomial factorization result obtained by the pro-

posed algorithm is 𝑃
𝑉
(𝑥) = (1+𝑥+𝑥

2
)(1+𝑥

3
+𝑥
6
+𝑥
9
+𝑥
12
):

Design 1: 𝑃
𝑇
(𝑥) = 1 + 𝑥 + 𝑥

2, 𝑃
𝑅
(𝑥) = 1 + 𝑥

3
+ 𝑥
6
+

𝑥
9
+ 𝑥
12.

Design 2: 𝑃
𝑇
(𝑥) = 1 + 𝑥

3
+ 𝑥
6
+ 𝑥
9
+ 𝑥
12, 𝑃
𝑅
(𝑥) =

1 + 𝑥 + 𝑥
2.

The results obtained by the inverse convolution algorithm
in [9] are the same.

Figure 5(a) shows that the solution by inverse convolu-
tion algorithm is G

𝑉
= (0.5615, 0.6120, 0.6714, 0.7426,

0.8368, 0.9699, 1.1947, 1.8783, 1.1949, 0.9699, 0.8363, 0.7435,

0.6712, 0.6120, 0.5616), which does not satisfy the require-
ments. Figures 5(b) and 5(c) show the equivalent array
vector of the two designs by the proposed algorithm which
is G
𝑉

= (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1), which satisfies
the requirements. In design 1, the transmitting antennas are
located at positions 1, 2, and 3 and the receiving antennas are
located at positions 0, 3, 6, and 9. In design 2, the transmitting
antennas are located at positions 0, 3, 6, and 9 and the
receiving antennas are located at positions 0, 1, and 2.Though
the beam patterns of the two designs are the same, they are
also seen as two different designs for they have different
transmitting and receiving gains. Figure 6 shows the beam
pattern of the different designs. The main lobe width of the
approximate solution is 7.97 degrees and the first side lobe is
−15.64 dB. The main lobe width of the proposed algorithm
is 6.79 degrees and the first side lobe is −13.13 dB, which
satisfies the requirements of system performance.

In conclusion, when the system equivalent array is uni-
form but the exact results for monostatic MIMO radars
cannot be obtained by inverse convolution algorithm in [9],
the proposed algorithm can be applied to get the ideal results
and the performance is the same as the algorithm’s in [17].

Example 3 (nonuniform system equivalent array design of
bistatic MIMO radar). Consider G

𝑇
= (1, 2, 3, 3, 2, 1) and

𝑃
𝑉
(𝑥) = 1 + 2𝑥 + 3𝑥

2
+ 3𝑥
4
+ 2𝑥
5
+ 𝑥
6.

The equivalent array is nonuniform, so the algorithm in
[17] cannot be applied. Additionally, the inverse convolution
cannot get the accurate solutions. By the proposed algorithm,
we can get the factorization:𝑃

𝑉
(𝑥) = (1+𝑥)(1+𝑥

2
)(1+𝑥+𝑥

2
):

Design 1: 𝑃
𝑇
(𝑥) = 1 + 𝑥, 𝑃

𝑅
(𝑥) = (1 + 𝑥

2
)(1 + 𝑥 + 𝑥

2
).

Design 2: 𝑃
𝑇
(𝑥) = 1 + 𝑥

2, 𝑃
𝑅
(𝑥) = (1 + 𝑥)(1 + 𝑥 + 𝑥

2
).

Design 3: 𝑃
𝑇
(𝑥) = 1 + 𝑥 + 𝑥

2, 𝑃
𝑅
(𝑥) = (1 + 𝑥)(1 + 𝑥

2
).

(The swapping of the transmitter and receiver will not be
described here.)

Figure 7 shows three possible transmitting and receiving
arrays, whose equivalent array vector is G

𝑉
= (1, 2, 3, 3, 2, 1).

It can be noticed that 8 antennas are required for design 1 and
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(b) Design 1 of NSK polynomial factorization
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(c) Design 2 of NSK polynomial factorization

Figure 5: Design of inverse convolution and NSK polynomial factorization.
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(a) Comparison between inverse convolution and performance require-
ments
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(b) Comparison between NSK polynomial factorization and perfor-
mance requirements

Figure 6: Performance of different algorithms.
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Figure 7: Designs of NSK polynomial factorization.

design 2 and 7 antennas for design 3. All the designs have 7
degrees of freedom. Figure 8 gives the comparison of beam
patterns, showing the arrays designed by NSK polynomial
factorization satisfy the requirements.

In conclusion, when the system equivalent array is
nonuniform and the exact results cannot be obtained by
inverse convolution algorithm in [9], the proposed algorithm
can be applied to get the ideal results which satisfy the
requirements of system performance.

5. Conclusion

In order to extend the application scope of the existing algo-
rithms forMIMOradar array design, an algorithmusingNSK
polynomial factorization is proposed in the paper. The algo-
rithm describes the MIMO radar polynomial model in detail
and lists the steps of the proposed algorithm. For a given
system performance, the algorithm can be accomplished to
design all the transmitting and receiving arrays which can

100
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Figure 8: Comparison between NSK polynomial factorization and
performance requirements.
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meet the requirements. Simulation examples under different
situations are given to verify the wide use of the algorithm
and indicate that the proposed algorithm can be widely used
no matter whether the transmitting and receiving arrays are
bistatic or monostatic and the system equivalent antenna
arrays are nonuniform or uniform.

In fact, some multichannel radar system antenna array
design is similar to the MIMO radar system as long as the
emission signal does not produce space power synthesis,
such as the use of different frequency transmit signal. The
algorithm proposed by the paper can be also used [9].

We are aware that the synthesized pattern with angle
scanning capability must be taken into account in actual
MIMO antenna arrays.This topic will be further investigated
in our subsequent work.
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