
 

 

Thorsten Rheinlander and Gallus Steiger  
The minimal entropy martingale measure 
for general Barndorff-Nielsen/Shephard 
models 
Article (Published version) 
(Refereed) 
 

Original citation: 
Rheinlander, Thorsten and Steiger, Gallus (2006) The minimal entropy martingale measure for 
general Barndorff-Nielsen/Shephard models. Annals of applied probability, 16 (3). pp. 1319-
1351. ISSN 1050-5164 
DOI: 10.1214/105051606000000240 
 
© 2006 IMS 
 
This version available at: http://eprints.lse.ac.uk/16351/ 
Available in LSE Research Online: December 2011 
 
LSE has developed LSE Research Online so that users may access research output of the 
School. Copyright © and Moral Rights for the papers on this site are retained by the individual 
authors and/or other copyright owners. Users may download and/or print one copy of any 
article(s) in LSE Research Online to facilitate their private study or for non-commercial research. 
You may not engage in further distribution of the material or use it for any profit-making activities 
or any commercial gain. You may freely distribute the URL (http://eprints.lse.ac.uk) of the LSE 
Research Online website.  

CORE Metadata, citation and similar papers at core.ac.uk

Provided by LSE Research Online

https://core.ac.uk/display/207058?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.imstat.org/aap/
http://dx.doi.org/10.1214/105051606000000240
http://www.imstat.org/
http://eprints.lse.ac.uk/16351/


The Annals of Applied Probability
2006, Vol. 16, No. 3, 1319–1351
DOI: 10.1214/105051606000000240
© Institute of Mathematical Statistics, 2006

THE MINIMAL ENTROPY MARTINGALE MEASURE FOR
GENERAL BARNDORFF-NIELSEN/SHEPHARD MODELS1

BY THORSTEN RHEINLÄNDER AND GALLUS STEIGER

London School of Economics and ETH Zürich

We determine the minimal entropy martingale measure for a general
class of stochastic volatility models where both price process and volatility
process contain jump terms which are correlated. This generalizes previous
studies which have treated either the geometric Lévy case or continuous price
processes with an orthogonal volatility process. We proceed by linking the
entropy measure to a certain semi-linear integro-PDE for which we prove the
existence of a classical solution.

1. Introduction. The main contribution of this paper is the calculation of the
minimal entropy martingale measure (MEMM) for a general class of stochastic
volatility models as explicitly as possible in terms of the parameters of the market
model. This idea of explicit description of optimal martingale measures started
with the minimal martingale measure of Föllmer and Schweizer [12], followed
by the minimal Hellinger martingale measure of Grandits [15] and the minimal
entropy-Hellinger martingale measure of Choulli and Stricker [8].

Our study of the MEMM encompasses the simpler cases where either the dy-
namics of the risky asset is modeled as a geometric Lévy process or the price
process is continuous with an orthogonal pure jump volatility process. These cases,
as will be discussed below, have been studied separately and with different meth-
ods. Our approach presents a unifying framework which moreover covers models
like the Barndorff-Nielsen and Shephard (BN–S) model where both price process
and volatility process contain jump terms which are correlated. It turns out that,
due to the correlation, this general case is much more difficult and can be consid-
ered a nontrivial mixture of the two cases studied previously.

Asset process models driven by nonnormal Lévy processes date back to the
work of Mandelbrot [22]. More recently, rather complex models like the stochas-
tic volatility model of Barndorff-Nielsen and Shephard [1] have been developed.
This model is constructed via a jump-diffusion price process together with a mean
reverting, stationary volatility process of Ornstein–Uhlenbeck type driven by a
subordinator (i.e., an increasing Lévy process). Moreover, the negative correlation
between price process and volatility process in this model allows us to deal with
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the so-called leverage problem, that is, for equities, a fall in price level is typically
associated with an increase in volatility.

One main reason for the use of Lévy-driven asset models is the flexibility they
allow when fitting a model to observed asset prices. However, the corresponding
financial market is then typically incomplete, resulting in the existence of multi-
ple equivalent martingale measures. A standard approach is to identify an optimal
martingale measure on the basis of the utility function of the investor; see [20].
In this paper, we consider the exponential utility function which corresponds via
an asymptotic utility indifference approach to taking the MEMM as pricing mea-
sure [3, 4, 9].

In case the price process is an exponential Lévy process, the MEMM has been
calculated by several authors in varying degrees of generality (e.g., [7, 11, 14,
23]). Grandits and Rheinländer [16] and Benth and Meyer-Brandis [6] determine
the MEMM in stochastic volatility models where the price process is driven by
a Brownian motion B , and the volatility process may contain jump terms and is
orthogonal to B . Still assuming a continuous price process, Becherer [3] considers
a model with interacting Itô and point processes.

With respect to the BN–S model with leverage effect, Nicolato and Venardos
[24] analyze the class of all equivalent martingale measures, with a focus on
the subclass of structure-preserving martingale measures (i.e., the price process
is also of BN–S-type under those martingale measures). In the case of exponen-
tial Lévy processes, the asset process under the MEMM is again an exponential
Lévy process (see in particular [11]), but one major implication of the results in
this paper is that the volatility process in the BN–S model in general no longer has
independent increments under the MEMM. Therefore, only considering the class
of structure-preserving martingale measures seems to be too narrow an approach,
especially in the context of exponential utility maximization.

The paper is structured as follows. Section 2 introduces our setup and the mar-
tingale approach for determining the MEMM in case of a general Lévy process-
driven asset model. In Section 3 we consider a general class of stochastic volatility
models. We derive the structure of the MEMM by linking it to the solution of
a certain semi-linear integro-PDE, a unique classical solution of which is shown
to exist. We conclude this paper in Section 4 by applying this result to the two
extreme cases—(1) price process is a Lévy process and (2) price process is con-
tinuous with an orthogonal stochastic volatility process—as well as to the BN–S
model. The latter case presents an additional technical difficulty since the volatility
process is unbounded. This issue has been resolved in [27].

The present approach has been influenced by the martingale duality approach in
Rheinländer [26] where the MEMM was linked to the solution of a certain equation
in the case of a filtration where all martingales are continuous. This has been ap-
plied in [18] and [26] to stochastic volatility models driven by Brownian motions.
The presence of jumps, however, calls for more general techniques. Our method
was inspired by Becherer’s [2] approach which considers interacting systems of
semi-linear PDEs.
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2. Preliminaries and general results. We start with some general assump-
tions which hold throughout the paper. Let (�,F ,F,P ) be a filtered probability
space and T some fixed finite time horizon. We assume that F0 is trivial and that
F = F T . The filtration F = (Ft )0≤t≤T fulfills the usual conditions and is gener-
ated by a Lévy process Y where Y c (Yd ), µY , and νY (dx, dt) = ν(dx) dt denote
its continuous (discontinuous) martingale part, the jump measure and its compen-
sator, respectively. For simplicity, we assume that 〈Y c〉t = t . We refer to [19] with
respect to the notation used in this paper. In particular, Gloc(µY ) is defined in [19],
Definition II.1.27.

REMARK 2.1. By Jacod and Shiryaev [19], Theorem III.4.34, we have the
following representation property: every (P,F)-local martingale M can be written
as

M = M0 +
∫

H dYc + W ∗ (µY − νY )

for some H ∈ L2
loc(Y

c), W ∈ Gloc(µY ).

We denote by S an F-adapted, locally bounded semimartingale (modeling the
price process of a risky asset), which has the following canonical decomposition:

S = S0 + M + A,

where M is a locally bounded local martingale with M0 = 0 and A is a process of
locally finite variation. By the representation property, we write M as

M = Mc + Md =
∫

σM dY c + WM(x) ∗ (µY − νY ),

where Mc and Md are the continuous and the discontinuous parts of the local
martingale M , respectively, σM is predictable and WM ∈ Gloc(µY ). Moreover, we
assume that the asset price process S satisfies the following:

ASSUMPTION 2.2 (Structure condition). There exists a predictable process λ

satisfying

A =
∫

λd〈M〉,
with

KT :=
∫ T

0
λ2

s d〈M〉s < ∞, P -a.s.

DEFINITION 2.3. Let V be the linear subspace of L∞(�,F ,P ) spanned by
the elementary stochastic integrals of the form f = h(ST2 − ST1), where 0 ≤ T1 ≤
T2 ≤ T are stopping times such that the stopped process ST2 is bounded and h is a
bounded FT1 -measurable random variable. A martingale measure is a probability
measure Q � P with E[dQ

dP
f ] = 0 for all f ∈ V .
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We denote by M the set of all martingale measures for S and by Me the subset
of M consisting of probability measures which are equivalent to P . Here and in
the sequel, we identify measures with their densities. Note that, as S is locally
bounded, a probability measure Q absolutely continuous to P is in M if and only
if S is a local Q-martingale.

DEFINITION 2.4. The relative entropy I (Q,R) of the probability measure Q

with respect to the probability measure R is defined as

I (Q,R) =

ER

[
dQ

dR
log

dQ

dR

]
, if Q � R,

+∞, otherwise.

It is well known that I (Q,R) ≥ 0 and that I (Q,R) = 0 if and only if Q = R.

DEFINITION 2.5. The minimal entropy martingale measure QE , also abbre-
viated MEMM in what follows, is the solution of

min
Q∈M

I (Q,P ).

Theorems 1, 2 and Remark 1 of [13], as well as the fact that V ⊂ L∞(P ), yield
the following:

THEOREM 2.6 ([13]). If there exists Q ∈ Me such that I (Q,P ) < ∞, then the
minimal entropy martingale measure exists, is unique and moreover is equivalent
to P .

Let us restate the following criterion for a martingale measure to coincide with
the MEMM:

THEOREM 2.7 ([16]). Assume there exists a Q ∈ Me with I (Q,P ) < ∞.
Then Q∗ is the minimal entropy martingale measure if and only if there exists
a constant c and an S-integrable predictable process φ

dQ∗

dP
= exp

(
c +

∫ T

0
φt dSt

)
(2.1)

such that EQ[∫ T
0 φt dSt ] = 0 for all Q ∈ Me with finite relative entropy.

REMARK 2.8. Based on the above results, we will pursue the following strat-
egy to determine the MEMM. We first find some candidate measure Q∗ which can
be represented as in (2.1). To verify that Q∗ is indeed the entropy minimizer, we
then proceed in three steps, showing that:

1. Q∗ is an equivalent martingale measure;
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2. I (Q∗,P ) < ∞;
3.

∫
φ dS is a true Q-martingale for all Q ∈ Me with finite relative entropy.

This martingale approach yields a necessary equation for φ and c:

THEOREM 2.9. Assume that the MEMM Q∗ exists. The strategy φ and the
constant c in (2.1) satisfy the equation

c +
∫ T

0

[
1
2(σL

t − λtσ
M
t )2 + φtλt (σ

M
t )2 + φtλt

∫
R

(WM
t (x))2ν(dx)

]
dt

=
∫ T

0

(
σL

t − (φt + λt )σ
M
t

)
dY c

t

(2.2)
+ ((

WL(x) − (φ + λ)WM(x)
) ∗ (µY − νY )

)
T

+ ((
log

(
1 − λWM(x) + WL(x)

) + λWM(x) − WL(x)
) ∗ µY

)
T

with predictable processes σL ∈ L2
loc(Y

c) and WL ∈ Gloc(µY ) such that

σM
t σL

t +
∫

R

WM
t (x)WL

t (x)ν(dx) = 0 ∀ t ∈ [0, T ].(2.3)

PROOF. By Girsanov’s theorem together with the structure condition, the den-
sity process Z = (Zt ) of Q∗ is a stochastic exponential of the form

Z = E

(
−

∫
λdM + L

)
,

where L and [M,L] are local P -martingales. Using the representation property,
let us write the local martingale L in the following way:

L =
∫

σL dY c + WL(x) ∗ (µY − νY ),(2.4)

for some σL ∈ L2
loc(Y

c), WL ∈ Gloc(µY ). We therefore get

[M,L] =
∫ ·

0
σM

s σL
s ds + WM(x)WL(x) ∗ µY .

Furthermore, we know from [10], VII.39, that the predictable bracket process

〈M,L〉 =
∫ ·

0
σM

s σL
s ds + WM(x)WL(x) ∗ νY

exists, since M is locally bounded. However, 〈M,L〉 is equal to zero since [M,L]
is a local martingale. Therefore, condition (2.3) holds. We now apply Itô’s formula
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to logZ to get, for t ∈ [0, T ], that

logZt =
∫ t

0

1

Zs−
dZs − 1

2

∫ t

0

1

Z2
s−

d〈Zc〉s

+ ∑
s≤t

(
logZs − logZs− − 1

Zs−
�Zs

)

= −
∫ t

0
λs dMs + Lt − 1

2

∫ t

0
λ2

s d〈Mc〉s +
∫ t

0
λs d〈Mc,Lc〉s − 1

2
〈Lc〉t

+ ∑
s≤t

(
log

Zs

Zs−
+ �

∫ s

0
λdM − �Ls

)

=
∫ t

0
(σL

s − λsσ
M
s ) dY c

s − 1

2

∫ t

0
(λsσ

M
s − σL

s )2 ds

+ ((
WL(x) − λWM(x)

) ∗ (µY − νY )
)
t

+ ((
log

(
1 − λWM(x) + WL(x)

) + λWM(x) − WL(x)
) ∗ µY

)
t .

Moreover, due to Theorem 2.7, at the time horizon we have

logZT = c +
∫ T

0
φt dSt

= c +
∫ T

0
φtσ

M
t dY c

t + (
φWM(x) ∗ (µY − νY )

)
T

+
∫ T

0

(
φtλt (σ

M
t )2 + φtλt

∫
R

(WM
t (x))2ν(dx)

)
dt.

We arrive at equation (2.2) by combining the two equations above. �

COROLLARY 2.10. Equation (2.2) in Theorem 2.9 is fulfilled once the follow-
ing conditions are satisfied:

(i) |WL(x) − (φ + λ)WM(x)| ∗ µY ∈ A+
loc.

(ii) It holds that

c +
∫ T

0

[1
2(σL

t − λtσ
M
t )2 + φtλt (σ

M
t )2]

dt

+
∫ T

0

∫
R

(
WL

t (x) − (φt + λt )W
M
t (x) + φtλt (W

M
t (x))2)

ν(dx) dt

(2.5)

=
∫ T

0

(
σL

t − (φt + λt )σ
M
t

)
dY c

t

+ ((
log

(
1 − λWM(x) + WL(x)

) − φWM(x)
) ∗ µY

)
T .
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PROOF. By Jacod and Shiryaev [19], Proposition II.1.28, condition (i) implies
that we can write(

WL(x) − (φ + λ)WM(x)
) ∗ (µY − νY ) = (

WL(x) − (φ + λ)WM(x)
) ∗ µY

− (
WL(x) − (φ + λ)WM(x)

) ∗ νY .

Taking this into account, equation (2.2) reduces to the simpler equation (2.5).
�

Once we have, by solving (2.2) and (2.3), found a candidate martingale mea-
sure, we still have to carry out the verification procedure outlined above. We will
need the following lemma, which is a generalization of the Novikov condition to
discontinuous processes:

LEMMA 2.11 ([21]). Let N be a locally bounded local P -martingale. Let
Q be a measure defined by

dQ

dP

∣∣∣∣
Ft

= Zt = E(N)t ,

where �N > −1. If the process

Ut = 1
2〈Nc〉t + ∑

s≤t

{(1 + �Ns) log(1 + �Ns) − �Ns}(2.6)

belongs to Aloc, and therefore has a predictable compensator Bt and, in addition,

E[expBT ] < ∞,(2.7)

then Q is an equivalent probability measure.

Finally, to cope with item 3 of our approach described in Remark 2.8, we men-
tion the following result:

LEMMA 2.12 ([26]). Let Q be an equivalent martingale measure with fi-
nite relative entropy, and let

∫
ψ dS be a local Q-martingale. Then

∫
ψ dS is

a true Q-martingale if, for some β > 0 small enough, exp{β ∫ T
0 ψ2

t d[S]t } is
P -integrable.

3. A general jump-diffusion model. Let us consider a class of stochastic
volatility models with asset prices of the following type:

dSt

St−
= ηM(t,Vt ) dt + σM(t,Vt ) dY c

t + d
(
WM( · ,V−, x) ∗ (µY − νY )

)
t ,(3.1)

dVt = ηV (t,Vt ) dt + d
(
WV ( · ,V−, x) ∗ µY

)
t ,(3.2)

where V is defined on some interval E ⊂ R. In the notation we will often sup-
press the dependence on V of the various processes. Our basic assumptions are as
follows:
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ASSUMPTION 3.1.

1. The coefficient ηV is differentiable in y (corresponding to the “V-coordinate”)
with bounded continuous partial derivative and is locally Lipschitz-continuous
in t . WV is differentiable in y with bounded derivative and continuous in t .

2. The coefficients ηM , σM and WM are locally Lipschitz-continuous in t and
differentiable in y with bounded derivative. Furthermore, ηM is positive,
σM is positive and uniformly bounded away from zero on [0, T ] × E and
WM

t (y, ·) : supp(ν) → (−1,∞) ∈ l∞(supp(ν)) ∩ l1(supp(ν)), uniformly in t .
3. The functions WM and WV are in Gloc(µ).
4.

λ̂ := ηM

(σM)2 + ∫
(WM(x))2ν(dx)

is uniformly bounded on [0, T ] × E.
5. We have

∫ |WV (x)|ν(dx) < ∞.

REMARK 3.2. By Protter [25], Theorem V.38 and the remark following it,
Assumptions 3.1.1–3.1.3 ensure that there exists a unique solution (S,V ) to equa-
tions (3.1) and (3.2) which does not explode in [0, T ].

Let us turn to our basic equation (2.5). The functions σM and WM(x) of Sec-
tion 2 correspond now, with a slight abuse of notation, to σMS− and WM(x)S−,
respectively. Moreover, we set λ̂ := λS− and φ̂ := φS−. We denote

�ut = �ut(y, x) := u
(
t, y + WV (t, y, x)

) − u(t, y),

and work with the ansatz that there exists a sufficiently smooth function u such
that (

log(1 − λ̂WM + WL) − φ̂WM)
(t,Vt−, x) = �ut(Vt−, x),(3.3)

that is, the jumps of the right-hand side of (2.5) correspond to the jumps of some
function u along the paths of process V . In addition, we set

u(T , ·) = 0 on E.(3.4)

With this ansatz we can write, using Itô’s formula,([
log

(
1 − λ̂WM(x) + WL(x)

) − φ̂WM(x)
] ∗ µY

)
T

= ∑
0<t≤T

{u(t,Vt ) − u(t,Vt−)}

= −u(0,V0) −
∫ T

0

(
∂

∂t
u(t,Vt ) + ηV

t

∂

∂V
u(t,Vt )

)
dt.
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We may therefore rewrite equation (2.5) as

c + u(0,V0)

= −
∫ T

0

[
1

2
(σL

t − λ̂tσ
M
t )2 + φ̂t λ̂t (σ

M
t )2

+ ∂

∂t
u(t,Vt ) + ηV

t

∂

∂V
u(t,Vt )(3.5)

+
∫ (

WL
t (x) − (φ̂t + λ̂t )W

M
t (x) + φ̂t λ̂t (W

M
t (x))2)

ν(dx)

]
dt

+
∫ T

0
[σL

t − (φ̂t + λ̂t )σ
M
t ]dY c

t .

A solution to this problem might be to require that

1

2
(σL − λ̂σM)2 + φ̂λ̂(σM)2 + ∂

∂t
u(·,V ) + ηV ∂

∂V
u(·,V )

(3.6)
+

∫ (
WL(x) − (φ̂ + λ̂)WM(x) + φ̂λ̂(WM(x))2)

ν(dx) = 0,

together with (3.4) and

c = −u(0,V0), σL = (φ̂ + λ̂)σM.(3.7)

Let us introduce ut := u(t, ·) :E → R and

gy(t, ut ) := 1
2

(
σL

t (y) − λ̂t (y)σM
t (y)

)2 + φ̂t (y)̂λt (y)(σM
t (y))2

+
∫ (

WL
t (y, x) − (

φ̂t (y) + λ̂t (y)
)
WM

t (y, x)(3.8)

+ φ̂t (y)̂λt (y)
(
WM

t (y, x)
)2)

ν(dx).

Provided that φ̂t , σL
t and WL

t (x) are functions of ut , (3.6) is an integro-PDE for u

of the form
∂

∂t
u(t, y) + ηV

t

∂

∂y
u(t, y) + gy(t, ut ) = 0,(3.9)

u(T , y) = 0 for all y ∈ E.(3.10)

By equation (3.7) together with condition (2.3), we get

φ̂ = −λ̂ −
∫

WM(x)WL(x)ν(dx)

(σM)2 ,(3.11)

which, by equation (3.3), leads to (suppressing the t and y variables)

exp
{
�u(x) −

[̂
λ +

∫
WM(z)WL(z)ν(dz)

(σM)2

]
WM(x)

}
(3.12)

= 1 − λ̂WM(x) + WL(x).
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To make this intuitive approach rigorous, we shall proceed as follows. We
show in Corollary 3.4 below that each u ∈ Cb([0, T ] × E) gives via �u a unique
bounded function WL solving (3.12). We then define φ̂ as in (3.11), σL as in (3.7)
and gy as in (3.8). In Theorem 3.8 below it is then shown that there exists a clas-
sical solution to the integro-PDE (3.9), (3.10). Finally, we provide the verification
results in Theorem 3.9.

For the discussion of equation (3.12) we first provide a preparatory result:

LEMMA 3.3. Let β > 0, f ∈ l∞(supp(ν)) ∩ l1(supp(ν)), the set of bounded
and integrable functions from supp(ν) into R, and k be a function on supp(ν)

which is bounded from above. Then, the function ϕ : supp(ν) → R, given as

ϕ(x) = exp
{
k(x) − βf (x)

∫
f (z)ϕ(z)ν(dz)

}
,

is well defined and bounded.

For the proof see the Appendix.

COROLLARY 3.4. Let Assumption 3.1 hold and let u be defined on ([0, T ] ×
E) such that �u is uniformly bounded from above. Then, u uniquely defines a
function

WL = WL(u) : [0, T ] × E × R → R

which fulfills equation (3.12). WL and, therefore, also φ̂ and σL, is uni-
formly bounded in (t, y) ∈ [0, T ] × E and, moreover, WL

t (y, ·) ∈ l∞(supp(ν)) ∩
l1(supp(ν)) for all (t, y) ∈ [0, T ] × E.

PROOF. Introducing

ϕ(x) := (WL
t (ut ))(x) − λ̂WM

t (x) + 1,(3.13)

we may write equation (3.12) pointwise in t ∈ [0, T ] in the form

ϕ(x) = exp
{
k(x) − βf (x)

∫
f (z)ϕ(z)ν(dz)

}
with

f (x) := WM
t (x),

k(x) := �ut(x) − WM
t (x)

[̂
λt

(
1 +

∫
(WM

t (z))2ν(dz)

(σM
t )2

)
−

∫
WM

t (z)ν(dz)

(σM
t )2

]
,

β := 1

(σM
t )2

.

Since �ut is bounded from above, we have that k is bounded from above,
by Assumption 3.1, and we may apply Lemma 3.3. By the definition of ϕ
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in (3.13), it follows directly that WL fulfills equation (3.12). WL is even uni-
formly bounded in (t, y) since �u is uniformly bounded from above. Finally, we
get WL

t (y, ·) ∈ l1(supp(ν)) from a Taylor expansion together with our assumption
that

∫ |WV (x)|ν(dx). �

The function WL
t (y, ·), seen as a function of ut ,

Cb(E) → l1(supp(ν)),

ut 
→ (WL
t (ut ))(y, ·),

is not uniformly Lipschitz-continuous. However, we can ensure this property by
restricting the space Cb(E) to the set

CQ
b (E) := {v ∈ Cb(E),‖v‖∞ ≤ Q},

with a constant Q > 0. In fact, we obtain the following:

LEMMA 3.5. For (t, y) ∈ [0, T ] × E fixed,

WL
t (y, ·) :CQ

b (E) → l1(supp(ν))

is Lipschitz-continuous, uniformly with respect to t ∈ [0, T ], and with a Lipschitz
constant independent of y.

For the proof see the Appendix.
We turn now to the existence of a solution for the integro-PDE (3.9)–(3.10). The

following two theorems provide some general existence results:

THEOREM 3.6. Let E ⊂ R be some interval. For (t, z) ∈ [0, T ]×E, consider

Zt,z· = z +
∫ ·

t
b(u,Zt,z

u ) du,(3.14)

for a continuous process b : [0, T ] × E → R, such that Zt,z stays in E.
Let us consider the partial differential equation with boundary condition:

∂

∂t
u(t, z) + b(t, z)

∂

∂z
u(t, z) + gz(t, ut ) = 0,(3.15)

u(T , z) = h(z) ∀ z ∈ E,(3.16)

for which we shall assume:

(a-1) b is locally Lipschitz-continuous.
(a-2) g : [0, T ] × Cb(E) → Cb(E) is a Lipschitz-continuous function in v ∈

Cb(E), uniformly in t . That is, there exists a constant L < ∞ such that

‖g(t, v1) − g(t, v2)‖∞ ≤ L‖v1 − v2‖∞ ∀ t ∈ [0, T ], v1, v2 ∈ Cb(E).
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(a-3) h :E → R ∈ Cb(E).

Then, there exists a unique solution û ∈ Cb([0, T ]×E) which solves the bound-
ary problem (3.15)–(3.16) in the sense of distributions. It can be written as

û(t, z) = h(Z
t,z
T ) +

∫ T

t
gZ

t,z
s (s, ûs) ds.

For the proof see the Appendix.
Existence of a strong solution can be ensured in the following special case:

THEOREM 3.7. Let us assume that all conditions of Theorem 3.6 are fulfilled.
Let us further assume that E ⊂ R is compact and that the following hold true:

(b-1) b has a uniformly bounded, continuous derivative ∂
∂z

b.

(b-2) For any v ∈ Cb
1 (E), gz(t, v) is differentiable in z with ∂

∂z
gz(t, v) =

ĝz(t, ∂
∂z

v) for some suitable continuous function ĝ, such that:

• there exist some constants L,K such that we may write

‖ĝ(s, vs)‖∞ ≤ L‖vs‖∞ + K,(3.17)

• for any R > 0, ĝ is uniformly continuous on [0, T ] × M × E with M = CR
b (E),

(b-3) h ∈ C1
b(E).

Then, the weak solution û ∈ Cb([0, T ] × E) is differentiable in the space
variable and, therefore, it is also the strong solution to the boundary prob-
lem (3.15)–(3.16).

For the proof see the Appendix.
Let us apply this result to gy(t, ut ) having the form (3.8). In this case, gy(t, ut )

does not have to be Lipschitz-continuous. However, using a truncation argument
we get the following result:

THEOREM 3.8. Let Assumption 3.1 hold and let gy(t, ut ) be of the form (3.8).
Let E be a compact interval such that σM is uniformly bounded on [0, T ] × E.
Then there is a classical solution û ∈ C1,1

b ([0, T ] × E) to the integro-PDE

∂

∂t
u(t, y) + ηV

t

∂

∂y
u(t, y) + gy(t, ut ) = 0(3.18)

with boundary condition

u(T , y) = 0.(3.19)

û satisfies

û(t, y) =
∫ T

t
gV̂

t,y
s (s, ûs) ds(3.20)
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with

dV̂ t,y
s = ηV (s, V̂ t,y

s ) ds(3.21)

and V̂
t,y
t = y.

PROOF. Let us rewrite (3.8) using (3.7) and (3.11) as

g(·, v) = 1

2

[(∫
WM(x)WL(x)ν(dx)

σM

)2

− λ̂2(σM)2
]

+
∫

WM(x)ν(dx) − λ̂
∫
(WM(x))2ν(dx)

(σM)2
(3.22)

×
∫

WM(x)WL(x)ν(dx)

+
∫

WL(x)ν(dx) − λ̂2
∫

(WM(x))2ν(dx),

which is in general not Lipschitz-continuous. We circumvent this problem by in-
troducing a truncating, auxiliary function g̃. We will show that the weak solution
û ∈ Cb([0, T ] × R) to the integro-PDE

∂

∂t
u(t, y) + ηV

t

∂

∂y
u(t, y) + g̃y(t, ut ) = 0,(3.23)

u(T , y) = 0,(3.24)

fulfills the equation

g̃y(t, ût ) = gy(t, ût ) ∀ (t, y) ∈ [0, T ] × E.

We then conclude that û is a weak solution to the partial differential equation (3.18)
with boundary condition (3.19). In a final step, we will show that the solution is
also a classical solution.

Step 1. Definition of the auxiliary function g̃ : [0, T ] × Cb(E) → Cb(E). We
introduce the function

g̃(t, v) := g
(
t, κ(v, t)

)
,

defined on [0, T ] × Cb(E), with the function κ truncating v ∈ Cb(E) in the fol-
lowing way. Letting C be some positive constant,

κ(v, t)(x) := max
(
min

(
C(T − t), v(x)

)
,−C(T − t)

)
.
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Step 2. Condition (a-2) of Theorem 3.6 is fulfilled. We have to prove that g̃ is
a Lipschitz-continuous function on Cb(E), uniformly in t . This follows if we can
show that there exists a constant L, independent of (t, y) ∈ [0, T ] × E, such that

|gy(t, v1) − gy(t, v2)| ≤ L‖v1 − v2‖∞
for all v1, v2 ∈ CQ

b (E), where Q = CT . In what follows, we fix a pair (t, y) ∈
[0, T ] × E and drop the indices (t, y) in the notation. We may write

|g(·, v1) − g(·, v2)| ≤ 1

2(σM)2

∣∣∣∣
(∫

WM(x)(WL(v1))(x)ν(dx)

)2

−
(∫

WM(x)(WL(v2))(x)ν(dx)

)2∣∣∣∣
+ | ∫ WM(x)ν(dx) − λ̂

∫
(WM(x))2ν(dx)|

(σM)2

×
∣∣∣∣
∫ (

WL(v1) − WL(v2)
)
(x)WM(x)ν(dx)

∣∣∣∣
+

∣∣∣∣
∫ (

WL(v1) − WL(v2)
)
(x)ν(dx)

∣∣∣∣.
By Assumption 3.1, 1/(σM)2 and | ∫ WM(x)ν(dx) − λ̂

∫
(WM(x))2ν(dx)| are

uniformly bounded on [0, T ] × E. Moreover, WL(v) is uniformly bounded in
v ∈ CQ

b (E) by some constant K , and we may write, using the elementary inequal-
ity a2 − b2 ≤ 2 max(|a|, |b|)|a − b|,

|g(·, v1) − g(·, v2)| ≤
(‖WM‖∞

(σM)2

[
(K + 1)

∣∣∣∣
∫

WM(x)ν(dx)

∣∣∣∣
+ λ̂

∫
(WM(x))2ν(dx)

]
+ 1

)
(3.25)

× ‖WL(v1) − WL(v2)‖1.

Due to Lemma 3.5 (Lipschitz-continuity of WL), we conclude that g̃ : [0, T ] ×
Cb(E) → Cb(E) is Lipschitz-continuous on Cb(E), uniformly in t .

Now Theorem 3.6 can be applied to the problem (3.23)–(3.24) which gives us a
unique bounded weak solution û ∈ Cb([0, T ] × E).

Step 3. There exists a constant C such that for all (t, y) ∈ [0, T ] × E.

|û(t, y)| ≤ (T − t)C.(3.26)

Let us fix t ∈ [0, T ], y ∈ E as well as a positive constant C (to be specified below)
and define [with V̂ from (3.21)] the deterministic time τy as

τy := inf{s ∈ [t, T ] |û(s, V̂ t,y
s ) < (T − s)C} ∧ T .
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Then, û(s, V̂
t,y
s ) ≥ (T − s)C, for all s ∈ [t, τy), and û(τy, V̂

t,y
τy ) ≤ (T − τy)C.

Since û(s, V̂
t,y
s ) ≥ (T − s)C for all s ∈ [t, τy), we get (with the truncation func-

tion κ from step 1) (�κ(ûs, s))(V̂
t,y
s ) ≤ 0. It follows that, for s ∈ [t, τy), the

process

WL

s,V̂
t,y
s

(
κ(ûs, s), x

)

= exp
{(

�κ(ûs, s)
)
(V̂ t,y

s , x) −
[̂
λ +

∫
WM(z)WL(z)ν(dz)

(σM)2

]
WM(x)

}

− 1 + λ̂WM(x)

is bounded by some constant independent of level C. By our assumptions, we then
can conclude from (3.22) that there exists a constant C1, independent of τy and

hence also of C, such that |g̃V̂
t,y
s (s, ûs)| < C1 for all s ∈ [t, τy). It results that

û(t, y) =
∫ T

t
g̃V̂

t,y
s (s, ûs) ds

=
∫ τy

t
g̃V̂

t,y
s (s, ûs) ds +

∫ T

τy

g̃V̂
t,y
s (s, ûs) ds

=
∫ τy

t
g̃V̂

t,y
s (s, ûs) ds + û

(
τy, V̂

t,y
τy

)
≤ (τy − t)C1 + (T − τy)C.

The lower bound can be shown directly. We know that WL
s is bounded from

below by −1 + λ̂sW
M
s (x). As a direct consequence of this, together with σM be-

ing bounded from above (this is the only place where we need this additional as-
sumption), it follows that g̃(s, ûs) is bounded from below. Therefore, there exists
a constant C2 > 0 such that

ût ≥ −(T − t)C2.

If we now choose C ≥ C1 ∨ C2, (3.26) follows directly.

Step 4. û is continuously differentiable in the space variable. We use here
an auxiliary function ğ, slightly different from g̃. A truncation function κ̆ is now
introduced in such a way that we do not bound u, but rather the difference �u [i.e.,
we consider κ̆(�ut , t) instead of �κ̆(ut , t)]. In terms of the function ğ, this means
that we work with the function

W̆L :Cb(E) → l1(supp(ν))

defined as

W̆L(x) := exp
{
κ̆(�u, ·)(x) −

[̂
λ +

∫
WM(z)W̆L(z)ν(dz)

(σM)2

]
WM(x)

}

− 1 + λ̂WM(x).
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In addition, to ensure that ğ(t, ut ) is differentiable, we assume that κ̆ has the fol-
lowing form, with w ∈ l∞(supp(ν)):

κ̆(w, t)(x) =




v(w), if |w(x)| ≤ (T − t)C,

ϕ(w, t)(x), if (T − t)C < |w(x)| < K + (T − t)C,

sign(w(x))
(
K + C(T − t)

)
,

if |w(x)| ≥ K + (T − t)C

for some fixed constants C, K and a suitable ϕ(w, t) ∈ l∞(supp(ν)) with
|ϕ(w, t)(x)| ≤ K + (T − t)C, such that κ̆ : l∞(supp(ν)) × [0, T ] → l∞(supp(ν))

is differentiable in w with uniformly bounded partial derivative.
Reasoning as in Step 2, it follows that ğ is Lipschitz-continuous and, therefore,

we may apply Theorem 3.6, which provides a solution ŭ. Let us consider û intro-
duced above, which is bounded due to Step 3. That is, there exists a pair (C,K)

such that κ̆(�ût , t) = �ût and, therefore, ğ(t, ût ) = g(t, ût ). By uniqueness of
solution, we conclude that ŭ = û.

Let us now assume that ut ∈ C1
b(E). By direct calculation,

∂

∂y
ğy(t, ut ) =

∫ (
∂

∂y
κ̆(�ut,y)(x)

)
W̃L

t,y(x)ν(dx) + k
(
t, y, W̆L

t,y(�ut,y)
)

with W̃L(x) := W̆L(x) + 1 − λ̂WM(x) and a uniformly bounded k(t, y,

W̆L
t,y(�ut,y)). Let us now write

∂

∂y
ğy(t, ut ) =

∫
∂

∂w
κ̆(w, t)(x)

∣∣∣∣
w=�ut,y

(
∂

∂y
�ut,y(x)

)
W̃L

t,y(x)ν(dx)

+ k
(
t, y, W̆L

t,y(�ut,y)
)

=
∫

∂

∂w
κ̆(v, t)(x)

∣∣∣∣
w=∫ WV

t,y (·)
0 (∂/∂y)u(t,y+z) dz

×
(

∂

∂y
u
(
t, y + WV

t,y(x)
) − ∂

∂y
u(t, y)

)
W̃L

t,y(x)ν(dx)

+ k

(
t, y, W̆L

t,y

(∫ WV
t,y(·)

0

∂

∂y
u(t, y + z) dz

))

=: ĝy

(
t,

∂

∂y
ut

)
.

Let us set vt (y) = ∂
∂y

ut (y), which belongs to Cb(E). We already know that W̆L is
uniformly continuous and bounded in (t, y, vt ) ∈ [0, T ] × E × Cb(E) and, there-
fore, k is uniformly continuous and bounded on this set. On the other hand, taking
into account the definition of κ̆ , it follows directly that condition (3.17) is fulfilled
and that

∂

∂w
κ̆(w, t)(x)

∣∣∣∣
w=∫ WV

t,y (·)
0 vt (y+z) dz
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is uniformly continuous in (t, y, vt ) ∈ [0, T ] × E × M . Therefore, all conditions
of Theorem 3.7 are fulfilled and, hence, the solution û to the PDE (3.18) with
boundary condition (3.19) is continuously differentiable in the space variable. �

Having proved the existence of a solution to the partial differential equa-
tion (3.9) with boundary condition (3.10), we are in a position to determine the
triplet (φ̂,WL,σL) which solves equation (2.5). Since û is uniformly bounded, we
directly see that this also holds for φ̂. The extra assumption that σM is bounded
from above is not fulfilled in some examples. We shall indicate later, using the
result of Theorem 3.8, how to proceed in the standard BN–S model without this
assumption and still get a uniformly bounded φ̂.

THEOREM 3.9. Let Assumption 3.1 hold, and further assume that σM is
uniformly bounded from above on [0, T ] × E. Let us assume that the triplet
(φ̂,WL,σL) solves equation (2.5) as well as (2.3), with (φ̂,WL,σL) uniformly
bounded. Then the process Z = (Zt ) defined by

Zt = dQ∗

dP

∣∣∣∣
Ft

= E

(
−

[∫
(̂λσM −σL)dY c + (̂

λWM(x)−WL(x)
)∗ (µY − νY )

])
t

is the density process of the MEMM.

PROOF. To show that Q∗ is the MEMM, we show that, according to our
approach outlined in Remark 2.8, Q∗ is an equivalent martingale measure,

I (Q∗,P ) < ∞ and
∫ φ̂

S− dS is a true Q-martingale for all Q ∈ Me with finite
relative entropy.

1. Q∗ is an equivalent martingale measure: Let us first show that it is an equiva-
lent probability measure by checking the conditions of Lemma 2.11. We consider
the local martingale N defined by

N = −
∫

λdM + L

(3.27)
=

∫
(σL − λ̂σM)dY c + (

WL(x) − λ̂WM(x)
) ∗ (µY − νY ).

Since WL, λ̂ and WM are bounded, N is locally bounded and due to

WL(x) − λ̂WM(x) > −1,

we have �N > −1. Moreover, we set

U = 1
2

∫
(σL − λ̂σM)2 ds

+ {(
1 − λ̂WM(x) + WL(x)

)
log

(
1 − λ̂WM(x) + WL(x)

)
+ λ̂WM(x) − WL(x)

} ∗ µY .
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Since λ̂WM , WL ∈ l∞(supp(ν)) ∩ l1(supp(ν)) and λ̂, σM and σL are all uni-
formly bounded, U has locally integrable variation and its compensator B is also
bounded. Hence, condition (2.7) is naturally fulfilled and, therefore, Q∗ is an
equivalent probability measure. Finally, Q∗ is a martingale measure since its den-
sity process can be written as

Z = E

(
−

∫
λdM + L

)
,

where L and [M,L] are locally bounded local P -martingales.
2. I (Q∗,P ) < ∞: The density Z∗ = dQ∗

dP
may be written as

Z∗ = exp
{
c +

∫ T

0

φ̂t

St−
dSt

}
,

where c is the normalizing constant. We get

I (Q∗,P ) = EQ∗
[
c +

∫ T

0

φ̂t

St−
dSt

]

= EQ∗
[
c +

∫ T

0
φ̂t (η

M
t dt + σM

t dY c
t ) + (

φ̂WM(x) ∗ (µY − νY )
)
T

]
.

We must therefore show that

EQ∗
[∫ T

0

φ̂t

St−
dSt

]
= 0,(3.28)

since that implies I (Q∗,P ) = c, which is finite by the previous step. Introducing

ν
Q∗
Y = (

1 − λ̂WM(x) + WL(x)
) ∗ νY ,(3.29)

it follows from Girsanov’s theorem that WM(x) ∗ (µY − ν
Q∗
Y ) and

∫
σM dY c +∫

(̂λσM − σL)σM dt are local Q∗-martingales. In fact, they are true Q∗-martinga-
les since their quadratic variations are Q∗-integrable. This follows for the first
term since 1 − λ̂WM(x) + WL(x) is bounded, and WM is uniformly bounded and
integrable w.r.t. ν. For the second term, it follows from the boundedness of σM .
Equation (3.28) follows since the dynamics of S can be written as

dSt

St−
= σM

t dY c
t + (̂λtσ

M
t − σL

t )σM
t dt + d

(
WM(x) ∗ (µY − ν

Q∗
Y )

)
t .

3.
∫ φ̂

S− dS is a true Q-martingale for all Q ∈ Me with finite relative entropy. In
preparation for this, let us observe that for any positive constant α we have

E
[
exp

{(
α(WM(x))2 ∗ µY

)
T

}]
< ∞,(3.30)

E

[
exp

{
α

∫ T

0
(σM

t )2 dt

}]
< ∞.(3.31)
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The first inequality follows from our assumption concerning WM since then

E
[
exp

{(
α(WM(x))2 ∗ µY

)
T

}] = exp
{((

eα(WM
t (x))2 − 1

) ∗ νY

)
T

}
< ∞

(see, e.g., [17], Lemma 14.39.1). Inequality (3.31) follows since σM is uniformly
bounded.

We have that
∫ φ̂

S− dS is a local Q-martingale. It will be a true Q-martingale by
Lemma 2.12 if we can show that, for some β > 0,

E

[
exp

{
β

∫ T

0

φ̂2
t

S2
t−

d[S]t
}]

< ∞.

We denote k = supt∈[0,T ] ‖φ̂‖∞. Let us take β = 1
2k2 . By the Cauchy–Schwarz

inequality and (3.30), (3.31) we get

E

[
exp

{
β

∫ T

0

(
φ̂t

St−

)2

d[S]t
}]

≤ E

[
exp

{
1

2

∫ T

0
(σM

t )2 dt + 1

2

(
(WM(x))2 ∗ µY

)
T

}]
< ∞. �

4. Computing the MEMM in special cases.

4.1. The deterministic volatility case. The purpose of this section is to show
how we can recover some well-known results in our setup. We consider an asset
process

dSt

St−
= ηM(t,Vt ) dt + σM(t,Vt ) dY c

t + d
(
WM( · ,V−, x) ∗ (µY − νY )

)
t ,

dVt = ηV (t,Vt ) dt,

fulfilling Assumptions 3.1.

COROLLARY 4.1. Let the bounded function φ̂ : [0, T ] → R be such that(∣∣WM(x)
(
exp{φ̂WM(x)} − 1

)∣∣ ∗ νY

)
T < ∞,(4.1)

and that, for any t ∈ [0, T ], the following equation is fulfilled:

ηM
t + (σM

t )2φ̂t +
∫

R

WM
t (x)

(
exp{φ̂tW

M
t (x)} − 1

)
νY (dx) = 0.(4.2)

Then, the MEMM Q∗ is given by

dQ∗

dP
= exp

{
c +

∫ T

0

φ̂t

St−
dSt

}
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(with normalizing constant c). Its density process can be written as

Zt = dQ∗

dP

∣∣∣∣
Ft

= E

(∫
φ̂σM dY c + (

exp{φ̂WM(x)} − 1
) ∗ (µY − νY )

)
t

.

PROOF. In the deterministic case we have �u = 0, since WV = 0. Hence, we
obtain WL immediately from (3.3) as

WL(x) = λ̂WM(x) − 1 + exp{φ̂WM(x)}.
Equation (4.2) then follows from equation (3.11) and the definition of λ̂. �

REMARK 4.2. Equation (4.2) corresponds to a condition well known in the
literature. For example, equation (3.20) in [7], condition (C) in [14], condition (4.4)
in Theorem B in [11], or equation (4.30) in Theorem 4.3 of [8]. For more references
containing this condition (or an equivalent form of it) we refer to [11].

4.2. The orthogonal volatility case. Let us consider the asset process

dSt

St−
= ηM(t,Vt ) dt + σM(t,Vt ) dY c

t ,

dVt = ηV (t,Vt ) dt + d
(
WV (·,V−, x) ∗ µY

)
t ,

fulfilling Assumptions 3.1 so that, in particular,

λ̂ = ηM

(σM)2

is bounded. Assume that E is compact so that σM is bounded as well. We then get
the following result:

COROLLARY 4.3. The optimal strategy is

φ̂ = −λ̂,(4.3)

and the density process of the MEMM is given via

WL(t,Vt−, x) = v(t,Vt− + WV
t (x))

v(t,Vt−)
− 1,

σL(t,Vt−) = 0,

where v is the classical solution of the partial differential equation

∂

∂t
v(t, y) + ηV

t

∂

∂y
v(t, y) − 1

2
λ̂2

t (σ
M
t )2v(t, y)

(4.4)
+

∫
R

(
v
(
t, y + WV

t (x)
) − v(t, y)

)
ν(dx) = 0,

v(T , y) = 1.(4.5)
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PROOF. Equation (4.3) and σL = 0 are direct consequences of WM(x) = 0
and equation (3.11). Further, (3.12) leads to

WL(t,Vt−, x) = exp
{
u
(
t, Vt− + WV

t (x)
) − u(t,Vt−)

} − 1.(4.6)

We know from Theorem 3.8 that
∂

∂t
u(t, y) + ηV

t

∂

∂y
u(t, y) − 1

2
λ̂2

t (σ
M
t )2 +

∫
WL(t, y, x)ν(dx) = 0,

(4.7)
u(T , y) = 0

has a classical bounded solution û, from which we can determine (φ̂,WL,σL) and
hence the MEMM by Theorem 3.9. Using the transformation v(t, y) = expu(t, y),
we get the linear boundary problem (4.4), (4.5). �

REMARK 4.4. 1. The optimal strategy in this specific case had already been
identified by Grandits and Rheinländer [16] by a conditioning argument. How-
ever, while the density of the MEMM at a fixed time T has a very simple form,
the corresponding density process turns out to have a more complicated structure.
Becherer [2] determines the density process in a model where the volatility process
switches between a finite number of states.

2. The transformation v(t, y) = expu(t, y) is very useful here since it linearizes
the partial differential equation to (4.4). However, this does not apply to the gen-
eral case when the jump process directly influences the asset process. As can be
seen already in the deterministic volatility case, the exponential element cannot be
linearized in this way.

3. Benth and Meyer-Brandis [6] determined the MEMM for the specific case of
a simplified BN–S model where no jumps occur in the price process, but with σM

possibly unbounded. We need the boundedness of σM only if we refer to Theo-
rem 3.8 for the existence of the IPDE (4.7). Alternatively, one could directly appeal
to an existence result for the linear IPDE (4.4) and then carry out the relevant ver-
ification steps, imposing analogous conditions as in [6].

4. It follows from (3.29) that the measure ν
Q
Y , where Q is the MEMM, is given

by ν
Q
Y = (WL(x) + 1) ∗ νY . Since WL is specified by (4.6), in general it is a non-

deterministic process and, in that case, Y cannot be an additive process under Q.
We conclude that the MEMM is not in general contained in the class of structure-
preserving martingale measures as considered in [24].

4.3. The Barndorff-Nielsen Shephard model with jumps. In [1] the price
process of a stock S = (St )t∈[0,T ] is defined by the exponential exp{Xt } with
X = (Xt) satisfying

dXt = (µ + βσ 2
t ) dt + σt dY c

t + d(ρx ∗ µ̃Y )t ,

dσ 2
t = −λσ 2

t dt + d(x ∗ µ̃Y )t ,
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where the parameters µ,β,ρ,λ are real constants with λ > 0 and ρ ≤ 0, and where
µ̃Y has compensator ν̃Y := λνY . In addition, Yd is assumed to be a subordinator
(i.e., with positive increments only) so that we have supp(ν) = R+. It can be easily
shown that the process S may then be written as

dSt

St−
=

(
µ +

∫
(eρx − 1)ν̃(dx) + σ 2

t

(
β + 1

2

))
dt

+ σt dY c
t + d

(
(eρx − 1) ∗ (µ̃Y − ν̃Y )

)
t .

The process σ 2
t is an Ornstein–Uhlenbeck process reverting toward zero and hav-

ing positive jumps given by the subordinator. An explicit representation of it is
given by

σ 2
t = σ 2

0 exp{−λt} +
∫ t

0
exp{−λ(t − u)}dYλu.

We apply the results of Section 3 and refer for one technical step (regarding the
unboundedness of σM ) to [27]. One must pay attention to the fact that we work in
this specific example with the Lévy process Y = Y c + Ỹ d , where Ỹ d = Yd

λ .

COROLLARY 4.5. In addition to the assumptions above, let us assume∫ ∞
0

(
eλ−1(β+1/2)2x − 1

)
ν̃(dx) < ∞.(4.8)

Let σ 2
0 > 0 be fixed and denote [noting that the integrals are well defined by (4.8)

and ρ ≤ 0]

λ̂t = λ̂t (y) := µ + ∫
(eρx − 1)ν̃(dx) + ye−λt (β + 1/2)

ye−λt + ∫
(eρx − 1)2 ν̃(dx)

which we assume to be strictly positive. The MEMM in the case of the BN–S model
is then determined as follows:

Let us denote

gy(t, ut ) = 1
2

(
σL

t − λ̂t e
−1/2λt√y

)2 + φ̂t λ̂t e
−λty

+
∫

[WL
t (y, x) − (φ̂t + λ̂t )(e

ρx − 1) + φ̂t λ̂t (e
ρx − 1)2]ν̃(dx),

where WL
t (y, x) is the solution to

exp
{
�ut(y, x) −

[̂
λt +

∫
(eρz − 1)WL

t (y, z)ν̃(dz)

ye−λt

]
(eρx − 1)

}

= 1 − λ̂t (e
ρx − 1) + WL

t (y, x)
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and

�ut(y, x) = u(t, y + eλtx) − u(t, y),

φ̂t = −
∫
(eρx − 1)WL

t (y, x)ν̃(dx)

ye−λt
− λ̂t ,

σL
t = −

∫
(eρx − 1)WL

t (y, x)ν̃(dx)√
ye−(1/2)λt

.

Then, the classical solution û of the integro-PDE

∂

∂t
u(t, y) + gy(t, ut ) = 0,(4.9)

u(T , y) = 0 ∀y ∈ E := [σ 2
0 ,∞)(4.10)

determines the MEMM via WL and σL:

Zt = dQ∗

dP

∣∣∣∣
Ft

= E

(∫
(−λ̂sσs + σL

s ) dY c
s + (−λ̂(eρx − 1) + WL(x)

) ∗ (µ̃Y − ν̃Y )

)
t

.

As σ̂ is in general not bounded, we may not directly apply Theorem 3.8 to prove
that there exists a classical solution û to the problem (4.9)–(4.10). Resolving this
issue has turned out to be surprisingly technical and has been carried out in [27],
Chapter 6.6. The existence of a solution is there constructed via an Arzela–Ascoli
argument from solutions which live on compact sets (their existence is therefore
guaranteed by Theorem 3.8). Let us summarize this analysis:

THEOREM 4.6 ([27]). Under the assumptions of Corollary 4.5, there exists a
classical solution û of the integro-PDE (4.9), (4.10) such that �û is bounded from
above on [0, T ] × E.

PROOF OF COROLLARY 4.5. The IPDE (4.9) with boundary condition (4.10)
can be derived from the results in Section 3 by making the transformation

σ̂ 2
t = eλtσ 2

t

such that we obtain the dynamics

dSt

St−
=

(
µ + λ

∫
(eρx − 1)ν(dx) + e−λt σ̂ 2

t

(
β + 1

2

))
dt

+ e−(1/2)λt σ̂t dY c
t + d

(
(eρx − 1) ∗ (µ̃Y − ν̃Y )

)
t

with

dσ̂ 2
t = d(eλ·x ∗ µ̃Y )t .
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By Theorem 4.6, we have a classical solution û, with �û bounded from above, so
it follows from Lemma 3.3.1 that WL is uniformly bounded and integrable w.r.t. ν.

Based on this result, we now show that the three conditions of Remark 2.8 are
fulfilled:

1. Q∗ is an equivalent martingale measure: here we proceed similarly as in
the proof of Theorem 3.9 and concentrate only on verifying the conditions of
Lemma 2.11. Let us consider

U = 1
2

∫
φ̂2σ 2 ds + WU(x) ∗ µ̃Y

with

WU(x) := (
WL(x) + 1 − λ̂(eρx − 1)

)
log

(
WL(x) + 1 − λ̂(eρx − 1)

)
+ λ̂(eρx − 1) − WL(x).

Since eρx −1 and WL are uniformly bounded and integrable w.r.t. ν, U has locally
integrable variation, and we get

E
[
exp

{
2λ

(
WU(x) ∗ ν̃

)
T

}]
< ∞.

Hence (2.7) is fulfilled by the Cauchy–Schwarz inequality if we can show that

E

[
exp

{∫ T

0
φ̂2

t σ
2
t dt

}]
< ∞.

By definition, we have

φ̂t = −λ̂t −
∫
(eρx − 1)WL

t (x)ν̃(dx)

σ 2
t−

.

Since λ̂ is positive and WL is bounded, φ̂t is negative for sufficiently large σt−.
Let us introduce σ such that for all t ∈ [0, T ] (with the possible exception of a
Lebesgue-zero set)

φ̂t < 0 for all σt > σ .

On the other hand, since WL
t (x) ≥ −1 + λ̂t (e

ρx − 1), φ̂t is bounded from below
with

φ̂t ≥ −λ̂t −
∫
(eρx − 1)(−1 + λ̂t (e

ρx − 1))ν̃(dx)

σ 2
t−

= −
(
β + 1

2

)
− µ

σ 2
t−

because of

λ̂t = µ + ∫
(eρx − 1)ν̃(dx) + σ 2

t−(β + 1/2)

σ 2
t− + ∫

(eρx − 1)2ν̃(dx)
.
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Let us now analyze

E

[
exp

{∫ T

0
φ̂2

t σ
2
t dt

}]

= E

[
exp

{∫ T

0
1{σt≤σ }φ̂2

t σ
2
t dt

}
exp

{∫ T

0
1{σt>σ }φ̂2

t σ
2
t dt

}]
.

We have that

exp
{∫ T

0
1{σt≤σ }φ̂2

t σ
2
t dt

}

is uniformly bounded. Moreover,

E

[
exp

{∫ T

0
1{σt>σ }φ̂2

t σ
2
t dt

}]

is finite due to (i) the fact that for almost all t

0 ≥ φ̂t ≥ −
(
β + 1

2

)
− µ

σ 2
t

on the set {σt > σ } and (ii) condition (4.8), which, according to Benth, Karlsen
and Reikvam ([5], Lemma 3.1), ensures that

E

[
exp

{(
β + 1

2

)2
∫ T

0
σ 2

t dt

}]
< ∞.

2. I (Q∗,P ) < ∞: We have to show that for ν̃
Q∗
Y = (WL(x) + 1 − λ̂(eρx −

1)) ∗ ν̃Y ,

(eρx − 1) ∗ (µ̃Y − ν̃
Q∗
Y ) and

∫
σ dY c +

∫
(̂λσ − σL)σ dt

are true Q∗-martingales, that is, their quadratic variations are Q∗-integrable. This
follows for the first term from the boundedness of WL and the integrability of
eρx − 1. For the second term, let us consider

EQ∗
[[∫

σ dY c

]
T

]
= EQ∗

[∫ T

0
σ 2

t dt

]
.

It is well known that we may write∫ T

0
σ 2

t dt = λ−1(1 − e−λT )σ 2
0 + (

λ−1(
1 − e−λ(T −·))x ∗ µ̃Y

)
T .

Hence, EQ∗[∫ T
0 σ 2

t dt] is finite if EQ∗[(x ∗ ν̃
Q∗
Y )T ] is finite, which, since WL is

bounded, is equivalent to showing that
∫

xν(dx) < ∞. However, this follows from
condition (4.8).
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3.
∫ φ̂

S− dS is a true Q-martingale for all Q ∈ Me with finite relative entropy: by

Lemma 2.12,
∫ φ̂

S− dS is a true Q-martingale if we can show that, for some γ > 0,

E

[
exp

{
γ

∫
φ̂2

t

S2
t−

d[S]t
}]

= E

[
exp

{
γ

∫ T

0
φ̂2

t σ
2
t dt + (

γ φ̂2(eρx − 1)2 ∗ µ̃Y

)
T

}]
< ∞.

We have

E
[
exp

{(
2γ φ̂2(eρx − 1)2 ∗ µ̃Y

)
T

}]
< ∞,

and, for γ <
β+1/2

2 max φ̂2
t

, it follows that

E

[
exp

{
2γ

∫ T

0
φ̂2

t σ
2
t dt

}]
< ∞.

Therefore, an application of the Cauchy–Schwarz inequality yields

E

[
exp

{
γ

∫ T

0

φ̂2
t

S2
t−

d[S]t
}]

< ∞. �

APPENDIX

PROOF OF LEMMA 3.3. We consider the equation

� =
∫

f (x) exp{k(x) − βf (x)�}ν(dx)

and will show that there exists a unique value �k ∈ R which solves it. For this
purpose, let us define

H(z) = z −
∫

f (x) exp{k(x) − βf (x)z}ν(dx).

Since

lim
z→∞−f (x) exp{−βf (x)z} =

{
0, f (x) ≥ 0,
∞, f (x) < 0,

we have limz→∞ H(z) = ∞ and, for reasons of symmetry, limz→−∞ H(z) = −∞.
Furthermore, H is continuously differentiable with

∂

∂z
H(z) = 1 +

∫
βf 2(x) exp{k(x) − βf (x)z}ν(dx) > 0.
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Therefore, there exists a unique �k ∈ R such that H(�k) = 0. We can moreover
show that

|�k| ≤ max
x∈supp(ν)

{exp k(x)}
∫

|f (x)|ν(dx).

Let us assume that �k ≥ 0. Then, we get

�k =
∫

f (x) exp{k(x) − βf (x)�k}ν(dx)

≤
∫
{f (x)>0}

f (x) exp{k(x) − βf (x)�k}ν(dx)

≤
∫
{f (x)>0}

f (x) exp{k(x)}ν(dx)

≤ max
x∈supp(ν)

{expk(x)}
∫
{f (x)>0}

f (x)ν(dx)

≤ max
x∈supp(ν)

{expk(x)}
∫

|f (x)|ν(dx).

The lower bound can be shown in exactly the same way.
Let us now define the bounded function

ϕk(x) := exp{k(x) − βf (x)�k}.
As we have∫

f (x)ϕk(x)ν(dx) =
∫

f (x) exp{k(x) − βf (x)�k}ν(dx) = �k,

it follows that

ϕk(x) = exp
{
k(x) − βf (x)

∫
f (z)ϕk(z)ν(dz)

}
,

and, therefore, we conclude that ϕ := ϕk is well defined and bounded. �

PROOF OF LEMMA 3.5. Since WL is bounded on CQ
b (E), we only have to

show local Lipschitz-continuity of WL, that is, we have to show that for any c > 0,
there exists a constant Lc such that

‖WL(v1) − WL(v2)‖1 ≤ Lc‖v1 − v2‖∞
for all v1, v2 ∈ CQ

b (E) with ‖v1 − v2‖∞ ≤ c
2 . For that purpose, consider v0 + rh,

where v0 ∈ CQ
b (E) and h ∈ CQ

b (E) with ‖h‖∞ = c
2 , and r ∈ [0,1].

Let k be bounded from above and define

ϕk(x) := exp
{
k(x) − WM(x)

(σM)2

∫
WM(z)ϕk(z)ν(dz)

}
,

�k :=
∫

WM(x)ϕk(x)ν(dx).
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By equation (3.12), we may write

ϕk∗(r) = WL(v0 + rh) − λ̂WM + 1

for

k∗(r) = �v0 + r�h − WM η̂

and

η̂ := λ̂

(
1 +

∫
(WM(z))2ν(dz)

(σM)2

)
−

∫
WM(z)ν(dz)

(σM)2 .

The goal is to show that there is a constant C1 such that, for all r ∈ [0,1],
∥∥ϕk∗(r) − ϕk∗(0)

∥∥
1 ≤ C1‖rh‖∞ = C1rc

2
.(A.1)

Let us therefore analyze∣∣(ϕk∗(r) − ϕk∗(0)

)
(x)

∣∣
= exp{�v0(x) − η̂WM(x)}

×
∣∣∣∣exp

{
r�h(x) − �k∗(r)

WM(x)

(σM)2

}
− exp

{
−�k∗(0)

WM(x)

(σM)2

}∣∣∣∣(A.2)

= exp
{
�v0(x) − η̂WM(x) − �k∗(0)

WM(x)

(σM)2

}

×
∣∣∣∣exp

{
r�h(x) − (

�k∗(r) − �k∗(0)

)WM(x)

(σM)2

}
− 1

∣∣∣∣.
Since v0 is uniformly bounded by Q, the first term on the right-hand side is uni-
formly bounded for all x ∈ supp(ν). The second term [to be labeled fx(r)] needs
further investigation. For this purpose, let us state the following property of �k :

CLAIM 1. Given two functions k1, k2 ∈ l∞(supp(ν)) with{
k1(x) ≤ k2(x) ∀x ∈ supp(ν) s.t. WM(x) < 0,
k1(x) ≥ k2(x) ∀x ∈ supp(ν) s.t. WM(x) > 0,

it follows that �k1 ≥ �k2 .

PROOF. Let us assume that �k1 < �k2 . For any x ∈ supp(ν), it then follows
that

ϕk2(x)

ϕk1(x)
= exp

{
k2(x) − k1(x) − WM(x)

(σM)2

(
�k2 − �k1

)}
{

> 1, ∀x ∈ supp(ν) s.t. WM(x) < 0,
< 1, ∀x ∈ supp(ν) s.t. WM(x) > 0.
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However, this leads to a contradiction, since then

�k2 − �k1 =
∫

WM(x)
(
ϕk2(x) − ϕk1(x)

)
ν(dx) ≥ 0.

Therefore, we must have �k1 ≥ �k2 . �

Let us now fix x0 ∈ supp(ν) and analyze the term

fx0(r) := exp
{
r�h(x0) − (

�k∗(r) − �k∗(0)

)WM(x0)

(σM)2

}
− 1.

Obviously, we have fx0(0) = 0. Let us now assess the upper and lower bounds
of fx0 for r ∈ [0,1]. For this purpose, we introduce

k+(r, x) := �v0(x) − WM(x)η̂ + rc
(
1{WM(x)>0} − 1{WM(x)<0}

)
(x),

k−(r, x) := �v0(x) − WM(x)η̂ − rc
(
1{WM(x)>0} − 1{WM(x)<0}

)
(x).

We will use in the following the notation

1∗(x) := 1{WM(x)>0} − 1{WM(x)<0}.
It follows from the claim above that

�k−(r) − �k−(0) ≤ �k∗(r) − �k∗(0) ≤ �k+(r) − �k+(0).(A.3)

Let us now consider in detail the upper bound,

�k+(r) − �k+(0) =
∫ r

0

∂

∂r
�k+(s) ds.

Here the existence of the derivative can be guaranteed by an application of the
Implicit Function Theorem for Banach spaces (see, e.g., [28], page 150) to the
equation

�k+(r) =
∫

WM(x) exp
{
k+(r, x) − WM(x)

(σM)2 �k+(r)

}
ν(dx).

We have

∂

∂r
�k+(r) =

∫
WM(x)

[
c1∗(x) − WM(x)

(σM)2

∂

∂r
�k+(r)

]

× exp
{
k+(r, x) − WM(x)

(σM)2 �k+(r)

}
ν(dx),

so we may write [recalling that ϕk+(r)(x) = exp{k+(r, x) − WM(x)

(σM)2 �k+(r)}]
∂

∂r
�k+(r) = c

( ∫
WM(x)1∗(x)ϕk+(r)(x)ν(dx)

1 + ∫
((WM(x))2/(σM)2)ϕk+(r)(x)ν(dx)

)

< c

∫
|WM(x)|ϕk+(r)(x)ν(dx).
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Since k+(s) is bounded from above, it follows from the definition of ϕk+(s)

and Lemma 3.3 that ϕk+(s) is uniformly bounded by some constant K∗ for any
s ∈ [0, r]. Therefore, it follows that

�k+(r) − �k+(0) < crK∗
∫

|WM(x)|ν(dx).

Applying the same steps to the lower bound, it follows that

�k−(r) − �k−(0) > −crK∗
∫

|WM(x)|ν(dx).

Taking into account the inequalities of (A.3), we obtain the following bounds:

exp{rcK̃(x0)} − 1 ≥ fx0(r) ≥ exp{−rcK̃(x0)} − 1

with

K̃(x0) := 1 + K∗ |WM(x0)|
(σM)2

∫
|WM(x)|ν(dx).

Therefore, for r ∈ [0,1], it follows that

|fx(r)| ≤ rcK̃(x)

with K̃ ∈ l1(supp(ν)), and hence, via (A.1), the Lipschitz-continuity of WL is
shown. �

PROOF OF THEOREM 3.6. Let us fix some u ∈ Cb([0, T ] × E) and consider
the PDE

∂

∂t
w(t, z) + b(t, z)

∂

∂z
w(t, z) + gz(t, ut ) = 0,(A.4)

w(T , z) = h(z) ∀ z ∈ E.(A.5)

It is straightforward to see that

w(t, z) = h(Z
t,z
T ) +

∫ T

t
gZ

t,z
s (s, us) ds

solves the boundary problem in the weak sense. Let us introduce the operator
F :Cb([0, T ] × E) → Cb([0, T ] × E) defined as follows:

(Fu)(t, z) = h(Z
t,z
T ) +

∫ T

t
gZ

t,z
s (s, us) ds.

We have to prove that F is a contraction on the space Cb([0, T ] × E). Let us,
for some β ∈ R+, consider the norm

‖u‖β := sup
(t,z)∈[0,T ]×E

e−β(T −t)|u(t, z)|,
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which is equivalent to the supremum-norm ‖u‖∞. Due to condition (a-2), we ob-
tain for u1, u2 ∈ Cb([0, T ] × E)

e−β(T −t)|(Fu1)(t, z) − (Fu2)(t, z)|
= 1

eβ(T −t)

∣∣∣∣
∫ T

t

(
gZ

t,z
s (s, u1,s) − gZ

t,z
s (s, u2,s)

)
ds

∣∣∣∣
≤ 1

eβ(T −t)

∫ T

t

∣∣gZ
t,z
s (s, u1,s) − gZ

t,z
s (s, u2,s)

∣∣e−β(T −s)eβ(T −s) ds

≤ 1

eβ(T −t)
L‖u1 − u2‖β

∫ T

t
eβ(T −s) ds

≤ L

β
‖u1 − u2‖β

for all t ∈ [0, T ] and z ∈ E. Thus,

‖(Fu1)(t, z) − (Fu2)(t, z)‖β ≤ L

β
‖u1 − u2‖β,

and F is a contraction on the normed space (Cb([0, T ] × E),‖ · ‖β) with β > L.
Therefore, there exists a unique fixed point u ∈ Cb([0, T ] × E) which satisfies the
PDE (3.15)–(3.16) in the weak sense. �

PROOF OF THEOREM 3.7. Let us analyze the operator Ĝ :Cb([0, T ] × E) →
Cb([0, T ] × E), defined by

(Ĝv)(t, z) = ∂

∂z
h(Z

t,z
T ) +

∫ T

t

(
∂

∂z
Zt,z

s

)
ĝZ

t,z
s (s, vs) ds.

Let us first discuss ∂
∂z

Zt,z
s , which is well defined by Protter [25], Theorem V.39.

Differentiating (3.14), we get

∂

∂z
Zt,z

s = 1 +
∫ s

t

(
∂

∂z
Zt,z

u

)
∂

∂Z
t,z
u

b(u,Zt,z
u ) du.

By Gronwall’s lemma, we can directly conclude that ∂
∂z

Zt,z
s is uniformly bounded,

the bound being denoted by LZ . Analogously, let us denote Lh := ‖h′‖∞.
Let us now discuss, for v ∈ Cb([0, T ] × E),

e−β(T −t)|(Ĝv)(t, z)|
≤ e−β(T −t)

(∣∣∣∣ ∂

∂z
Zt,z

s

∣∣∣∣|h′(Zt,z
T )| +

∫ T

t

∣∣∣∣ ∂

∂z
Zt,z

s

∣∣∣∣∣∣ĝZ
t,z
s (s, vs)

∣∣ds

)

≤ e−β(T −t)LZ

(
Lh +

∫ T

t
(L‖vs‖∞ + K)e−β(T −t)eβ(T −t) ds

)

≤ LZL

β
‖v‖β + LZKT + LZLh.
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Hence, for β = 2LZL and N := {v ∈ Cb([0, T ] × E)| ‖v‖β ≤ 2LZ(KT + Lh)},
Ĝ maps N into N . Using the Arzela–Ascoli theorem, one can show that Ĝ is a
compact operator on N . By Schauder’s Fixed Point Theorem, we conclude that
Ĝ :N → N has at least one fixed point v̂. Let us assume that u ∈ Cb([0, T ] × E)

is differentiable in the space variable. Hence,

∂

∂z
(Fu)(t, z) = ∂

∂z
h(Z

t,z
T ) +

∫ T

t

(
∂

∂z
Zt,z

s

)
∂

∂Z
t,z
s

gZ
t,z
s (s, us) ds

=
(
Ĝ

∂

∂z
u

)
(t, z).

Let us now consider the primitive with respect to z ∈ E of v̂, denoted û. We may
write

∂

∂z
(F û)(t, z) = (Ĝv̂)(t, z) = v̂(t, z) = ∂

∂z
û(t, z).

It therefore follows that the function û may be written as

û(t, z) = (F û)(t, z) + C(t)

with function C : [0, T ] → R. On the other hand, we know by Theorem 3.6 that
there exists a unique fixed point of operator F in Cb([0, T ]×E). Hence, choosing
C ≡ 0, it follows that û is uniquely defined. We have therefore shown that there
exists a unique classical solution to the boundary problem (3.15)–(3.16). �
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