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In order to detect outliers in hydrological time series data for improving data quality and decision-making quality related to design,
operation, and management of water resources, this research develops a time series outlier detection method for hydrologic data
that can be used to identify data that deviate from historical patterns. The method first built a forecasting model on the history
data and then used it to predict future values. Anomalies are assumed to take place if the observed values fall outside a given
prediction confidence interval (PCI), which can be calculated by the predicted value and confidence coefficient. The use of PCI as
threshold is mainly on the fact that it considers the uncertainty in the data series parameters in the forecasting model to address
the suitable threshold selection problem. The method performs fast, incremental evaluation of data as it becomes available, scales
to large quantities of data, and requires no preclassification of anomalies. Experiments with different hydrologic real-world time
series showed that the proposed methods are fast and correctly identify abnormal data and can be used for hydrologic time series
analysis.

1. Introduction

As the fundamental resources for water resources manage-
ment and planning, long-term hydrological data are sets
of discrete record values of hydrological elements that are
collected with time and have been frequently analyzed in
the field such as flood and drought control, water resources
management, and water environment protection. With the
development of data acquisition technology and data trans-
mission technology, hydrological departments collected ever-
increasing amounts of time series data from automatic mon-
itoring systems via loggers and telemetry systems. Within
these datasets, hydrologic time series analysis becomes work-
able and credible for building mathematical model to gen-
erate synthetic hydrologic records, to forecast hydrologic
events, to detect trends and shifts in hydrologic records, and
to fill in missing data and extend records [1]. However, a
hydrologic time series is generally composed of a stochastic
component superimposed on a deterministic component and
usually shows stochastic, fuzzy, nonlinear, nonstationary, and
multitemporal scale characteristics [2]. So, it is a challenging

task to process and interpret the original hydrological time
series due to the following:

(i) the large volumes of data,
(ii) the parameter pattern being specific and changing to

different hydrology acquisition system due to multi-
temporal scale characteristic,

(iii) abnormal events or disturbances that create spurious
effects in the data series and result in unexpected pat-
terns,

(iv) inaccuracies in hydrological models due to imprecise
and outdated information, logger and communica-
tions failures, poor calibration, and lack of system
feedback.

Consequences of such situations in hydrological infor-
mation systems may result in the DRQP (data rich, but
quality poor) phenomenon. Consequently, the original mon-
itoring data (i.e., precipitation, discharge, and water levels)
should undergo a preprocessing step to eliminate the nega-
tive influence caused by incorrect or abnormal data due to
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instrumentation faults, data inherent change, operation error,
or other possible influencing factors [3]. Therefore, outlier
detection usually becomes a vital step for hydrologic time
series analysis based on themonitoring data. Regarding small
monitoring datasets, data managers can detect and deal with
outliers directly with a simple graphical or manual process.
However, for massive datasets or data stream, an automatic
and objective technique for effectively detecting and treating
outliers is necessary.

This study develops a real-time outlier detection method
that employs a window-based forecasting model for hydro-
logic time series collected from automatic monitoring sys-
tems.Themethod builds a forecastingmodel from a sequence
of historical point values with a given window to predict
future values. If the observed value differs from the predicted
value beyond a certain threshold, an outlier would be indi-
cated. The method uses prediction confidence interval (𝑃𝐶𝐼)
as threshold in consideration of uncertainty in the data series
parameters in the forecasting model. Data are classified as
anomalous/nonanomalous based on whether or not they fall
outside a given 𝑃𝐶𝐼. Thus, the method provides a principled
framework for selecting a threshold. This method does not
require any preclassified examples of data, scales well to large
volumes of data, and allows for fast incremental evaluation of
data as it becomes available.

In order to evaluate the proposed method, it was applied
to two different hydrological variables, water level and daily
flow, from Huayuankou (hereafter 𝐻𝑌𝐾, 34.76∘N, 113.58∘E)
and Lanzhou (hereafter 𝐿𝑍, 36.04∘N, 103.49∘E) stations
obtained from national hydrology database of MWR, China.
The results show that the proposedmethod can exactly detect
the outliers in the hydrological time series with near negligi-
ble false positive rate. Furthermore, the algorithm’s efficiency
is analyzed based on the detection results.

The rest of the paper is organized as follows. In the next
section (Section 2) we present the related work to this area of
research. In Section 3 we present details about the proposed
algorithm for outlier detection in time series based on predic-
tion confidence interval. A number of experiments with the
proposed method using real-world hydrological time series
are reported in Section 4. Finally, Section 5 gives conclusions
and suggestions for further research.

2. Related Work

2.1. Time Series Analysis. A time series (𝑇𝑆) 𝑋 = {𝑥(𝑡) | 1 ⩽

𝑡 ⩽ 𝑚} is a sequence of 𝑑-dimensional observations vector
𝑥(𝑡) = (𝑥

1
(𝑡), 𝑥
2
(𝑡), . . . 𝑥

𝑑
(𝑡)) ordered in time. Mostly these

observations are collected at equally spaced, discrete time
intervals. It is called a univariate (or single) time series when
𝑑 is equal to 1 and amultivariate time series when 𝑑 is equal to
or greater than 2 [4]. Generally, a time series can be regarded
as a sample realization from an infinite population of such
time series generated by a stochastic process, which can be
stationary or nonstationary. In addition, the understanding
of the structure and dependence of time series is achieved
through time series analysis.

Time series analysis is the investigation of a temporally
distributed sequence of data or the synthesis of a model
for prediction wherein time is an independent variable; as
a consequence, the information obtained from time series
analysis can be applied to forecasting, process control, outlier
detection, and other applications [5]. A basic assumption in
time series analysis is that some aspects of the past pattern
will continue to remain in the future. Also under this setup,
often the time series process is assumed to be based on past
values of the main variable but not on explanatory variables
which may affect the variable/system.

In hydrology, time series analysis is one of frontier scien-
tific issues because it can detect and describe quantitatively
each of the hydrologic processes underlying a given sequence
of observations.Moreover, hydrologic time series analysis can
also be used for building mathematical models to generate
synthetic hydrologic records, to forecast hydrologic events, to
detect trends and shifts in hydrologic records, and to fill in
missing data and extend records. Consequently, time series
analysis has become a vital tool in hydrological sciences
and its importance has been dramatically enhanced in the
recent past due to ever-increasing interest in the scientific
understanding of climate change [6].

In the time series analysis, it is assumed that the data
(observations) consist of a systematic pattern and stochastic
component; the former is deterministic in nature, whereas
the latter accounts for the random error and usually makes
the pattern difficult to be identified. Previous research usually
equates stochastic component to system error and then
simply discards it so as to not complicate the statistical anal-
yses. However, the stochastic component potentially includes
interesting and meaningful information; it must be treated
with caution. It is for this reason that outlier detection
becomes a hotspot research issue in recent years.

2.2. Outlier Detection. An outlier can be defined as “obser-
vation that deviates so much from other observations as to
arouse suspicion that it was generated by a different mech-
anism” [7], or “patterns in data that do not conform to a
well-defined notion of normal behavior” [8]. Generally, an
outlier may be incorrect and/or the circumstances around
the measurement may have changed over time. Thus, the
identification and treatment of outliers constitute an impor-
tant component of the time series analysis before modeling
because outliers can have negative impacts on the selection
of the appropriate model as well as on the estimation of the
associated parameters.

Outlier detection, also known as anomaly detection in
some literatures, is an important long-standing research
problem in the domains of data mining and statistics. The
major objective of outlier detection is to identify data objects
that are markedly different from, or inconsistent with, the
remaining set of data [9, 10]. In recent decades, this research
problem is attracting significant research attentions in the
fields of statistical analysis, machine learning, and artificial
intelligence due to its important applications in a wide range
of areas in business, security, insurance, health care, and
engineering, to name a few. Chandola et al. [8] provide a com-
prehensive classification of the outlier detection techniques
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and classify the techniques into six categories: classification-
based [11], nearest-neighbor-based [12], clustering-based [13],
statistical [14], information theory-based [15], and spectral
theory-based [16]. In addition to the abovementioned algo-
rithms, other approaches have been adopted to solve the
outlier detection problem. For instance, signal processing
techniques such as wavelet transform [17] and Fourier
transform [18] have been used to detect outlier regions in
meteorological data.

Outlier detection is a very broad field and has been stud-
ied in the context of a large number of application domains
where many detection methods have been proposed accord-
ing to the different data characteristics. Recently, there has
been significant interest in detecting outliers in time series.
Generally, methods for time series outlier detection should
consider the sequence nature of data and operate either on
a single time series or on a time series database. The goal
of outlier detection on a single time series is to find an
anomalous subregion, while the goal of the latter is to identify
a few sequences as outliers or to identify a subsequence in a
test sequence as an outlier. In some cases, a single time series
is converted to a time series database through the use of a
sliding window [19].

Given a single time series, one can find particular ele-
ments (or time points) within the time series as outliers or
find subsequence outliers. Fox defines two types of outliers
(type I/additive and type II/innovative) based on the data
associated with an individual object across time, ignoring
the community aspect completely [20]. Since then, a large
number of 𝑡 prediction models and profile based models
have been proposed to find point outlier within a time
series. A straightforward method for outlier detection in
time series is based on forecasting [21–23]. This approach
first builds a prediction model from the historical values
and is then used to predict future values. If a predicted
value differs from the observed value beyond a certain
threshold, an outlier would be indicated. The definition of
the value of the threshold to be used for detecting outliers is
the main problem of outlier detection based on prediction.
The difficulties of forecasting-based outlier detection have
motivated the proposal of anomaly subsequences detection
techniques, based on outlier score calculated with respect to
similar measure between subsequences [24–27]. Keogh et al.
[24] proposed using one nearest-neighbor approach to detect
maximal different subsequences within a longer sequence
(called discords). Subsequence comparisons can be smartly
ordered for effective pruning using various methods like
heuristic reordering of candidate subsequences [25], locality
sensitive hashing [26], Haar wavelet [27], and SAX with
augmented tries [28].

The problem of outlier detection in time series database
mainly focuses on how to find all anomalous time series. It
is assumed that most of the time series in the database are
normal while a few are anomalous. Similar to the traditional
outlier detection, the usual recipe of solving such problems is
to first learn a model based on all the time series sequences
in the database and then compute an outlier score for each
sequence with respect to the model [29]. Statistics-based
methods are still conducted to detect outliers in time series

database because of their efficient structure. In 2012, Zhang
developed an average-based methodology based on time
series analysis and geostatistics, which achieved satisfactory
detection results in short snapshots [30]. However, it will
fail if the outliers gather together closely in the same short
time slot. Hence, recent researches have mainly focused on
nonparametric outlier detection methods such as Bayesian
method and discrete wavelet transform (DWT). Frieda pro-
posed a Bayesian approach to outlier modeling, approximat-
ing the posterior distribution of the model parameters by
application of a componentwise Metropolis-Hastings algo-
rithm [31]. Apart from the Bayesian method, Grané and
Veiga [32] identified the outliers as those observations in the
original series whose detail coefficients are greater than a
certain threshold based on wavelet transform. They iterated
the process of DWT and outlier correction until all detail
coefficients are lower than the threshold. Based on real-world
financial time series, their method achieved a lower average
number of false outliers than Bilen and Huzurbazar’s [33].
However, in these works, thresholds are mainly set subjec-
tively, which makes these methods inefficient and insensitive
when there are several different kinds of outliers appearing in
the same time series.

2.3. Outlier Detection in Hydrological Time Series. Hydro-
logic systems involving outliers invariably represent complex
dynamical systems. The current state and future evolutions
of such dynamical systems depend on countless properties
and interactions involving numerous highly variable physical
elements. The representation of such dynamical systems in
their corresponding models is complicated because certain
relationships can only be developed through analyses.

Outlier detection in hydrologic data is a common prob-
lem which has received considerable attention in the uni-
variate framework. In the multivariate setting, the problem
is well established in statistics. However, in the hydrologic
field, the concepts are much less established. A pioneering
work in this directionwas recently presented by Chebana and
Ouarda [34]. Moreover, many outlier detection techniques,
such as Chauvenet’s method, Dixon-Thompson outlier test,
and Rosner’s test [35], are statistics based on the principle
of hypothesis testing with the underlying assumption of
log-Pearson type III (LP3) distribution [36], which may
not always be readily available for hydrological time series.
Hyndman and Shang’s [37] methods, on the basis of real data,
are graphical and consist first in visualizing functional data
through the rainbow plot and then in identifying functional
hydrological outliers using the functional bag-plot and the
functional highest-density region box-plot. The methods can
detect outlier curves that may lie outside the range of the
majority of the data ormay be within the range of the data but
have a very different shape.However, as indicated byChebana
and Ouarda [34], the points outside the fence of the bag-plot
or box-plot are considered as extremes rather than outliers.
On this basis, Chebana et al. proposed a nongraphical outlier
detection method based on the bivariate score points, which
were obtained from the first two principal components
score vectors generated by functional principal component
analysis, to detect outliers in flood frequency analysis [38].
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Ng et al. [39] found that chaotic approach can determine the
level of complexity of a system after they applied the chaotic
analytical techniques to daily hydrologic series comprising
of outlier. It adopts box-plot [40] as the outlier detection
tools based on its (1) statistical popularity, (2) ability to
handle and detect multiple outliers simultaneously without
preceding to an iterative detection, and (3) ability to detect
outliers by block detection where no masking effects are
involved before conducting the chaotic analysis. The method
can effectively detect numerous outliers in the original daily
discharge dataset but may understate the actual number of
outliers because the data is usually clustered around the zero
mean and consequently results in less skewness in the data.

Although many outlier detection methods exist in the
literature, there is a lack of discussion on the selection of
a proper detection method for hydrological outliers. It is
mainly because of the fact that most of outlier detection
methods belong to statistical approaches and demanded that
the data must follow some distributions, and the selection of
a suitable outlier detection method is critically determined
by the intent of analyst and the intended use of the results.
Analysts have to consider several technical aspects in its
decisions-making such as the tradeoff between accurate and
efficient, the evaluation of consequences subject (i.e.,masking
and swamping), the design assumptions and the limitation
of different methods, and the preference on parametric or
nonparametric approach.Without a thorough understanding
of outlier phenomena, it is difficult to determine a suitable
outlier detection method.

Faced with such challenges, this work proposes a new
method to detect outliers that splits given historical hydro-
logical time series into subsequences by a sliding-window
and then an autoregressive (𝐴𝑅) prediction model of time
series and prediction confidence interval (𝑃𝐶𝐼) calculated
from nearest-neighbor historical data to identify time series
anomalies. The method used an autoregressive prediction
model, which belongs to data-driven time seriesmodel essen-
tially, rather than a physics-based time series model, due to
the fact that it is simpler to develop and can rapidly produce
accurate short forecast horizon predictions. Data are classi-
fied as anomalous/nonanomalous based on whether or not
they fall outside a given 𝑃𝐶𝐼. The 𝑃𝐶𝐼 which is employed in
this study not only accounts for the fact that the correlations
between adjacent data points in the time series are higher
than those farther away but also avoids falling into ineffi-
cient and insensitive dilemma caused by a subjective-setting
threshold. Moreover, the 𝑃𝐶𝐼 can be calculated dynamically
according to different nearest-neighbor windows size and
confidence coefficient of difference users, which make it suit-
able for different variables of hydrologic time series outlier
detection for different user’s demand. In conclusion, this
method does not require any preclassified examples of data,
scales well to large volumes of data, and allows for fast incre-
mental evaluation of data as it becomes available.

3. Window-Based Outlier Detection

In this section, we formulate the outlier detection problem
and give a formal definition of some concepts which are

used in the proposed algorithm. And then we will introduce
the algorithm detecting outliers in time series based on the
sliding-window prediction model. In addition, we also men-
tion efficient strategies to choose the optimal parameters to
meet the users’ requirements. Next is the formal formulation
of the contextual outlier detection algorithm.

3.1. Problem Definition. Hydrology is a time-varying phe-
nomenon, the change of which is referred to hydrological
processes. As important scientific data resources, hydrologi-
cal data are the discrete records of hydrological processes and
could be divided into flow, water level, rainfall, evaporation,
and other hydrologic time series according to the physical
quantities of its representation.

Definition 1 (hydrological time series). A hydrological time
series 𝑇 is a set of real-valued data in successive order,
occurring uniform time interval. In this work, 𝑇 =

⟨𝑑
1
= (V
1
, 𝑡
1
), 𝑑
2
= (V
2
, 𝑡
2
), . . . 𝑑

𝑚
= (V
𝑚
, 𝑡
𝑚
)⟩, where𝑚 is the

length of the time series and point 𝑑
𝑖

= (V
𝑖
, 𝑡
𝑖
) stands for

the observation V
𝑖
at the moment 𝑡

𝑖
; moreover, 𝑡

𝑖
is strictly

increased.

For outlier detection purposes, we are typically not inter-
ested in any of the global properties of a time series; rather, we
are interested in local subsections of the time series, which are
called subsequences.

Definition 2 (subsequence). Given a time series𝑇 of length𝑚,
a subsequence 𝐶 of 𝑇 is a sampling of length 𝑛 ≤ 𝑚 of con-
tiguous position from 𝑝; that is, 𝐶 = ⟨𝑑

𝑝
= (V
𝑝
, 𝑡
𝑝
), 𝑑
𝑝+1

=

(V
𝑝+1

, 𝑡
𝑝+1

), . . . 𝑑
𝑝+𝑛−1

= (V
𝑝+𝑛−1

, 𝑡
𝑝+𝑛−1

)⟩ for 1 ≤ 𝑝 ≤ 𝑚 −

𝑛 + 1. Particularly, subsequence 𝐶may contain only one data
point on the condition that 𝑛 = 𝑚.

Since all subsequences may potentially be abnormal, any
algorithm will eventually have to extract all of them; this can
be achieved by use of a sliding window.

Definition 3 (sliding window). Given a time series𝑇 of length
𝑚 and a user-defined subsequence length of 𝑛, all possible
subsequences can be extracted by sliding window of size 𝑛

across 𝑇 and considering each subsequence 𝐶
𝑝
.

Generally, the first problem of time series outlier detec-
tion is to define what kind of data in a given dataset is abnor-
mal. That is, the definition of outlier determines the outlier
detections’ goals. In hydrologic time series, time sequences
which are composed of different physical quantities show
great difference anomaly characteristics; therefore, it is diffi-
cult to give a uniform definition of abnormality. In this paper,
we identify a subsequence to be outlier based on its nearest-
neighbor.

Definition 4 (𝑘-nearest-neighbor). Given a time series 𝑇 of
length 𝑚 and a data point 𝑑

𝑖
(𝑖 < 𝑚), the 𝑘-nearest-neighbor

𝜂
(𝑘)

𝑖

of 𝑑
𝑖
is a sampling of length 2𝑘 of contiguous position
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from 𝑖 − 𝑘 to 𝑖 + 𝑘 and does not contain 𝑖; that is, 𝜂(𝑘)
𝑖

=

{𝑑
𝑖−𝑘

, . . . 𝑑
𝑖−1

, 𝑑
𝑖+1

, . . . 𝑑
𝑖+𝑘

} for 𝑖 + 1 ≤ 𝑘 ≤ 𝑚 − 𝑖.

Definition 5 (time series outlier). Given a time series 𝑇 of
length 𝑚 and the 𝑘-nearest-neighbor 𝜂

(𝑘)

𝑖

of 𝑑
𝑖
, 𝑑
𝑖
will be

identified as an outlier if the observed value of 𝑑
𝑖
falls outside

a 𝑃𝐶𝐼 calculated by confidence coefficient 𝑝 and predicted
value according to 𝜂

(𝑘)

𝑖

.

From the above definition, one can see that the nearest-
neighborswindow size 𝑘 and confidence coefficient𝑝 become
key parameters of outlier detection.Therefore, it can dynam-
ically adjust 𝑘 and 𝑝 for different users and different hydro-
logical elements to achieve the optimal detection result.

3.2. Algorithm Description. After studying the current sit-
uation and challenge of hydrological time series and its
outliers, this study proposes a new outlier detection method
that uses a sliding window of hydrological time series
𝑇
𝑚

= ⟨𝑑
1
= (V
1
, 𝑡
1
), 𝑑
2
= (V
2
, 𝑡
2
), . . . 𝑑

𝑚
= (V
𝑚
, 𝑡
𝑚
)⟩, where

point 𝑑
𝑖

= (V
𝑖
, 𝑡
𝑖
) stands for the measurement V

𝑖
at the

moment 𝑡
𝑖
, to classify a particular data point as anomalous

or not. A data point 𝑑
𝑖
is classified as anomalous if its mea-

surement deviates significantly from its 𝑘-nearest-neighbor
(𝐾𝑁𝑁) prediction value calculated using its neighboring
point set 𝜂(𝑘)

𝑖

as input. Upon initialization, themethod fills the
windowwith the most recent measurements and commences
classification with the next measurement taken by the time
series.

In brief, the method consists of the following steps be-
ginning at time 𝑖 within a given hydrological time series 𝑇𝑖.

Step 1. Define 𝑘-nearest-neighbor window 𝜂
(𝑘)

𝑖

for the point
𝑑
𝑖
, based on the data source, from where outliers are to be

detected (history data including complete sequence or only
past data to forecast new incomings); the 𝜂

(𝑘)

𝑖

can be divided
into one-sided-windows and two-sided-windows types.

Step 2. Build a nearest-neighbor-window prediction model
that takes 𝜂(𝑘)

𝑖

as input to predict V
𝑖+1

, the expected value of the
point 𝑑

𝑖+1
; in addition, calculate the upper and lower bounds

of the range within which the measurement should lie (i.e.,
the prediction confidence interval, 𝑃𝐶𝐼).

Step 3. Compare the actual measurement at time 𝑖 + 1 with
the range calculated in Step 2 and classify it as anomalous if it
falls outside the range; otherwise, classify it as nonanomalous.

Step 4. Modify 𝑇
𝑖 by removing 𝑑

𝑖−𝑘+1
from the back of the

window and adding 𝑑
𝑖+1

which holds the value V
𝑖+1
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front of the window to create 𝑇

𝑖+1; slide one step and modify
the 𝜂
(𝑘)

𝑖

to create 𝜂
(𝑘)

𝑖+1

if the measurement is classified as
anomalous; else, modify 𝑇

𝑖 by removing 𝑑
𝑖−𝑘+1

from the back
of the window and adding 𝑑

𝑖+1
which takes its original value

to the front of the window to create 𝑇
𝑖+1; slide one step and

modify the 𝜂
(𝑘)

𝑖

to create 𝜂
(𝑘)

𝑖+1

.

Step 5. Repeat Steps 1–4, until all sequence has been detected.

d1, d2, d3, . . . di−k+1 . . . di, . . . dm}

di−2k+1, . . . di−1}

Time series dataset

and correct it

Yes

End

No

T
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= {
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i

(k)
= {di−2k,

Predict �i
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Compare �i with PCI

extends PCI?

Calculate PCI

Figure 1: Diagram of the proposed outlier detection method.

The detection process of data point 𝑑
𝑖
is illustrated with a

flow chart in Figure 1.The remainder of this section describes
these steps in detail.

3.2.1. Window Definition. The first step of this outlier detec-
tion process, the 𝐾𝑁𝑁 window of the test point 𝑑

𝑖
in time

series data, is defined to illustrate the relations between the
data point and its nearest-neighbor. And then, the prediction
model can use only the test point’s 𝐾𝑁𝑁 window to predict
the measurement of 𝑑

𝑖
for the purpose of simplifying the

computational complexity.
Generally, there are two types of hydrological data from

where outliers are to be detected: history time series data
or real-time data. The difference between them is primarily
based on the fact that the former uses the previous and
subsequent neighbor window as input parameters to detect
the outlier while the latter only uses the previous neighbor
window as input parameters.Then, the neighbor window can
be divided into one-sided and two-sided types.

(1) Two-Sided Neighbor Windows. The two-sided-windows
outlier detection method uses a data points’ previous (left)
and subsequent (right) neighbor’s data point to determine
whether this data point is outlier or not. Given a water
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level time series 𝑇
𝑚

= ⟨𝑑
1
= (V
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, 𝑡
1
), 𝑑
2
= (V
2
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2
), . . . 𝑑
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=
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, 𝑡
𝑚
)⟩, the two-sided-windows neighboring point sets 𝜂(𝑘)

𝑖

for the point 𝑑
𝑖
can be defined as follows:

𝜂
(𝑘)

𝑖

= {𝑑
𝑖−𝑘

, . . . 𝑑
𝑖−1

, 𝑑
𝑖+1

, . . . 𝑑
𝑖+𝑘

} . (1)

Note that 2𝑘 is the size of the neighborhood window,
starting at 𝑖 − 𝑘 and ending at 𝑖 + 𝑘 (not including 𝑖).

(2) One-Sided NeighborWindows. As the right neighborsmay
contain outliers that had not been detected, therefore, in the
real-time detection application, only left neighbor can be
available. So, one-sided-windows outlier detection method
only chooses left neighbors which removed (or revised)
the outliers had been detected will make the detection
results more meaningful. Other than the two-sided-windows
method, one-sided-windows method outlier detection algo-
rithms define neighborhood point set 𝜂(𝑘)

𝑖

for the point 𝑑
𝑖
, as

follows:

𝜂
(𝑘)

𝑖

= {𝑑
𝑖−2𝑘

, 𝑑
𝑖−2𝑘+1

, . . . 𝑑
𝑖−1

} . (2)

Here, 2𝑘 is the size of the neighborhood window for the
point 𝑑

𝑖
, starting at 𝑖 − 2𝑘 and ending at 𝑖 − 1.

3.2.2. Model Selection. In this step, an autoregressive (𝐴𝑅)
prediction model is built to forecast the particular point’s
value using its neighborhood point sets as input. The 𝐴𝑅

model forecasts future measurements in time series datasets
using only a specified set of observations, that is, 𝜂(𝑘)

𝑖

, from
the same discharge site; they are used because they avoid
complications caused by different sampling frequencies that
can arise if a heterogeneous set of time series data was used;
moreover, the use of 𝐴𝑅 model reduces the number of pre-
dictions that cannot be made due to insufficient data caused
by the embedded telemetry equipment that went offline.

The neighborhood point sets 𝜂
(𝑘)

𝑖

are used as input to
the 𝐴𝑅 model of the time series to predict the following
observation:

𝑑
𝑖
= 𝑀(𝜂

(𝑘)

𝑖

) , (3)

where 𝑀( ) is the model. This method assumes that the
behavior of the processes at time 𝑡 + 1 can be described by
a finite set of 𝑘 previous measurements; thus it implicitly
assumes that the time series is an order 𝑘 Markov process.
Literature [22] compares native, nearest cluster (𝑁𝐶), and
single-layer linear network (𝐿𝑁) and multilayer perceptron
(𝑀𝐿𝑃) on different dataset and concludes that 𝐿𝑁 and 𝑀𝐿𝑃

would obtain better detection result than othermodels. Based
on this work, we use 𝐿𝑁 as predictionmodel and assume that
observation V

𝑖
is a linear combination of two-sided neighbors

windows data point:

V
𝑖
=

(∑
𝑘

𝑗=1

𝑤
𝑖−𝑗
V
𝑖−𝑗

+ ∑
𝑘

𝑗=1

𝑤
𝑖+𝑗
V
𝑖+𝑗

)

(∑
𝑘

𝑗=1

𝑤
𝑖−𝑗

+ ∑
𝑘

𝑗=1

𝑤
𝑖+𝑗

)

, (4)

where ⟨𝑤
𝑖−𝑘

, . . . , 𝑤
𝑖−1

, 𝑤
𝑖+1

, 𝑤
𝑖+𝑘

⟩ stands for the weight of
neighborhood, which defines the relationship between

the two-sided-windows neighborhood {𝑑
𝑖−𝑘

, . . . 𝑑
𝑖−1

, 𝑑
𝑖+1

, . . .

𝑑
𝑖+𝑘

} and the expected value of 𝑑
𝑖
. Generally, the weight

of the neighboring point 𝑑
𝑗
is inversely proportional to the

distance between the point 𝑑
𝑖
and 𝑑

𝑗
; that is, the larger the

distance is, the small the weight𝑤 is. For simplicity, it assigns
the weight vector ⟨𝑤

𝑖−𝑘
, . . . , 𝑤

𝑖−1
, 𝑤
𝑖+1

, 𝑤
𝑖+𝑘

⟩ with the values
⟨1, 2, . . . 𝑘, 𝑘, . . . 2, 1⟩.

Generally, two-sided neighbor windows need points’
previous and subsequent neighbors; however, the right
neighbors may contain outliers that had not been detected,
which may affect detection results subsequently. So, in some
application fields, only previous (left) neighbor-window data
can be used to predict and identify forthcoming outliers.
Therefore, it often uses a simple modification of the two-
sided-windows model to predict the measurement at time 𝑖:

V
𝑖
=

∑
2𝑘

𝑗=1

𝑤
𝑖−𝑗
V
𝑖−𝑗

∑
2𝑘

𝑗=1

𝑤
𝑖−𝑗

. (5)

Similar to two-sided neighbors windows, the weight
vector ⟨𝑤

𝑖−2𝑘
, 𝑤
𝑖−2𝑘+1

, . . . 𝑤
𝑖−1

⟩ stands for theweight of neigh-
borhood and is assigned with the values ⟨1, 2, . . . 2𝑘⟩.

3.2.3. Outliers Identification. Given the model prediction
from Section 3.2.2 based on test point’s neighbor, the data
point can then be classified as anomalous using a confidence
boundary 𝑃𝐶𝐼 calculated via predicted value and confidence
coefficient. The 𝑃𝐶𝐼 gives the range of plausible values that
the test measurement can take; the confidence coefficient
(𝑝 = 100(1−𝛼)) indicates the expected frequency with which
measurements will actually fall in this range. If it is assumed
that themodel residuals have a zero-mean Gaussian distribu-
tion, the 𝑝% 𝑃𝐶𝐼 can be calculated as follows [22]:

𝑃𝐶𝐼 = V
𝑡+1

± 𝑡
𝛼/2,2𝑘−1

× 𝑠√1 +
1

2𝑘
, (6)

where V
𝑡+1

is the prediction value of the test point, 𝑡
𝛼/2,𝑛−1

is
the 𝑝th percentile of a Student’s 𝑡-distribution with 2𝑘 − 1

degrees of freedom, 𝑠 is the standard deviation of the model
residual, and 𝑘 is the window size used to calculate 𝑠. This
type of𝑃𝐶𝐼 is a type of 𝑡-interval because it relies on Student’s
𝑡-distribution. If the test point’s actual measurement falls
within the bounds of the 𝑃𝐶𝐼, then the point is classified as
nonanomalous; otherwise, it is classified as anomalous.Thus,
the𝑃𝐶𝐼 represents a threshold for acceptance or rejection of a
data point.Thebenefit of using the𝑃𝐶𝐼 instead of an arbitrary
threshold is that the prediction level guides the selection of
the interval width.

The two-sided-windows approach for outlier detecting is
illustrated with a simple example in Figure 2 with a neigh-
borhood window width of 𝑘 = 4. It should be noted that the
area between the two green lines in Figure 2 covering the
neighborhood of data points indicates the confidences bound
(𝑃𝐶𝐼). In this example, 𝑑

7
is an outlier in the current

neighborhood of points and proposes to be replaced by the
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Figure 2: Outlier detection example, where the raw data, predicted
value, confidence bound, and outlier are identified by different sym-
bols. In this example, 𝑑

7

is an outlier in the current neighborhood
of points and has been detected correctly.

predicted value V
7
for analysis and modeling of the time

series.

3.3. Parameter Optimization. In order to detect the outliers
in the time series, the proposed methods should calculate
the plausible values range 𝑃𝐶𝐼 via predicted value and
confidence coefficient based on the test point’s 𝑘-nearest-
neighbor. Hence, the values of the two parameters, 𝑘 and 𝑝,
become the key issues for improving the outlier detection
methods mentioned in the previous section. In this case, we
can use the following experiments to choose a proper value
of those two parameters.

(1) The window width (𝑘) of the methods controls how
many neighboring points are included in the calculation of
the prediction value.The larger thewindowwidth is, themore
points are included to compute the prediction value. It varies
𝑘 from 3 to 15 in increments of one; that is, 𝑘 = {3, 4, . . . , 15}.

(2) The confidence coefficient 𝑝 calculates the plausible
values range 𝑃𝐶𝐼 to classify a data point as an outlier. The
larger the confidence coefficient is, the more plausible the
prediction value is. Therefore, it varies 𝑝 from 85% to 99%
in increments of one percent.

To tune the best combination of algorithm parameters
that maximizes the ratio of detection, the cross-validation
scheme is applied. The complete sample is split into two seg-
ments: a training dataset and a testing dataset. This is a way
of cross-validating whether the parameters found during the
first period, the training phase, are consistent and still valid
in a different period, the testing phase. The principle of
cross-validation is a generic resource to validate statistical
procedures and it has been applied in different contexts.
Furthermore, in training phase, the training set is divided into
10 nonintersecting subsets of equal size, chosen by random
sampling. The model is then trained 10 times, each time
reserving one of the subsets as a validation set on which the
model error is evaluated while fitting the model parameters
using the remaining nine subsets.Themodel parameters with
the lowest mean squared error among the 10 training models
are then selected for the final model [41].

4. Experiments and Analysis

To demonstrate the efficacy of the outlier detection meth-
ods developed in this study for data QA/QC, it will be
applied to hydrological data series from national hydrology
database of MWR, China. In the following, the real data
are described and are functional and results are presented
and discussed. More precisely, it first uses the previously
presented approaches to identify outliers; then, some perfor-
mance evaluation will be discussed and interpreted on the
basis of hydrological data; and some results usingmultivariate
approaches for comparison purposes will be provided at last.

4.1. Study Area and Data. In this subsection we report on
a number of experiments using two different hydrologic
elements, water level (m) and daily flow (m3 s−1), from 𝐿𝑍

and 𝐻𝑌𝐾 stations with reference numbers 40101200 and
40105150, respectively, obtained from national hydrology
database of MWR, China. The 𝐿𝑍 and 𝐻𝑌𝐾 stations are
the important flood prevention and control stations and are
generally known as typical hydrological stations of upper and
middle reaches of the Yellow River. They play an important
role in downstream of Yellow River in the fields such as
hydrological data collection and forecasting, flood control
scheduling, river control experiments, and water resources
development. Figure 3 indicates the geographical location of
𝐿𝑍 and 𝐻𝑌𝐾 stations.

The data downloaded from the national hydrology
database of MWR, China, were available as raw data. In addi-
tion, we followed the procedures described in the previous
section. Figures 4 and 5 illustrate the whole dataset within a
given time series; it shows that the dataset is nearly periodic
and has some suspicious data point obviously.

4.2. Experiment Result. Since the data used in this study were
subjected to manual quality control before being archived
to the national hydrology database, it was expected that the
detectorswould not identifymany data outliers in the archive.
However, we can easily see that some data points deviate from
their neighbor. And then, we apply our methods to detect the
outliers in the given hydrological time series with the window
size 𝑘 = 6 and probability 𝑝 = 95%. And the detection results
for the proposed methods are shown in Figures 6, 7, 8, and 9.

Figures 6–9 depict real and predicted values with the
proposed outlier detectedmethods in the daily flow andwater
level time series of 𝐿𝑍 and𝐻𝑌𝐾 stations, respectively. In each
of these graphics the 𝑃𝐶𝐼 for the predictions is also depicted.
These graphics show that most of the real values are very
near the respective predicted value, while a spot of them lies
outside the 𝑃𝐶𝐼 boundaries for the predictions. An outlier
detection method based on 𝑃𝐶𝐼 would indicate an outlier if
the real value lies outside the confidence bounds, as described
in Section 3.2. The experiments reported here showed that
these bounds, built from cross-validation scheme on training
and validation sets, can correctly bind the region of normality.
Furthermore, these intervals could be used to indicate the
level of suspicion associated with a given point in the future.
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Figure 3: Geographical location of 𝐿𝑍 and 𝐻𝑌𝐾 stations in Yellow River.
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Figure 4: Raw hydrological time series of 𝐿𝑍 station.

4.3. Experiment Evaluation

4.3.1. Parameters of Quality. The detection results for the
proposedmethodswith the two different hydrologic elements
from 𝐿𝑍 and 𝐻𝑌𝐾 stations illustrate that the outlier detec-
tion methods are promising and can successfully detect a
considerable amount of outliers from the hydrologic dataset.
However, we also note that there are some valid data points
which had been detected as outliers and imputed in error.

The objective of the evaluation analysis described in this
section is to assess the effectiveness ofmethod; we can classify
the results from our experiment into four categories (see
Table 1).

The categories in Table 1 correspond to the four possible
outcomes of one experimental run, which consists of using
both methods with a particular combination of window
width (𝑘) and probability (𝑝). Categories 𝐴 and 𝐷 are ideal
situations in which a point can be detected correctly, while
categories 𝐵 and 𝐶 are undesired, because the methods are
not able to distinguish between outliers and exactness.

According to these definitions, the Sensitivity is the
probability that the proposed methods discovered a real
outlier. Its formula is defined as follows:

Sensitivity =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
. (7)

Table 1: Assessment of both methods.

Truth Detection
Outlier Not an outlier

Outlier
True positives or TP (A)

data points that are
outliers and identify as

outliers

False negatives or FN
(C) data points that are
outliers but identify as

normal

Not an outlier
False positives or FP (B)
data points that are

normal but identify as
outliers

True negatives or TN
(D) data points that are
normal and identify as

normal

Another relevant parameter is the Specificity, the propor-
tion of negative test results among the normal; themathemat-
ical expression is as follows:

Specificity =
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
. (8)

The positive predictive value (PPV) is the probability that
a detected outlier is indeed a real one. Its formula is as follows:

𝑃𝑃𝑉 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
. (9)
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Figure 5: Raw hydrological time series of 𝐻𝑌𝐾 station.
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Figure 6: Detection results over 𝐿𝑍 water level.
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Figure 7: Detection results over 𝐿𝑍 daily flow.
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Station (40105150) detection result:
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Figure 8: Detection results over 𝐻𝑌𝐾 water level.
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Figure 9: Detection results over 𝐻𝑌𝐾 daily flow.

Finally, the negative predictive value (NPV) is the propor-
tion of nonoutliers among subjects with a negative test result.
Its formula is as follows:

𝑁𝑃𝑉 =
𝑇𝑁

(𝑇𝑁 + 𝐹𝑁)
. (10)

4.3.2. Quantifying the Outlier Occurrences. A statistical mea-
sure of the accuracy is provided in this section. The parame-
ters used are the ones described in Section 4.3.1 and summa-
rized in Tables 2 and 3. Note that all parameters refer to the
whole year from 2006 to 2007 of 𝐻𝑌𝐾 station and 1998 to
1999 of 𝐿𝑍 station. And just for simplicity, only the detection
result with three pairs of parameters and the explanation for
the water level where (𝑘, 𝑝) takes of the value (6, 0.95) is
provided, since the reasoning for the remaining hydrologic
elements and parameters is analogous. Note that the optimal
values for the parameters (𝑘, 𝑝) would be (6, 0.95) on water

level time series of 𝐻𝑌𝐾 station according to parameter
optimization method described in Section 3.3.

As it is shown in Table 2, during the one-sided methods
detecting process on water level time series of 𝐻𝑌𝐾 station
with (𝑘, 𝑝) taking the value of (6, 0.95), there were 14 outliers
properly detected; that is, 𝑇𝑃 = 14. On the other hand, there
were two occasions which originally represent normal event
but are to be considered an outlier by the methods; therefore,
𝐹𝑃 = 2. Furthermore, there was one day which was outlier
and was not detected by the methods; that is, 𝐹𝑁 = 1. And
the remaining 713 dayswere correctly judged as normal event.
Thus, 𝑇𝑁 = 713 (14 + 2 + 1 + 713 = 730 forecasted days from
2006 to 2007).

The results show great accuracy for both features. Partic-
ularly remarkable are the values reached by the specificity. In
particular, it exceeds 99% in all situations.These values mean
that when the approach classifies the day to be predicted as
normal, it does it with high reliability.
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Table 2: Statistical analysis of one-sided methods with different parameters of HYK station.

Parameters Water level Daily flow
(5, 0.95) (6, 0.95) (6, 0.96) (7, 0.95) (5, 0.95) (5, 0.96) (6, 0.96) (5, 0.97)

TP 12 14 12 11 15 16 14 13
TN 713 713 711 712 707 710 708 709
FP 2 2 4 3 5 2 4 3
FN 3 1 3 4 3 2 4 5
Sensitivity 80.00% 93.33% 80.00% 73.33% 83.33% 88.89% 77.78% 72.22%
Specificity 99.72% 99.72% 99.44% 99.58% 99.30% 99.72% 99.44% 99.58%
PPV 85.71% 87.50% 75.00% 78.57% 75.00% 88.89% 77.78% 81.25%
NPV 99.58% 99.86% 99.58% 99.44% 99.58% 99.72% 99.44% 99.30%

Table 3: Statistical analysis of both methods with optimal parameters of given dataset.

Parameters
LZ station HYK station

Water level Daily flow Water level Daily flow
One-sided
(6, 0.96)

Two-sided
(6, 0.95)

One-sided
(7, 0.96)

Two-sided
(6, 0.95)

One-sided
(6, 0.95)

Two-sided
(6, 0.96)

One-sided
(5, 0.96)

Two-sided
(6, 0.95)

TP 20 18 18 19 14 13 17 17
TN 704 704 706 704 713 710 710 708
FP 4 4 3 5 2 5 2 4
FN 2 4 3 2 1 2 1 1
Sensitivity 90.91% 81.82% 85.71% 90.48% 93.33% 86.67% 94.44% 94.44%
Specificity 99.44% 99.44% 99.58% 99.29% 99.72% 99.30% 99.72% 99.44%
PPV 83.33% 81.82% 85.71% 79.17% 87.50% 72.22% 89.47% 80.95%
NPV 99.72% 99.44% 99.58% 99.72% 99.86% 99.72% 99.86% 99.86%

As for the sensitivity, all the results reached values greater
than 73% (except for daily flowwith the situation (𝑘, 𝑝) taking
the value of (5, 0.97), in which it reaches 72.22%) and obtains
81.6% on average.

The𝑃𝑃𝑉 reached values similar to those of the sensitivity,
in particular, slightly greater (82.8% on average).Therefore, it
can be stated that when the proposedmethod determines that
there is an upcoming outlier, it is highly reliable.

Finally,𝑁𝑃𝑉 provides similar values for all the situations,
reaching 99.58%on average; that is, the rate of real outliers not
found by the approach cannot be considered significant.

As for Table 3, it can be easy to draw a conclusion
that different hydrologic elements of the same station and
the same hydrologic elements of different station may take
different optimal parameters values for (𝑘, 𝑝) from experi-
ments described in Section 3.3. Moreover, we can see that the
detection accuracy of one-sided method is better than two-
sided one as a whole. For example, there were 15 outliers in
water level dataset of 𝐻𝑌𝐾 station; one-sided method can
correctly detect 14 abnormal and 713 normal data points;
simultaneously, it masks one outlier as normal and swamps
two normal samples as outliers. As a comparison, two-sided
methods can correctly detect 13 abnormal and 710 normal
data points; correspondingly, the masking and swamping
effects reach to 2 and 5, respectively. The reason for this
difference may lie in that the latter method needs both sides’
neighbors which may contain outliers, which may lead to the
fact that masking and swamping event occurs.

4.4. Analysis and Discussion. We compared our methods
with other methods such as 𝑆𝑉𝑀 (support vector machine)
[42], box-plot techniques [40], and median method [23] on
the same test datasets. The comparison results will display
in the receiver operating characteristic (𝑅𝑂𝐶) [43] curves,
which will be shown later. By convention, the 𝑅𝑂𝐶 curve
displays sensitivity (𝑇𝑃𝑅) on the vertical axis against the
complement of specificity (1-specificity or 𝐹𝑃𝑅) on the
horizontal axis. The 𝑅𝑂𝐶 curve then demonstrates the
characteristic reciprocal relationship between sensitivity and
specificity, expressed as a tradeoff between the 𝑇𝑃𝑅 and 𝐹𝑃𝑅.
This configuration of the curve also facilitates calculation
of the area beneath it as a summary index of overall test
performance. Therefore, the larger the area under the 𝑅𝑂𝐶

curve, the better the performance of the technique.
Figure 10 reveals the 𝑅𝑂𝐶 curves obtained by proposed

methods and other techniques. For these datasets, the per-
formances of proposed methods are satisfactory and stable.
For the water level dataset of 𝐿𝑍, our methods obtain similar
results; their𝑅𝑂𝐶 curves showbetter performance than those
of 𝑆𝑉𝑀 and box-plot methods, while median method shows
second-better 𝑅𝑂𝐶 curves. For the daily flow dataset of 𝐿𝑍,
ourmethods and 𝑆𝑉𝑀 showbetter performance thanmedian
method and box-plot method; moreover, the performance
of one-sided-window method is slightly better than that of
two-sided-window. For the water level of𝐻𝑌𝐾, our methods
show preferable results, while 𝑆𝑉𝑀method obtains relatively
better results than box-plot and median methods. For the
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Table 4: Comparisons of area under ROC curves.

AUCs Median Box-plot SVM Two-sided One-sided
LZ water level 0.922 0.894 0. 871 0.935 0.957
LZ daily flow 0. 843 0.852 0.895 0.92 0.933
HYK water level 0.819 0.836 0.865 0.903 0.921
HYK daily flow 0.934 0.928 0.93 0.942 0.955
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(d) 𝑅𝑂𝐶 of𝐻𝑌𝐾 daily flow

Figure 10:𝑅𝑂𝐶 curves for different datasets. Five methods are compared: medianmethod, box-plot method, 𝑆𝑉𝑀method, and ourmethod,
which are described using different colored lines.

daily flow of𝐻𝑌𝐾, the 𝑅𝑂𝐶 curves interlace with each other,
so it is difficult to evaluate the performance only according
to the observation. We have also calculated the 𝐴𝑈𝐶𝑠 for
the 𝑅𝑂𝐶 curves to compare the results (see Table 4). Note
that there is a remarkable improvement in the detection
performance.The average𝐴𝑈𝐶𝑠 of ourmethod are 0.925 and
0.942, which are the highest two among these five methods.
The average 𝐴𝑈𝐶𝑠 of median, box-plot, and SVM methods
are 0.892, 0.878, and 0.897, respectively.

For our method, it can be inferred that the anomalies
can be effectively detected by the window-based forecasting

model, which is constructed using 𝐴𝑅 prediction model
and dynamically boundary movement strategies. The results
suggest that our methods improve the robustness of the
overall decision, while the other methods show different
performances on different datasets. The other three tech-
niques have the similar characteristic; they achieve better or
worse results on different datasets. Results indicate that the
proposed framework can find robust 𝑃𝐶𝐼 as a means for
defining the thresholds for detecting novelties in time series
and can therefore improve performance of forecasting-based
time series novelty detection.Moreover, ourmethod is robust
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to detect anomalies in different datasets, which means that it
is more data independent.

It is important to mention that we have also validated
our method on different datasets. The results were similar to
those reported in this section. Furthermore, this paper used
𝑃𝐶𝐼 rather than an arbitrary, user-defined threshold, which
is mainly because of the fact that 𝑃𝐶𝐼 can provide guidance
(in the form of the confidence coefficient) for the calcula-
tion of the normal boundary region without requiring any
knowledge of the process variables being measured. The
𝑝% 𝑃𝐶𝐼 indicates the region likely to contain at least 𝑝% of
the possible sensor measurements, and we expect that ap-
proximately (1 − 𝑝)% of the nonanomalous data will be
misclassified as anomalous. This indicates that the normal
assumption implicit in the 𝑃𝐶𝐼 calculation is reasonable
for the hydrological time series data. One limitation of our
methods is that we identify a data point to be an outlier or not
by comparing new observed value to 𝑃𝐶𝐼 calculated dynam-
ically according to different nearest-neighbor-windows size
and confidence coefficient of difference users, whichmay cost
a certain amount of time complexity to calculate optimization
parameter for best detection results. Notwithstanding that
limitation, this study does suggest that the proposed method
can improve the performance of outlier detection. Results
confirm that our methods can achieve a more robust perfor-
mance than other outlier detection techniques.

5. Conclusions

Outlier detection, one of the classical topics of data mining,
has generated a great deal of research in recent years owing to
the new challenges posed by large high-dimensional data. In
the meantime, outliers in hydrological time series have many
practical applications, such as data QA/QC, adaptive sam-
pling, and anomalous event detection. This research devel-
oped a time series outlier detection method that employs
a window-based forecasting mode in conjunction with 𝑃𝐶𝐼

to detect novelties in hydrological time series. The method
first splits given historical hydrological time series into sub-
sequences by a sliding-window, and then an autoregressive
prediction model of time series was built from its nearest-
neighbor-window to predict future values. Anomalies are
assumed to take place if the observed values fall outside a
given 𝑃𝐶𝐼, which can be calculated dynamically according
to different nearest-neighbor-windows size and confidence
coefficient of different user. Moreover, experiments with two
different hydrological variables, water level and daily flow,
from𝐿𝑍 and𝐻𝑌𝐾 stations obtained fromnational hydrology
database of MWR, China, were performed to examine the
effects of the method. In the experiments, single-layer linear
networks were used for forecasting model; confidence coeffi-
cient and window size are assigned to 95% and 6 respectively
in the initialization phase. Moreover, the best combination
of parameters confidence coefficient and window size can
be tuned according to different user’s requirements and time
series’ features.

The case study results suggest that the proposed outlier
detectionmethods developed in this study are useful tools for

identifying anomalies in hydrological time series. Since these
methods only require a time-series model of the time series,
they can be easily applied to many real-time hydrological
time series. However, it should be noted that, while the 𝐿𝑁

produced the best model for the water level and daily flow
time series considered in the case study, this model may not
be the most appropriate choice for other types of hydro-
logical data. Furthermore, the optimization combination of
parameters confidence coefficient and window size may cost
a certain amount of time complexity for different hydrological
element and different user’s requirements. In spite of this,
these methods do not require any preclassified examples of
data, scale well to large volumes of data, and allow for fast
incremental evaluation of data, which make them an ideal
choice for correctly and efficiently hydrological time series
outlier detection, especially for cases in which there is little
information about how to set the threshold value.
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