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A novel pupil tracking method is proposed by combining particle filtering and Kalman filtering for the fast and accurate detection
of pupil target in an active infrared source gaze tracking system. Firstly, we utilize particle filtering to track pupil in synthesis triple-
channel color map (STCCM) for the fast detection and develop a comprehensive pupil motion model to conduct and analyze the
randomness of pupil motion. Moreover, we built a pupil observational model based on the similarity measurement with generated
histogram to improve the credibility of particleweights. Particle filtering candetect pupil region in adjacent frames rapidly. Secondly,
we adopted Kalman filtering to estimate the pupil parameters more precisely.The state transitional equation of the Kalman filtering
is determined by the particle filtering estimation, and the observation of the Kalman filtering is dependent on the detected pupil
parameters in the corresponding region of difference images estimated by particle filtering. Tracking results of Kalman filtering are
the final pupil target parameters. Experimental results demonstrated the effectiveness and feasibility of this method.

1. Introduction

Gaze tracking is the technology to get gaze direction or gaze
point on the computer screen throughmechanical, electronic,
optical, and other methods, which can be classified into two
different types called the intrusive and the nonintrusive. Gaze
tracking is widely used in various applications [1, 2] such as
“human computer interaction for disabled people,” “virtual
reality,” “vehicle driver assistance,” “human behavior study.”
Recently, gaze tracking based on the analysis of digital video
(video oculography (VOG)) is becoming a popular research
topic.

In VOG system, computer vision is used to capture
human face images and detect eye features. From these
features, the gaze parameters can be extracted to acquire the
gaze direction or gaze points. When human eyeball rotates,
namely, gaze direction changes, some eye features such as
the corner of the eye remain unchanged. Some other features
such as pupil center, however, will change correspondingly.
In this case, gaze parameters are produced between the

changed features and unchanged features, which are used for
describing gaze change. The VOG gaze tracking technology
has aroused increasing interests of professionals in research
and development due to its weak interference to people,
simple operation, and high accuracy.

VOG gaze tracking commonly uses pupil center cornea
reflection (PCCR) technique based on the active IR illumi-
nation. The PCCR method applies an infrared light source
to produce cornea reflection (Purkinje spot) and calculates
the vector from cornea reflection to the pupil center in
captured images. Therefore, the PCCR method can estimate
gaze direction through eye structure model or mapping
model [3–6]. Thus, VOG gaze tracking is composed of two
components: gaze feature parameter extraction and gaze
direction estimation.

Eye feature detection in PCCR within VOG system
consists of two processes: pupil segmentation and Purkinje
location in the neighborhood of pupil. In the existing refer-
ences, the method of differentiating of bright pupil and dark
pupil images is utilized widely in the active illuminator (light
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(a) Dark pupil (b) Bright pupil (c) Difference pupil

Figure 1: Bright pupil image, dark pupil image, and difference pupil image.

source) system which is made up of two concentric rings
of IR LEDS whose center coincides with the camera optical
axis [3–5]. The inner ring LED light source is close to the
camera optical axis for producing bright pupil image, which
is just like “red eye” in some photographs. The LED light
source of outer ring is used to produce Purkinje spot on the
surface of the user’s eyeball. The inner ring and outer ring
LED light alternately to produce bright pupil image and dark
pupil image in adjacent frames, which lead to the background
elimination via differentiating bright pupil and dark pupil
images of adjacent even and odd frames. As a result, pupil
is more apparent and easy to be found in the whole face
image [6–8]. In differentiating images of bright pupil and
dark pupil, thresholdmethod is usually used to segment pupil
in local eye region [9–11]. Images of dark pupil, bright pupil,
and difference pupil are shown in Figures 1(a), 1(b), and 1(c),
respectively.

The extraction of gaze parameters within VOG system
mostly relies on pupil location, which is accomplished in two
adjacent frames of bright and dark pupils. Operational steps
for locating the pupil must be repeated in every two bright
pupil and dark pupil frames of video sequence to ensure the
accurate gaze parameters. But there will be some drawbacks,
shown below, if we choose to detect pupil by scanning each
whole image.

(1) A large amount of required calculation to locate pupil
results in the worse real time performance of gaze
direction estimation.

(2) Since the historical information of pupil motion
cannot be used to eliminate the influences of some
factors such as eye blinking and external light, it
is significantly difficult to extract gaze parameters
robustly and get gaze direction estimation accurately.

Under some special conditions, such as in the case of eye
blinking or eye slightly closed, it is hard to obtain precise pupil
parameters by pupil segmentation directly without using the
historical information of pupil motion. In order to solve the
above two issues, after locating pupil in the initial frame,
pupil tracking should be carried out in the following video
sequence. Based on pupil tracking results, we can locate
and accurately segment pupil to extract pupil parameters. In

video sequences, target tracking can be categorized into two
different types.

(1) Tracking before detection [12–14]; that is, determine
the location of target through tracking algorithm and
then finely segment and detect target in the tracking
region.

(2) Tracking after detection [15]; that is, estimate the
detected target parameters through tracking algo-
rithm using the historical information of target,
which can getmore precisely stable target parameters.

Currently, most pupil target tracking algorithms in the
gaze tracking system implemented in two adjacent frames
focus on the pupil fast detection to determine the location of
pupil.Thisway, which can be called tracking before detection,
would result in avoiding detecting pupil in the whole image
and improving real-time pupil detection. Pupil tracking can
be completed and achieved by various proposed techniques
such as Kalman filtering, mean shift, and combination of
Kalman filtering and “mean shift” [11, 16, 17]. In reality, the
fact is that pupil occurs and moves randomly and often
disappears especially in some special conditions like eye
blinking, so it is complicated and difficult to build an accurate
pupil motion model. Both Kalman filtering and “mean shift”
have their own defects to deal with pupil tracking especially
under some special condition that we discussed above.

Particle filtering is ideal to predict the optimal estimation
of a nonlinear and non-Gaussian dynamical system. It can
be used to solve the problems of the pupil occlusion and
disappearance which are caused by randomness of the eye
movement, blinking, and eye closure. For example, Hansen
and Pece [18, 19] used particle filtering for iris and pupil
tracking. References [20–22] used particle filtering for pupil
tracking as well. However, the particle filtering methods
above all aim at solving the pupil fast detection, which do
not take the pupil shape model and the characteristic of the
movement into account. For example, (1) since the shape
of pupil is ellipse, the foreground and background cannot
be distinguished with a rectangular model; (2) they never
consider the geometric similarity of the pupil target ellipse
as important clue in the research.
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Figure 2: Gaze tracking system.

Real-time pupil tracking is the common problem in the
VOG system. The considerations for effective tracking are
listed as follows.

(1) Since the size of pupil is very small and often
influenced by eyelashes and eyelids, one of the most
important functions of pupil target model in tracking
process is to minimize background interference and
distinguish target and background.

(2) Because of the random pupil motion which is caused
by head movement and pupil rotation, transition
equation must always attempt to achieve the detailed
characteristics of pupil motion as far as possible.

In this paper, a costless and widely used gaze tracking
system using PCCR technique is developed for the research.
To achieve fast and precise pupil detection, a pupil tracking
method based on hybrid of particle filtering and Kalman
filtering (HPFKF) in the VOG system is proposed and
qualified to meet the requirements as mentioned. The main
work in this paper includes the following.

(1) Particle filtering is used to track pupil for the fast
determination of the accurate pupil location.

(2) Kalman filtering is utilized to estimate pupil parame-
ters for pursuing the precision in parameter detection
integratedwith particle filtering location, which could
improve the accuracy and reliability of pupil parame-
ters.

2. Gaze Tracking System and the Initial Pupil
Detection Method

In this paper, the gaze tracking system is composed of
an infrared light source with two concentric rings, optical

glass filters, CCD camera, and image grabbing cards, GPIO
(general purpose input/output) cards, single-chip computer,
computer, and display screen. There is an inner ring within
the infrared light source that produces a bright pupil image
when the inner ring is turned on. Alternately, when the outer
ring is on, it produces a dark pupil and Purkinje image.When
the user watches the screen, the CCD camera obtains face
images and sends them to the PC, in which eye features are
extracted and eye focus is gotten by gaze mapping function
while gaze points are displayed on the screen. To capture
the face images that enable this process, the GPIO card is
used to obtain the frame alignment signal of the CCD video
sequence and employs a single chipmicrocomputer to control
the switch of the light source, activating the inner and outer
LED rings alternatively. Gaze tracking system is shown in
Figure 2.

To estimate the gaze points on the screen, the first step is
to detect gaze parameters in image, in which pupil detection
plays an important role. In the initial two frames which CCD
camera grabbed, the pupil is located firstly and its character-
istic parameters are detected. In the following video image
sequences pupil tracking is carried out. The scheme of initial
pupil detection and characteristic parameters extraction are
described as in Figure 3.

3. The Pupil Tracking Based on Combination
of Particle Filtering and Kalman Filtering

3.1. Framework of HPFKF. The procedure of parameters
extraction proposed in Section 2 is completed in the first two
adjacent frames.We capture the pupil in the two initial frames
firstly and then perform pupil tracking in the following video
sequences.
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Figure 3: Sketch map of initial pupil detection.

In this paper it is shown that pupil target estimation is
accomplished by the combination of particle filtering [19] and
Kalman filtering by using of bright pupil image, dark pupil
image and difference image in adjacent frames. The latter
process tracks for accurate estimation of pupil parameters,
whereas particle filtering tracks for fast location of pupil.
The objective of this proposed approach is to improve real-
time performance of pupil detection by particle filtering and
improve accuracy of pupil parameters detection by Kalman
filtering, which is carried out in every two adjacent frames.

The flow chart of pupil target tracking method based on
the combination of particle filtering and Kalman filtering is
shown in Figure 4.

During this tracking process, four adjacent frames images
(bright pupil, dark pupil, bright pupil, and dark pupil, resp.)
are generated by system hardware and defined as follows:
the first two frames (bright pupil and dark pupil) are called
previous image frame, and the following two frames are called
next image frame. Difference image of previous image frame
is the subtraction of the bright pupil image and the dark pupil
image of the previous image. Difference image of next image
frame is the subtraction of the bright pupil image and the
dark pupil image of the next image frame. In the initial two

frames of bright pupil and dark pupil image, the following
steps are implemented: firstly, find the difference of the bright
and dark pupil images; secondly, segment pupil in difference
image by use of the pupil detection method introduced in
Section 2; thirdly, detect pupil target parameters; and finally,
accomplish the tracking initialization. Hence, according to
the definition of previous image frame and next image frame,
the pupil tracking process is implemented in these resulting
images.

In previous and next image frames, triple-channel color
image is synthesized by bright pupil, dark pupil, and the
corresponding difference images. The pupil tracking based
on particle filtering is achieved in synthesized color image
made from previous image frame and next image frame.
According to the detected pupil parameters in previous image
frame, we can predict particle state in triple-channel color
image synthesized by next image frame. The process of
particle filtering pupil tracking can determine the location
of pupil. The tracking result based on particle filtering plays
a guiding role for the Kalman filtering pupil parameters
estimation which is accomplished in the difference image
made from previous image frame and next image frames.
The Kalman state transition equation of pupil motion is
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Figure 4: The flow chart of pupil tracking method based on a combination of particle filtering and Kalman filtering.

determined by particle filtering tracking result, which can
predict pupil target parameters. According to particle fil-
tering tracking results, pupil can be segmented and pupil
parameters can be extracted to serve as observation for
the correction of the Kalman prediction above. Finally, the
Kalman filtering process can estimate the pupil parame-
ters of next difference image. Tracking result of Kalman
filtering is not only the results of final pupil detection,
but also the target parameters in the next previous image
frame.

3.2. Review of Kalman Filtering and Particle Filtering

(1) Particle Filtering. Particle filtering [23, 24] is an approxi-
mation algorithm based on Bayesian estimation of sampling
theory, which combines sequential Monte Carlo (SMC)
method together with the Bayesian theory.

Let the state parameter vector of a target at time 𝑡 be
denoted by 𝑥

𝑡
and its observation by 𝑧

𝑡
. The history of obser-

vation from time 1 to 𝑡 is denoted by 𝑍
𝑡
= [𝑧
1
, 𝑧
2
, . . . , 𝑧

𝑡
]. The

Bayesian formulation of particle filtering is expressed as

𝑝 (𝑥
𝑡
| 𝑍
𝑡
) ∝ 𝑝 (𝑧

𝑡
| 𝑥
𝑡
) ⋅ 𝑝 (𝑥

𝑡
| 𝑍
𝑡−1
)

= 𝑝 (𝑧
𝑡
| 𝑥
𝑡
) ⋅ ∫ 𝑝 (𝑥

𝑡
| 𝑥
𝑡−1
) ⋅ 𝑝 (𝑥

𝑡−1
| 𝑧
𝑡−1
) 𝑑𝑥
𝑡−1
.

(1)

The basic idea of particle filter is to find a set of random
samples in the state space of the posterior probability density
𝑝(𝑥
𝑡
| 𝑍
𝑡
) approximation and to replace𝐸[𝑔(𝑥

𝑡
| 𝑧
𝑡
)]with the

sample mean to obtain a state of minimum variance estimate.
The key point of implementation of particle filter is to find

random samples of obeying the distribution of 𝑝(𝑥
𝑡
| 𝑧
𝑡
),

which are called particles. 𝑁 sampling points are extracted
from the posterior probability density independently, which
represented the posterior probability density by the weighted
sum.

Bayesian importance sampling (BIS) is to use an easy
sample of known distribution 𝑞(𝑥

𝑡
| 𝑧
𝑡
) to replace posterior

probability density for sampling by weighing the sampling
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particles of the importance function to approximate 𝑝(𝑥
𝑡
|

𝑧
𝑡
). From the Bayes theory we obtain

𝐸 (𝑔 (𝑥
𝑡
)) = ∫𝑔 (𝑥

𝑡
)
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𝑡
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𝑡
| 𝑧
𝑡
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𝑡
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𝑡
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𝑡
) 𝑑𝑥
𝑡

.

(2)

After sampling from the importance function, mathematical
expectation of the target state vector is approximated as

𝐸(𝑔(𝑥
𝑡
)) =

(1/𝑁)∑
𝑁

𝑖=1
𝑔 (𝑥
(𝑖)

𝑡
)𝑤
𝑘
(𝑥
(𝑖)

𝑡
)

(1/𝑁)∑
𝑁

𝑖=1
𝑤
𝑘
(𝑥
(𝑖)

𝑡
)

=

𝑁

∑
𝑖=1

𝑔 (𝑥
𝑖

𝑡
)𝑤
𝑘
(𝑥
𝑖

𝑡
) ,

(3)

where 𝑤
𝑘
(𝑥𝑖
𝑡
) = 𝑤
𝑘
(𝑥(𝑖)
𝑡
)/∑
𝑁

𝑖=1
𝑤
𝑘
(𝑥(𝑖)
𝑡
) is normalized weights

and𝑥(𝑖)
𝑡
is a sampling particle from 𝑞(𝑥

𝑡
| 𝑧
𝑡
). To overcome the

deficiencies of importance sampling, resampling technique
is often used for sampling. The basic idea of resampling is
to suppress or eliminate small weight particles. Big weight
particles are replicated according to their weights. With the
dynamic/temporal propagation, particle filtering has been
widely used for tracking applications.

(2) Kalman Filtering. Kalman filtering [25, 26] is based
on state space model and state space equations of linear
dynamical systems, providing a recursive solution of linear
optimization filtering. Using the estimated value of the
previous time step and the observed value of the current
time step to update the target state estimation, we can get the
estimated target state value of the current time.

Kalman filter is an optimal linear recursive filter accord-
ing to minimum mean square error rule. Its dynamic system
is described by a state equation and observation equation.The
state equation is

𝑋
𝑘
= Φ
𝑘,𝑘−1

𝑋
𝑘−1

+𝑊. (4)

The observation equation is

𝑍
𝑘
= 𝐻
𝑘
𝑋
𝑘
+ 𝑉, (5)

where 𝑋
𝑘
is the state vector in time 𝑘, 𝑌

𝑘
is the observation

vector in time 𝑘, Φ
𝑘,𝑘−1

is the state transition matrix from
time 𝑘 − 1 to time 𝑘, 𝐻

𝑘
is the measurement matrix in

time 𝑘, 𝑊 is state noise vector, and 𝑉 is observation noise
vector. Assume that the process noise covariance is 𝑄, the
observation noise covariance is 𝑅. Combining the predicted
value with measured value of the state, the estimated state
value of the current time can be obtained:

𝑋
𝑘
= 𝑋
𝑘,𝑘−1

+ 𝐾𝑔
𝑘
(𝑍
𝑘
− 𝐻
𝑘
𝑋
𝑘,𝑘−1

)

𝑃
𝑘,𝑘
= (𝐼 − 𝐾𝑔

𝑘
𝐻)𝑃
𝑘,𝑘−1

,
(6)

Figure 5: Synthesis triple-channel color map.

where 𝐾𝑔
𝑘
= 𝑃
𝑘,𝑘−1

𝐻/(𝐻𝑃
𝑘,𝑘−1

𝐻 + 𝑅) is Kalman gain
and 𝑃

𝑘,𝑘−1
= Φ𝑃

𝑘−1,𝑘−1
Φ + 𝑄 is corresponding covariance

to 𝑋
𝑘,𝑘−1

. The above algorithms constitute the recursive
structure of Kalman filtering.

3.3. Pupil Tracking Based on Particle Filtering

3.3.1. Triple-Channel (HSV) Color Map. In order to make
the pupil region more apparent in the tracking process,
we propose the employment of a synthesized triple-channel
color map (STCCM) based on bright pupil image, dark pupil
image, and corresponding difference images inwhich particle
filtering pupil tracking can be achieved. STCCM is defined
as follows: (1) chrominance of STCCM is equivalent to that
of difference image in order to highlight the pupil region
color; (2) saturation of dark pupil image is representative of
saturation of STCCM; and (3) STCCM brightness is equal to
the average brightness of bright pupil and dark pupil images
to confirm that the brightness of STCCM is between that of
bright pupil anddark pupil images, which prevents significant
change in brightness caused by the external light source.
Synthesized triple-channel color map is shown in Figure 5.
We know that tracking in bright pupil or dark pupil image
is difficult, where the pupil feature is not obvious (pupil
gray is close to the rest of face). However, STCCM takes
full advantage of the triple-channel information, making the
color feature of pupil apparent and significantly different
from the rest of face. The purpose of the proposed STCCM
is to improve the accuracy and stability of pupil tracking.

3.3.2. Pupil Target Model. Pupil target model is established
for particle filtering tracking; namely the state of pupil target
is described by the vector X

𝑡
as follows:

X
𝑡
= (𝑐
𝑥
, 𝑐
𝑦
) , (7)

where 𝑐
𝑥
, 𝑐
𝑦
represent image coordinates of the center of the

pupil ellipse.
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(b) STATES
𝑡

Figure 6: STATES
𝑡−1

and STATES
𝑡
.

3.3.3. Particle Initialization. The initial state of particle [27] is

STATES
𝑡−1

= { (state𝑛
𝑡−1
, 𝜋
𝑛

𝑡−1
) | state𝑛

𝑡−1
= 𝑋
𝑡−1

+ 𝑉
𝑡−1
,

𝜋
𝑛

𝑡−1
=
1

𝑁
} ,

(8)

where STATES
𝑡−1

represents the sample set, (state𝑛
𝑡−1
, 𝜋𝑛
𝑡−1
) is

the state and weight of each particle of the set, respectively,
and𝑉

𝑡−1
is noise vector. STATES

𝑡−1
, that is, state of time 𝑡 − 1,

is shown in Figure 6(a).

3.3.4. Particle Selection. According to theweight distribution,
randomly select 𝑁 status from STATES

𝑡−1
. During filtering,

the particleswith higherweight have a greater chance of being
selected and are chosen more often. Hence, the particles with
low weight are eliminated during the selection process:

̃STATES
𝑡−1

= {(s̃tate𝑛
𝑡−1
, 𝜙) | s̃tate𝑛

𝑡−1
∼ STATES

𝑡−1
} . (9)

3.3.5. Pupil Motion Model. Taking into account the changes
of pupil state in a variety of situations, it is possible to establish
a simple linear model to describe pupil motion. The law
of pupil state movement state𝑛

𝑡
is as follows: the elliptical

center position of pupil at time 𝑡 is representative of the
sum of the elliptical center position of pupil at time 𝑡 − 1

and displacement of the pupil movement. In addition, when
the state of particles is predicted, noise vector should be
considered. Then we can obtain the equation of the pupil
motion:

STATES
𝑡
= {(state𝑛

𝑡
, 𝜙) | state𝑛

𝑡
= 𝐴 s̃tate𝑛

𝑡−1
+ 𝑉
𝑛

𝑡−1
} .

(10)

By predicting the state of particles according to pupil
motion equation, we can get the particle collection STATES

𝑡

at current moment 𝑡 as shown in Figure 6(b).

3.3.6. Particle Optimization. After iterations for many times,
the weights of many particles are smaller, which means

that the weight variance of the particle is bigger. The target
tracking may be inaccurate when the target is estimated by
these particles with very small weights. Furthermore, we
can see the phenomenon of particle degeneration. Currently,
there are three methods to solve this problem: (1) choose the
appropriate sampling density function; (2) use the important
resample method [28]; and (3) increase the particle number.
Reference [20] has proved that the best sampling density
function is the posterior probability density function, which
is not easy to sample. Generally the sampling density function
is represented by the prior probability density which is
notably different from the real probability density.The impor-
tant resamplingmethod thatGordon et al. [29] have proposed
can be described as follows: the particles with high weight
reproduce the new particle many times, while the smaller
weighted particles reproduce fewer particles. As a result,
particle variety is reduced. Although the important resam-
pling method can avoid the particle degeneration, it may
cause sampling impoverishment. In addition, the method of
increasing particle number can increase the computational
burden and influence the real-time tracking.

In this paper, we use the Camshift [30] algorithm to
deal with the problem of particle degeneration.The Camshift
algorithm (continuously adaptive mean shift) is a nonparam-
eter iteration technology based on a probability distribution
model and uses color histogram to represent the object’s
observation model. The purpose of the Camshift method
used in particle filtering is to accomplish particle aggregation.
In other words, iterated particles will move to the region of
the target, which reduce the amount of particles with smaller
weight. Even if the particle number is small, it can reflect
the target observation model. An experiment in which 20
particles are used to track pupil in 600 image frames is applied
to verify the effectiveness of the Camshift based particle
optimization method.

RMSE (root of mean square error) of tracking results
shows that the Camshift based particle optimization method
can improve the tracking performance.

Figure 7 has shown the tracking results of frames 15, 177,
310, and 544. Table 1 is the experimental results of RMSE,
which is the average coordinates of particle states.
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(a) The particle filtering method (b) The proposed method

Figure 7: The tracking results.

Table 1: The experiment results of RMSE.

Method 15 frames (pixel) 177 frames (pixel) 310 frames (pixel) 544 frames (pixel)
RMSE (PF method) 256.031 221.181 189.594 305.321
RMSE (the proposed method) 250.008 213.677 184.000 289.249

Center coordinate
= (541.25, 302.58)
Major axis = 23.15
Minor axis = 22.45
Orientation = 84.52

Center coordinate
= (225.32, 309.41)
Major axis = 23.81
Minor axis = 22.74
Orientation = 71.28

Figure 8: The initial state of pupil.

3.3.7. Pupil Observation Model. Color distribution is suit-
able to be used as target model since it is robust and
maintains the persistence of nonrigid target deformation,
rotation, and scale changes. Thus, we consider the color
weighted histogramof pupil region as our observationmodel.
Epanechnikov kernel function highlights the contributions of
different pixel to color histogram. The greatest contribution
to the color histogram comes from the existence of pixels
located at target center, while the smallest contribution occurs
at edge region which may contain background.

Here we use 𝑑(𝑥) = ((𝑥
𝑥
− 𝑐
𝑥
)/𝑎major)

2
+ ((𝑥

𝑦
− 𝑐
𝑦
)/

𝑎minor)
2 as distance measurement [31], which is known as

“gray contour curve distance” and canmeasure the important
weight of the pupil pixel. This means that the smaller the
𝑑(𝑥) is, the greater the pixel weights are. The ellipse curve
is composed of pixels of the same 𝑑(𝑥). That is to say, the
points of this curve have the same gray value. The 𝑑(𝑥) of
pupil ellipse contour is 1, which gradually decreases towards
the pupil center until 𝑑(𝑥) is equal to 0, where the “gray
contour curve” changes to the center of pupil ellipse. The
initial state of pupil and pupil histogram are shown in
Figures 8 and 9.

During the update procession, we calculate the weighted
histogram for each particle and discover that when there are
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Figure 9: Pupil histogram.

similar histograms, there is higher weight.The weight of each
particle𝜋𝑛

𝑡
can be calculated based on theweighted histogram

𝐻state𝑛
𝑡

of each particle [32]:

𝜋
𝑛

𝑡
=

1

√2𝜋𝜎
𝑒
(−(1−𝜌(𝐻state𝑛

𝑡

,𝐻
𝑋
𝑡−1

))/2𝜎
2

)
. (11)

3.3.8. Pupil State Estimation. Pupil target state is estimated by

𝐸 (𝑋
𝑡
) =

∑
𝑁

𝑛=1
𝜋𝑛
𝑡
state𝑛
𝑡

∑
𝑁

𝑛=1
𝜋𝑛
𝑡

. (12)

Firstly, the histogram 𝐻
𝐸(𝑋
𝑡
)
of the estimated target is

calculated. Then, we get the similarity 𝜌(𝐻
𝐸(𝑋
𝑡
)
, 𝐻
𝑋
𝑡−1

), and
finally, we obtain the probability weight 𝜋𝐸

𝑡
. If probability

weight 𝜋𝐸
𝑡
of the estimated target is larger than threshold 𝜋

𝑇
,

the tracking is considered to be successful, and target state
is updated by ratio 𝛼. Contrarily, if the tracking is deemed a
failure, then the target state cannot be updated. The tracking
result is shown in Figure 10.
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Center coordinate
= (536.85, 305.55)
Major axis = 24.84
Minor axis = 23.62

Orientation = 103.02

Center coordinate
= (230.14, 318.82
Major axis = 24.51
Minor axis = 23.24
Orientation = 75.26

Figure 10: Tracking result.
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Figure 11: The flow chart of particle filtering tracking.

3.3.9. The Estimation Process of Particle Filtering. The flow
chart of the pupil tracking based on particle filtering is shown
in Figure 11.

(1) Synthesize triple-channel color image.
(2) Establish pupil model:

𝑋
𝑡
= (𝑐
𝑥
, 𝑐
𝑦
) . (13)

(3) Initialize the state of each particle of the set

STATES
𝑡−1

= { (state𝑛
𝑡−1
, 𝜋
𝑛

𝑡−1
) | state𝑛

𝑡−1
= 𝑋
𝑡−1

+ 𝑉
𝑡−1
,

𝜋
𝑛

𝑡−1
=
1

𝑁
} .

(14)

(4) Select particle.
According to the weight distribution, select the higher

weight particles from STATES
𝑡−1

; then constitute ̃STATES
𝑡−1

:

̃STATES
𝑡−1

= {(s̃tate𝑛
𝑡−1
, 𝜙) | s̃tate𝑛

𝑡−1
∼ STATES

𝑡−1
} .

(15)

(5) Build pupil motion model.
According to pupil motion model, particle state is pre-

dicted; it can also describe pupil motion state by using a
simple linear model:

STATES
𝑡
= {(state𝑛

𝑡
, 𝜙) | state𝑛

𝑡
= 𝐴s̃tate𝑛

𝑡−1
+ 𝑉
𝑛

𝑡−1
} . (16)

(6) Establish pupil observation model.
Calculate the histogram 𝐻state𝑛

𝑡

of each particle and then
calculate weight 𝜋𝑛

𝑡
of each particle based on histogram:

𝜋
𝑛

𝑡
=

1

√2𝜋𝜎
𝑒
(−(1−𝜌(𝐻state𝑛

𝑡

,𝐻
𝑋
𝑡−1

))/2𝜎
2

)
. (17)

(7) Estimate pupil state:

𝐸 (𝑋
𝑡
) =

∑
𝑁

𝑛=1
𝜋𝑛
𝑡
state𝑛
𝑡

∑
𝑁

𝑛=1
𝜋𝑛
𝑡

. (18)

3.4. Pupil Tracking Based on Kalman Filtering. After pupil
tracking based on particle filtering, we can determine the
location of pupil. As shown in Figure 12, the rectangle
describes the location of pupil. Next, we segment the pupil in
the corresponding pupil region in difference image and attain
pupil parameters to be used as observation of next image
frame. Kalman filtering [33] is then used to precisely estimate
the pupil parameters based on pupil parameters of the
previous frame image and the observation of the next frame
image. Hence, Kalman filtering tracking is implemented in
the difference images.

According to the theory of Kalman filtering, we assume
that the pupil model in the difference image at time 𝑡 can be
represented as follows:

𝑋
𝑡
= (𝑖
𝑡
, 𝑗
𝑡
, 𝑎major

𝑡
, 𝑎minor

𝑡
, 𝜃
𝑡
, V𝑥
𝑡
, V𝑦
𝑡
, ̇𝑎
𝑡
, ̇𝜃
𝑡
) , (19)

where 𝑖
𝑡
, 𝑗
𝑡
are representative of the pupil center coordinates

at time 𝑡; then 𝑎major
𝑡
, 𝑎minor

𝑡
are the major axis and

minor axis of the pupil ellipse, respectively. 𝜃
𝑡
is the angle

between the major axis of pupil ellipse and the vertical
direction. V𝑥

𝑡
, V𝑦
𝑡
represent their respective velocity at time

𝑡 in 𝑥, 𝑦 direction. �̇�
𝑡
, ̇𝜃
𝑡
signify the rate of change of pupil

scale and angle 𝜃
𝑡
, respectively. Pupil location estimated

by particle filtering at time 𝑡 is (𝑐
𝑥𝑡
, 𝑐
𝑦𝑡
). Assuming pupil

position parameters estimated in previous image frame being
(𝑐
𝑥𝑡−1

, 𝑐
𝑦𝑡−1

), we can get V𝑥
𝑡
= (𝑐
𝑥𝑡
− 𝑐
𝑥𝑡−1

)/Δ𝑡 and V𝑦
𝑡
=

(𝑐
𝑦𝑡
− 𝑐
𝑦𝑡−1

)/Δ𝑡.
The state vector X

𝑡
at the next time 𝑡 frame is linearly

related to previous state X
𝑡−1

by the system motion model as
follows:

X
𝑡
= AX

𝑡−1
+W
𝑡
. (20)
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(a) Tracking results under different head
poses

(b) Tracking results under different head
poses with glasses

(c) Tracking results under blinking (d) Tracking results under normal condition

Figure 12: Experiment result based on the proposed method.

Here, A is the state transition matrix, W
𝑡
represents

systemperturbationwhich is normally distributed as𝑃(𝑊
𝑡
) ∼

𝑁(0, 𝑄), and 𝑄 represents the process noise covariance.
If we assume that observation vector of pupil target isZ

𝑡
=

(𝑖
𝑡
, 𝑗
𝑡
, 𝑎major

𝑡
, 𝑎minor

𝑡
, 𝜃
𝑡
) which is the pupil parameters

detected at time 𝑡, we can see that the observation model of
the Kalman filtering is

Z
𝑡
= HX

𝑡
+ V
𝑡
. (21)

Here matrix H is called “observation matrix,” which
represents the relationship between current state and current
measurement, whileV

𝑡
represents measurement uncertainty.

V
𝑡
is normally distributed as 𝑝(𝑉

𝑡
) ∼ 𝑁(0, 𝑅), and 𝑅 is the

measurement noise covariance. HereH is defined as follows:

H =

[
[
[
[
[

[

1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

]
]
]
]
]

]

. (22)

Given the state transition model (see (20)), the observa-
tionmodel (see (21)) and the initial condition, the state vector
X
𝑡
and its covariance matrix 𝑃

𝑡
can be updated as follows.
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Let X̂
𝑡|𝑡−1

be the estimated state at time 𝑡, resulting from
the transition of system state model. X̂

𝑡|𝑡−1
is often referred

to as the “prior state estimate.” X̂
𝑡|𝑡

is estimated using both
the system model (see (20)) and the measurement model
(see (21)) and is usually referred to as the “posterior state
estimation.” Let P

𝑡|𝑡−1
and P

𝑡|𝑡
be the covariance matrices

for the state estimates of X̂
𝑡|𝑡−1

and X̂
𝑡|𝑡
, respectively. These

matrices determine the uncertainties associated with the
prior and posterior state estimates.TheKalman filtering algo-
rithm for state prediction and updating may be summarized
below.

3.4.1. State Prediction. According to estimation state X̂
𝑡−1|𝑡−1

and its covariance P
𝑡−1|𝑡−1

at 𝑡 − 1 time, X̂
𝑡|𝑡−1

and its
covariance P

𝑡|𝑡−1
at 𝑡 time can be predicted:

X̂
𝑡|𝑡−1

= AX̂
𝑡−1|𝑡−1

,

P
𝑡|𝑡−1

= AP
𝑡−1|𝑡−1

A𝑇 +Q
𝑡
.

(23)

Here, A represents state transition matrix. In Section 3.3
of this paper, we can determine the location of pupil by
the method of particle filtering. Then, in the corresponding
pupil position in the difference image of next image frame,
we segment pupil target into binary image and calculate the
circularity of the pupil target:

𝑅
𝑡
=
4𝜋𝑆
𝑡

𝐿2
𝑡

. (24)

Here, 𝑆
𝑡
is the area of the pupil target, while 𝐿

𝑡
is the

perimeter. Both of them are described by pixel number.
The range of value 𝑅

𝑡
is [0, 1], being that the rounder the

target is, the larger the 𝑅
𝑡
is, and the 𝑅

𝑡
value of a standard

circle is 1. The shape of the pupil ellipse can be described by
circularity.

During pupil motion process, both its shape and scale
change. Assuming that𝑅

𝑡
is the target circularity of the region

that Particle filtering tracked at time 𝑡 and 𝑅
𝑡−1

at time 𝑡 − 1,
the ratio of 𝑅

𝑡
and 𝑅

𝑡−1
would be defined as follows:

𝑘 =
𝑅
𝑡

𝑅
𝑡−1

. (25)

According to different value of 𝑘, we can get the different
state transition matrix:

𝑘 > 1: 𝐴 =

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

1 0 0 0 0 Δ𝑡 0 0 0

0 1 0 0 0 0 Δ𝑡 0 0

0 0 1 0 0 0 0 −Δ𝑡 0

0 0 0 1 0 0 0 0 Δ𝑡

0 0 0 0 1 0 0 0 Δ𝑡

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]

0 < 𝑘 < 1: 𝐴 =

[
[
[
[
[
[
[
[
[
[
[
[

[

1 0 0 0 0 Δ𝑡 0 0 0

0 1 0 0 0 0 Δ𝑡 0 0

0 0 1 0 0 0 0 Δ𝑡 0

0 0 0 1 0 0 0 0 Δ𝑡

0 0 0 0 1 0 0 0 Δ𝑡

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 1

]
]
]
]
]
]
]
]
]
]
]
]

]

.

(26)

3.4.2. State Updating. Based on particle filtering tracking
results (Section 3.3), the prior state estimate X̂

𝑡|𝑡−1
and its

covariance matrix P
𝑡|𝑡−1

, we can determine the region of the
pupil, and therefore we segment the pupil and attain pupil
parameters Z

𝑡
. We can then perform state updating to derive

the final state and its covariance matrix. The first task during
state updating is to compute the Kalman gain K

𝑡
:

K
𝑡
=

P
𝑡|𝑡−1

H𝑇

HP
𝑡|𝑡−1

H𝑇 + R
𝑡

. (27)

The gain K
𝑡
can be regarded as a weighing factor when

determining the contribution of measurement Z
𝑡
and pre-

diction HX̂
𝑡|𝑡−1

to the posterior state estimate X̂
𝑡|𝑡
. X̂
𝑡|𝑡

is
computed as follows:

X̂
𝑡|𝑡
= X̂
𝑡|𝑡−1

+ K
𝑡
(Z
𝑡
−HX̂

𝑡|𝑡−1
) . (28)

The a posteriori error covariance estimate is computed as
follows:

P
𝑡|𝑡
= (I − K

𝑡
H)P
𝑡|𝑡−1

. (29)

Kalmanfiltering always produces complete recursive state
estimation through the processes of state prediction andmea-
surement updating. Consequently, the posterior estimation at
current moment is a priori estimation of next moment.

4. Experimental Results and Analysis

4.1. Results of the Pupil Tracking. In order to prove the validity
of the tracking procedure proposed in this paper, we chose
1000 frames consecutive image sequences offered by 3 users
for our experiments. An Intel Pentium Dual, CPU E2200
with 2.20GHz frequency hardware configuration was used
to create image of which resolution is 760 by 576 pixels.
The experimental circumstances included indoor, cloudy, and
normal fluorescent lamp illumination without strong light
interference. 1000 frames tracking results of every user are
recorded each time.

During tracking process, the main purpose is to vali-
date the tracking ability of pupil under various conditions.
Figure 12(a) shows the tracking results of frames 169, 468,
715, and 856 under significant facial pose changes. Clearly,
it is seen that the proposed method can stably track pupil
under the conditions of different head poses. Figure 12(b)
shows the tracking results of frames 167, 465, 744, and 955
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(a) Particle filtering method (b) Direct detection method (c) The proposed method

Figure 13: Tracking results based on three methods.

when there are significant face pose changes with glasses. In
these situations, if the light glaring on the glasses does not
completely occlude the pupils, our method will effectively
track pupil. Figure 12(c) shows the tracking effect of frames
166, 310, 519, 767, and 989 under significant face pose changes
when blinking. If there is no long time eye closure, or there
is no sudden head movement, the proposed method in gaze
tracking system can accurately track pupil andmeet real-time
requirement. Figure 12(d) shows the tracking effect of frames
82, 454, 684, and 946 under normal conditions.These results
demonstrate that this method of combining the two tracking
techniques produces much better tracking results than using
the direct detection method and particle filtering method
individually.

4.2. Analysis of Tracking Performance. To illustrate the dif-
ferences among particle filtering method, direct detection
method, and our proposed method, we show the tracking
results of thesemethods under different conditions. As can be
seen from Figure 13(a), particle filtering can be used to track
the eye during thewhole sequence under different conditions,
but it is not always successful in detecting the correct eye
position. In Figure 13(a), we also can see that particle filtering
can only recognize the center of the rectangle range as pupil
center, which leads to the center deviating from the pupil
center. As shown in Figure 13(b), the direct detectionmethod
cannot correctly detect pupil when one is blinking or wearing
glasses. In contrast, the proposed method then shown in
Figure 13(c) can accurately obtain the pupil center under
different conditions.

Table 2 shows experimental results of RMSE for the
detection of pupil center using three methods (particle
filtering, direct detection, and the proposed method). In the
experiment, we are able to locate the true center of pupil
frame by frame manually and determine the real image
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Figure 14: The RMSE of pupil center.

coordinate of pupil center. From above testing sequences,
RMSE between the center of the tracking result and the true
center of pupil target can be calculated as shown in Figure 14.
In Figure 14, particle filtering and direct detection may be
able to track pupil target, but the results are not accurate.
In the entire tracking process, the proposed method usually
maintains stable and accurate tracking and has a smaller
margin of error, whichmeets the accuracy requirement of the
pupil tracking. Figure 15 shows the final gaze point estimation
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Table 2: The pupil parameters and RMSE based on three methods.

Parameters of particle
filtering

(#216#651#1091#1106)

Parameters of detection
(#513#690#732#1123)

Parameters of proposed method
(#46#221#239#1140)

User 1
(Figure 14)

𝑋: 564, 𝑌: 434 𝑋: 557, 𝑌: 434, major: 9, minor: 10 𝑋: 542, 𝑌: 429, major: 9, minor: 10

𝑋: 524, 𝑌: 434 𝑋: 512, 𝑌: 441, major: 8, minor: 10 𝑋: 532, 𝑌: 438, major: 8, minor: 10

𝑋: 576, 𝑌: 454 𝑋: 599, 𝑌: 467, major: 9, minor: 9 𝑋: 568, 𝑌: 454, major: 9, minor: 9

𝑋: 468, 𝑌: 376 𝑋: 496, 𝑌: 382, major: 9, minor: 10 𝑋: 475, 𝑌: 375, major: 9, minor: 10

User 2
(Figure 14)

𝑋: 476, 𝑌: 213 𝑋: 452, 𝑌: 219, major: 7, minor: 8 𝑋: 492, 𝑌: 206, major: 7, minor: 8

𝑋: 490, 𝑌: 300 𝑋: 497, 𝑌: 284, major: 7, minor: 8 𝑋: 471, 𝑌: 298, major: 5, minor: 5

𝑋: 603, 𝑌: 220 𝑋: 510, 𝑌: 290, major: 7, minor: 7 𝑋: 557, 𝑌: 259, major: 7, minor: 7

𝑋: 322, 𝑌: 234 𝑋: 332, 𝑌: 225, major: 7, minor: 8 𝑋: 386, 𝑌: 203, major: 7, minor: 8

User 3
(Figure 14)

𝑋: 674, 𝑌: 340 𝑋: 567, 𝑌: 282, major: 9, minor: 10 𝑋: 132, 𝑌: 371, major: 8, minor: 8

𝑋: 692, 𝑌: 332 𝑋: 469, 𝑌: 277, major: 9, minor: 9 𝑋: 375, 𝑌: 292, major: 7, minor: 9

𝑋: 636, 𝑌: 192 𝑋: 494, 𝑌: 229, major: 8, minor: 9 𝑋: 368, 𝑌: 305, major: 5, minor: 8

𝑋: 569, 𝑌: 321 𝑋: 565, 𝑌: 328, major: 8, minor: 9 𝑋: 567, 𝑌: 331, major: 8, minor: 9
User 1 variance
(Figure 14)

𝑑: 21.954, 𝑑: 14.318 𝑑: 16.279, 𝑑: 21.514 𝑑: 6.708, 𝑑: 5.657

𝑑: 21.024, 𝑑: 5.318 𝑑: 24.012, 𝑑: 15.524 𝑑: 4.472, 𝑑: 6.708
User 2 variance
(Figure 14)

𝑑: 19.106, 𝑑: 15.811 𝑑: 43.382, 𝑑: 24.597 𝑑: 6.325, 𝑑: 5.000

𝑑: 64.815, 𝑑: 49.930 𝑑: 49.930, 𝑑: 51.264 𝑑: 6.245, 𝑑: 4.123
User 3 variance
(Figure 14)

𝑑: 15.624, 𝑑: 21.128 𝑑: 12.258, 𝑑: 17.174 𝑑: 5.886, 𝑑: 5.241

𝑑: 18.854, 𝑑: 12.853 𝑑: 24.263, 𝑑: 10.254 𝑑: 4.236, 𝑑: 5.851
User 1
(variance/1500 frames) 𝑑: 15.325 𝑑: 20.832 𝑑: 6.254

User 2
(variance/1500 frames) 𝑑: 25.248 𝑑: 42.214 𝑑: 6.432

User 3
(variance/1500 frames) 𝑑: 17.115 𝑑: 15.980 𝑑: 5.304

0 120 240 360 480 600 720 840 960 1080 1200
0

120

240

360

480

600

720

840

960

X coordinates (pixels)

Y 
co

or
di

na
te

s (
pi

xe
ls)

Gaze estimation
Real gaze

Figure 15: The gaze estimation results.
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#127 #147         #173 #179

#61                #88             #110         #129

Figure 16: Experimental results of the proposed method.

results on the screen of user 1 based on the proposed method
in gaze tracking system described in Figure 2.

This paper proposes a framework for target tracking by
using particle filter combining with Kalman filtering. It not
only meets requirement of the rapid target location with
particle filter, but also estimates the parameters of the target
with Kalman filtering.The entire framework of this algorithm
achieves the rapid target location and accurate detection of
pupil parameters. Currently, many literatures also proposed
some portfolio tracking methods. In the literature [17], pupil
is located with mean shift method firstly, and then the
algorithm updates the tracking parameters with Kalman fil-
tering. The literature [34] tracks the target with particle filter
combined withmean shift. In order to verify the effectiveness
of the method of particle filter combining with Kalman
filtering proposed in this paper, we compare ourmethodwith
the method of the literature [17], the literature [34], and the
method of particle filtering. We capture 2 groups of image
sequences which includes about 500 frames in each group.
We choose 235 frames from each group including normal
image and blinking image. The four methods mentioned
above are used for tracking pupil target. The tracking results
of frames 127, 147, 173, 179 and 61, 88, 110, 129 from each image
sequence are shown in Figures 1, 2, 3, and 4. In Figures 1
and 2, the green rectangle is the final results of our method,
which is updated by Kalman filtering. The red rectangle
is the results before Kalman filtering updating. Figures 3
and 4 are the results by using particle filtering and using

the method of particle filtering combined with mean shift,
respectively. Figures 1 and 3 show thatwhen the tracking error
is relatively larger by using particle filter, our method can
obtain themore accurate results. During the tracking process,
the robustness of our method is also better. Figure 2 shows
the results of Kalman filtering combined with mean shift,
which use the method mean shift firstly for target location
and then use Kalman filtering to update the parameters of
the tracking target. For the pupil tracking, the results of the
method of Kalman filtering combined with mean shift are
not better than the method we proposed but are better than
the other two methods. For more complex target tracking
problem, the effect of the proposed tracking method where
particle filtering is combined with Kalman filtering will be far
superior to the method where Kalman filtering is combined
with mean shift (see Figures 16, 17, 18, and 19). The results
of the method of particle filtering combinedwith mean shift
are shown in Figure 4. In this method the local peaks of all
particles are gotten by using mean shift; then the tracking
process is calculated together with the original particles and
processed particles. But the experimental results show that
the tracking accuracy of this method is not very nice. This is
because some particles have offset the original particle states,
which make the calculated location farther away from true
position. But the number of particles used in this method is
less than that of other methods, in which only 50 particles
can achieve better results while the number of other methods
is 200. The results of these tracking methods are shown in
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#127             #147              #173       #179

#61                 #88                  #110             #129

Figure 17: Experimental results of the method of Kalman filtering combined with mean shift.

#127                #147             #173                #179

#61            #88                #110            #129

Figure 18: Experimental results of particle filtering.
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#127 #147        #173          #179

#61                   #88              #110            #129

Figure 19: Experimental results of the method of particle filter combined with mean shift.

Table 3: Comparison of pupil tracking results and positioning time.

Parameter Kalman + mean shift Particle filter Particle + mean shift Our method
Image classification Normal Wink Normal Wink Normal Wink Normal Wink
Image number 224 11 224 11 224 11 224 11
Accurate tracking number 218 2 199 6 169 7 219 8
Success rate (%) 97.32 18.18 88.84 54.55 75.44 63.63 97.77 72.73
The average success rate (%) 93.62 87.23 74.89 96.59
Positioning time (ms/frame) 38 51 49 46

Table 3. We can see that the results of the proposed method
are better than those of other combination methods [17, 34].

5. Conclusions

In this paper, we proposed a method of pupil tracking in a
gaze tracking system based on the combination of particle
filtering and Kalman filtering when we oriented to fast and
accurate pupil target detection using an active infrared source
gaze tracking system. In order to make the color feature of
the pupil more prominent, we synthesize triple-channel color
image by using the bright pupil image, dark pupil image,
and difference pupil image. Particle filtering is applied for
fast pupil tracking by using triple-channel color image. On
the basis of the tracking results of particle filtering, we use
Kalman filtering to attain more accurate pupil parameters in
difference image. Experimental results and analysis verify and
illustrate the effectiveness of the proposed method.
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