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#### Abstract

We construct the mathematical models to find the optimal allocation of the module's capacity (module members) to different assembly operations in a module for given garment assembly tasks in a modular production system. The objectives of the models are minimizing the holding cost for work in process (WIP) inventories in the module and the total deviation of the WIP inventories from their corresponding target values in the module during a specific time interval. The solutions of the models can be used as reference to achieve better allocation of the module members to different operations in a module to fulfill the given garment assembly tasks.


## 1. Introduction

In the apparel market, there are tremendous different types of products, the corresponding demand for each type of product is volatile and unpredictable, and the life cycle of the products is very short. The apparel retailers need to respond quickly to the changing market in order to keep their survivals [1, 2]. Consequently, the retailers require their suppliers to replenish the products quickly with the exact amount they want [3-8].

On the other hand, the apparel assembly in the traditional apparel manufacturing is very time-consuming [9, 10]. The production system used for apparel assembly is the progressive bundle system (PBS). In PBS, each operation is done by a single worker who operates a stationary machine. The worker receives the unfinished garments in bundles; he (or she) then performs the single operation on each garment. The garments then move to the next worker for the next operation in bundles. The main philosophy behind PBS is maximizing the utilization of each worker's working capacity. Due to the different and uncertain operating time needed for different operations in given assembly tasks [11-13], PBS
has to depend heavily on the buffers between operations to avoid the starvation of garments at some operations. Thus, in PBS, the throughput time (from the cutting pieces to finished garments) is long and work in process (WIP) inventory is high [3, 9].

To meet the retailers' requirements and, at the same time, keep their own inventory as low as possible, the apparel manufacturers need to employ the more flexible production systems for the apparel assembly [14]. Although the assembly process in PBS can be modified to achieve some degree of flexibility [15, 16], employing modular production system (MPS) [3, 17-21] with some performance improvement strategy [5] is more promising to achieve these goals. In MPS, the module, which consists of a group of workers, is in charge of a part of, sometimes a whole, garment. In most of the time, each module member performs a single assembly task, just like in PBS. But if WIP inventory is building up at some operations, the module members at other operations will move to those operations to help, thus increasing the work capacity and decreasing the inventory at those operations. So, in MPS, the throughput time is short and WIP inventory is
small [22,23]. It seems that MPS is the perfect solution for the apparel manufacturer to respond to the quick replenishment requirement by the retailers.

Although MPS can provide obvious benefits for the apparel manufactures, the diffusion of MPS in the apparel industry is slow. The possible reasons for this phenomenon are studied by the researchers, most from the perspective of human resource practices [20, 21].

In this paper, we focus on the implementation of MPS on the operational level. Based on a novel mathematical programming model called separated continuous linear programming (SCLP) and its extension, separated continuous conic programming (SCCP), we construct two mathematical models to find the optimal allocation of the module's capacity (module members) to different operations for given assembly tasks. The objectives of the models are minimizing the holding cost for WIP inventories in the module and the total deviation of the WIP inventories from their corresponding target values in the module during a specific time interval. The solutions of the models can be used as reference to achieve better allocation of the module members to operations in the module so that the building-up of bottleneck in the apparel assembly can be avoided and the flow balance can be achieved.

To our knowledge, our work is the first one to facilitate the adoption of MPS by addressing the optimal allocation of module members to operations for given assembly tasks.

The paper is organized as follows. In the next section, the literature on the adoption and performance of MPS in the apparel industry is reviewed. We also give a brief introduction to SCLP and SCCP on which our models are based. In Section 3, we present two models for optimal allocation of the module members to different operations for given assembly tasks in a module to achieve the minimization of the holding cost of WIP inventories and the total deviation of the WIP inventories from their corresponding target values during a specific time interval. In Section 4 we summarize what we get and point out some future research direction.

## 2. Literature Review

2.1. Literature on the Adoption and Performance of MPS in the Apparel Manufacturing. As we said before, MPS allows apparel manufacturers to respond quickly to the replenishment requirement of the retailers and, at the same time, reduce their own need to hold large WIP inventory. Even more, there is also research showing that the workers in the MPS earn more than their counterparts in the PBS [24]. But still the adoption level of MPS in apparel manufacturing is low [20, 21].

Research shows that there are several key factors affecting the performance of MPS in a specific apparel manufacturer and, consequently, affecting the adoption level of MPS in that apparel manufacturer. The most important factor is the human resource practices.

By using the empirical study, $[20,21]$ show that the proper modification of human resources practices from PBS to MPS is crucial for the smooth transition from PBS to

MPS in many apparel manufacturers. In PBS, the objective is maximizing the individual worker's output. The sewing process is highly fragmented and each worker undertakes one operation in isolation. The communication between workers is minimized. On the contrary, in MPS, the objective is maximizing the output of each module. Each module member undertakes one or more operations. The operations each module member performs as well as the order in which they perform those operations are different for different assembly tasks. The interaction among module members is very important to achieve the continuous balance of the flow of production and the module's goal. The modification of human resource practices is necessary to reflect these differences. For example, the incentive system in MPS should focus on group incentive in order to encourage the module members to communicate, coordinate, and cooperate to maximize the module's output. The training arrangement should be also modified to encourage module members to learn more operations from training and from other module members. The supervision should be modified too. The supervisors should consider the functions each module member plays and how they become involved in the module work. The importance of the modification of human resource practice is also observed in a case study by using simulation method [25].

The modifications of human resource practices pose a huge work for the apparel manufacturers who want to adopt to MPS, and the results of those modifications affect a lot the throughput and replenishment speed the manufacturer could achieve.

Apart from the human resource practices, research also identifies other factors affecting the adoption and performance of MPS in the apparel manufacturing, including the timing of adoption, the relationship between the apparel manufacturer and its retailers, the information system used in the apparel manufacturer and retailers, the level of cooperation within the apparel manufacturer, and the completeness of the adoption plan.

Xu et al. [26] showed that when market is quite volatile, it is optimal for the manufacturer to postpone adoption of MPS. Forza and Vinelli [27] showed that the close collaboration between retailers and manufactures is critical for MPS adoption due to the fact that the availability of current sales data in real time allows the apparel manufacturer to know which product is selling better and therefore to understand market trends in a more comprehensive way. Of course, the information system in the manufacturer should be able to process these data so that more accurate demand information can be obtained. Also, the short throughput time provided by MPS makes no sense if the apparel manufacturers cannot ship their products efficiently to where the retailers require [20]. The adoption plan should consider all the factors mentioned above before starting the adoption process.

There is still other research on the adoption of MPS from different perspective. For example, Lin et al. [28] point out that the production systems used by apparel manufacturers should be significantly related to their manufacturing strategy. The adoption of MPS is proper only when MPS matches the manufacturing strategy of the apparel manufacturers.

Moreover, besides MPS, there are other studies and models on the production in fashion apparel. For example, Tomastik et al. [29] develop an accurate and low-order integer programming model which integrates scheduling and resource allocation for garments production; Rose and Shier [30] apply an exact enumerative approach for the cloth cut scheduling problem; Hsu et al. [31] formulate a mixed integer programming model for the scheduling problem for yarn-dyed textile manufacturing and propose a genetic algorithm to solve the problem; Yeung et al. [32, 33] study the supply chain coordination and scheduling problem under different settings, and fast algorithms are developed to solve the complex problem; and Choi et al. [34] investigate the scheduling and coordination problem of a multisuppliers, single-warehouseoperator single manufacturer supply chain. They formulate the problem as a two-machine common-due-window flow shop problem and develop two algorithms to solve the optimal scheduling and coordination problems.

In this paper, we focus on the implementation of MPS in the operational level. Specifically, we address the optimal allocation of the module members to different operations for given assembly tasks so that the specific performance of interested can be improved.

We are unaware of any paper focusing on the implementation of MPS in the operational level. The only related paper we found is that of Guo et al. [10]. In that paper, a mathematical model of the job shop scheduling (JSS) problem for PBS is proposed. The objective is minimizing the total penalties of earliness and tardiness of order fulfillment by deciding when to start each order's production and how to assign the operations to module members.

In the next subsection, we will give a brief introduction to SCLP and SCCP, based on which our models are built.
2.2. Brief Introduction to SCLP and SCCP. Linear programming (LP) is a mathematical model which has extremely wide range of industrial applications. It can be solved fast even with very large size [35]. For this reason, LP has been pushed and extended to an ever-broadening frontier. SCLP is one of such frontier extensions which was first introduced by Anderson [36] who used it to model the job shop scheduling problem.

There are several forms of SCLP. The following is due to Weiss [37]:
(SCLP)

$$
\begin{array}{ll}
\max & \int_{0}^{T}\left[(\gamma+(T-t) c)^{\prime} u(t)+d^{\prime} x(t)\right] d t \\
\text { s.t. } & \int_{0}^{t} G u(s) d s+F x(t) \leq \alpha+t a,  \tag{1}\\
& H u(t) \leq b, \\
& u(t) \geq 0, \quad x(t) \geq 0, \quad t \in[0, T],
\end{array}
$$

where $u(t), x(t)$ are decision variables and are assumed to be bounded measurable functions with the measure of the break-point set being $0 . \gamma, c, d, \alpha, a$, and $b$ are vectors; $G, F$, and $H$ are matrices. ${ }^{\prime}$ denotes the transpose operation. The word "separated" refers to the fact that there are two kinds
of constraints in SCLP: the constraints involving integration and the instantaneous constraints [38].

There exists a rich literature on duality theory and algorithms for SCLP. Interested reader may refer to [39] for the detailed review on the research results on SCLP. Specifically, Wang et al. [40] suggested a polynomial approximation algorithm for SCLP which produces a solution with any predefined precision. The resulted control $u(t)$ is a piecewise constant function of time (bang-bang control) which can be implemented conveniently in practice. In that paper, they further extend SCLP to SCCP which has the following form:

$$
\begin{align*}
\text { (SCCP) } \quad \max & \int_{0}^{T}\left[(\gamma+(T-t) c)^{\prime} u(t)+d^{\prime} x(t)\right] d t \\
\text { s.t. } & \alpha+t a-\int_{0}^{t} G u(s) d s-F x(t) \in \mathscr{K}_{1}, \\
& b-H u(t) \in \mathscr{K}_{2}, \\
& u(t) \in \mathscr{K}_{3}, \quad x(t) \in \mathscr{K}_{4}, \quad t \in[0, T] \tag{2}
\end{align*}
$$

where $\mathscr{K}_{i}, i=1,2,3,4$, are closed convex cones in the Euclidean space with appropriate dimensions.

Remark. SCCP (2) can also be regarded as an extension for conic programming $(\mathrm{CP})$ which has the following form:

$$
\begin{array}{ll}
(\mathrm{CP}) \quad \min \quad c^{\prime} x  \tag{3}\\
& \text { s.t. } A x-b \in \mathscr{K},
\end{array}
$$

where $A$ is an $m \times n$ matrix, $b \in \mathfrak{R}^{m}, c \in \mathfrak{R}^{n}$, and $\mathscr{K}$ is a closed convex cone in $\Re^{m}$. Interested reader can refer to Nesterov and Nemirovskii [41] for the detailed information on CP.

Wang et al. [40] also proposed a polynomial approximation algorithm for SCCP which produces a solution with any predefined precision. The resulted solution is also bang-bang. Because of these results, SCLP and SCCP are particularly useful to model large-size problems, usually the case in practice, which has the time constraints on the computing time.

## 3. Problem Formulations

We have described the operational process in MPS in the first section of this paper. The garment assembly work which needs to be processed by the module is "tasks." Different tasks require different operations on them. The tasks can be classified into different "classes." The tasks having the same assembly requirements belong to the same "class." Figure 1 illustrates a typical operational process for a specific class of tasks in a module in MPS.

In this figure, the rectangle represents the module and the circles represent the module members at different operations. The module members are "servers." Each server performs one specific operation on the tasks. There is a buffer before each server. When a class $i$ task proceeds to Server $j$, it will get


Figure 1: A typical operational process for a specific class of tasks in a module in MPS.
service (processed) immediately if the buffer before Server $j$ is empty and the Server $j$ is free; otherwise, it has to join the queue of class $i$ tasks in the buffer until all the class $i$ tasks before it in the queue get processed and Server $j$ chooses to work on a class $i$ task next. Only then, that class $i$ task begins processing. After getting processed by Server $j$, that class $i$ task moves to the buffer before the server which will perform the next operation on it and waits for getting processed. This process continues until all needed operations are done; then that class $i$ task exists the module.

From the queueing theory perspective, the module in which the tasks get processed is a queueing system with multiple classes of tasks and multiple servers. The arrival rate and the processing time for each class of tasks are stochastic. The route of each task is predetermined. Assume that each module member can perform all operations the task needed, and the performance of every module member on any operation is the same. The capacity of each server can be dynamically adjusted. How to dynamically allocate the module's capacity to each server so that the specific performances of interested are optimized is an optimal scheduling problem in this queueing system.

In the next two subsections, two mathematical models are constructed to achieve the optimal allocation of the module's capacity to each server. These models can be shown to be SCLP and SCCP and can be solved efficiently by using the methods we mentioned in Section 2.2. Before we proceed, we need to define some notations which we will use in the remaining of this paper.

## Notations

(i) For tasks in class $i$, the number of the operations needed is denoted as $k_{i}$.
(ii) We use $\left\{i_{1}, \ldots, i_{k_{i}}\right\}$ to denote the order of operations for processing a class $i$ task if it is processed by Server $i_{1}$ firstly and then Sever $i_{2}$ until Sever $i_{k_{i}}$.
(iii) $\lambda_{i}(t)$ denotes the arrival rate of class $i$ tasks to the module at time $t, i=1, \ldots, n$.
(iv) $\mu_{i i_{j}}$ denotes the processing time of class $i$ tasks on Server $i_{j}, i=1, \ldots, n, j=1, \ldots, k_{i}$.
(v) $c_{i i_{j}}$ denotes the rate of holding cost of class $i$ tasks in the buffer before Server $i_{j}, i=1, \ldots, n, j=1, \ldots, k_{i}$.
(vi) $a_{i i_{j}}$ denotes the amount of class $i$ tasks in the buffer before Server $i_{j}$ at time 0 ; here $i=1, \ldots, n, j=$ $1, \ldots, k_{i}$.
3.1. SCLP Model. We consider the optimal allocation of the module's capacity within a time interval $[0, T]$. The objective is minimizing the holding cost of the WIP inventory in the module during $[0, T]$. The following is the model we construct.

Model 1:

$$
\begin{align*}
& \min \quad \sum_{i=1}^{n} \sum_{j=1}^{k_{i}}\left(\int_{0}^{T} c_{i i_{j}} x_{i i_{j}}(t)\right) d t  \tag{4}\\
& \text { s.t. } \quad x_{i i_{1}}(t)=a_{i i_{1}}+\int_{0}^{t} \lambda_{i}(s) d s-\int_{0}^{t} u_{i i_{1}}(s) d s  \tag{5}\\
& i=1, \ldots, n \\
& x_{i i_{j}}(t)=a_{i i_{j}}+\int_{0}^{t} u_{i i_{j-1}}(s) d s-\int_{0}^{t} u_{i i_{j}}(s) d s  \tag{6}\\
& i=1, \ldots, n ; \quad j=1, \ldots, k_{i} ; \\
& \sum_{i=1}^{n} \sum_{j=1}^{k_{i}}\left(\mu_{i i_{j}} u_{i i_{j}}(t)\right) \leq 1, \\
& u_{i i_{j}}(t), x_{i i_{j}}(t) \geq 0, \quad i=1, \ldots, n  \tag{7}\\
& j=1,2, \ldots, k_{i}, \quad t \in[0, T]
\end{align*}
$$

where $x_{i i_{j}}(t)$ is the state variable and represents the amount of class $i$ tasks in the buffer before Server $i_{j}$ at time $t$ and $u_{i i_{j}}(t)$ is the control variable and represents the processing rate for class $i$ tasks on Server $i_{j}$ at time $t, i=1, \ldots, n, j=1,2, \ldots, k_{i}$.

The objective (4) is minimizing the total holding cost of WIP inventory in the module within the time interval $[0, T]$.

The constraints (5) and (6) describe the dynamic of the assembly process in the module, that is, how the state variables $x_{i i_{j}}(t)$ are changing with the changing of the control variables $u_{i i_{j}}(t)$.

The constraint (5) states that the amount of class $i$ tasks in the buffer before Server $i_{1}$ at any time $t$ is equal to the summation of the amount of class $i$ tasks in the buffer before Server $i_{1}$ at time 0 and the amount of class $i$ tasks arrived from outside during $[0, t]$ lessening the amount of class $i$ tasks processed by Server $i_{1}$ during $[0, t]$.

The constraint (6) states that the amount of class $i$ tasks in the buffer before Server $i_{j}$ at time $t$ is equal to the summation of the amount of class $i$ tasks in the buffer before Server $i_{j}$ at time 0 and the amount of class $i$ tasks processed by Server $i_{j-1}$ during $[0, t]$ lessening the amount of class $i$ tasks processed by Server $i_{j}$ during $[0, t], j=2, \ldots, k_{i}$.

The constraint (7) is the processing capacity constraints. It states that the total capacity consumed by the tasks on all the servers cannot exceed the module's capacity, which is 1 , at any time $t$.

Although the arrival rate of class $i$ task, $\lambda_{i}(t)$, is timevarying parameters in practice, the variation of it within a sufficient short time interval, for example, within one day, is small. Thus we can choose a sufficient small $T$ and replace $\lambda_{i}(t)$ with $\lambda_{i}$, when $t \in[0, T]$. With this simplification, Model 1 reduces to the following SCLP problem.

$$
\begin{align*}
& \text { Model 1': } \\
& \begin{array}{l}
\min \quad \sum_{i=1}^{n} \sum_{j=1}^{k_{i}}\left(\int_{0}^{T} c_{i i_{j}} x_{i i_{j}}(t)\right) d t \\
\text { s.t. } \quad \int_{0}^{t} u_{i i_{1}}(s) d s+x_{i i_{1}}(t)=a_{i i_{1}}+\lambda_{i} t, \quad i=1, \ldots, n \\
\qquad \int_{0}^{t}\left[u_{i i_{j}}(s)-u_{i i_{j-1}}(s)\right] d s-x_{i i_{j}}(t)=a_{i i_{j}} \\
\quad i=1, \ldots, n ; \quad j=1, \ldots, k_{i} \\
\qquad \sum_{i=1}^{n} \sum_{j=1}^{k_{i}}\left(\mu_{i i_{j}} u_{i i_{j}}(t)\right) \leq 1, \\
u_{i i_{j}}(t), x_{i i_{j}}(t) \geq 0, \quad i=1, \ldots, n, \\
j=1,2, \ldots, k_{i}, \quad t \in[0, T]
\end{array}
\end{align*}
$$

We can use algorithm described in Section 2.2 to solve Model 1' efficiently.
3.2. SCCP Model. Suppose every buffer has its target inventory level for WIP inventory. For the buffer before Server $i_{j}$, the target level is denoted as $d_{i i_{j}}$. The following model can be used to find the optimal allocation of the module's capacity with the objective of minimizing the total deviation of the WIP inventories from their corresponding target levels in the module during $[0, T]$.

Model 2:

$$
\begin{gather*}
\min \quad \int_{0}^{T} \sum_{i=1}^{n} \sum_{j=1}^{k_{i}}\left[\left(x_{i i_{j}}(t)-d_{i_{j}}\right)^{2}\right] d t  \tag{9}\\
\text { s.t } \quad x_{i i_{1}}(t)=a_{i i_{1}}+\int_{0}^{t} \lambda_{i}(s) d s-\int_{0}^{t} u_{i i_{1}}(s) d s \\
i=1, \ldots, n \\
\qquad \begin{array}{l}
x_{i i_{j}}(t)=a_{i i_{j}}+\int_{0}^{t} u_{i i_{j-1}}(s) d s-\int_{0}^{t} u_{i i_{j}}(s) d s \\
i=1, \ldots, n ; \quad j=1, \ldots, k_{i} \\
\sum_{i=1}^{n} \sum_{j=1}^{k_{i}}\left(\mu_{i i_{j}} u_{i i_{j}}(t)\right) \leq 1, \\
u_{i i_{j}}(t), x_{i i_{j}}(t) \geq 0, \quad i=1, \ldots, n \\
j=i_{1}, i_{2}, \ldots, k_{i}, \quad t \in[0, T]
\end{array}
\end{gather*}
$$

The objective (9) is minimizing the total deviation of the WIP inventories from their corresponding target levels in all the buffers.

The remaining constraints in Model 2 are the same as those in Model 1.

Model 2 can be written into the SCCP form (2) by using the variables transformation. We omit the details of the
variables transformation and interested reader can refer to section 5.2 in [40].

We can use the algorithm mentioned in Section 2.2 to solve Model 2 efficiently.
3.3. Implementation of the Solutions for Models 1 and 2. In the above two subsections, we propose the models to find the optimal allocation of a module's capacity to different operations for given assembly tasks so that the holding cost of the WIP inventory and the total deviation of the WIP inventories from their corresponding target levels in the module during $[0, T]$ are minimized.

After we solve the two models, we get $u_{i i_{j}}(t)$ which represents the processing rate for class $i$ tasks on Server $i_{j}$, where $i=1, \ldots, n, j=i_{1}, i_{2}, \ldots, k_{i}, t \in[0, T]$. We can allocate the module members to different operations according to the value of $u_{i i_{j}}(t)$. The number of module members in a specific operation, for example, the $i_{j}$ th operation, is $u_{i i_{j}} \times$ the total number of module members in the module.

If every module member only can perform several (not all) operations and/or the efficiency for performing the same operation is different for different module members, the capacity of each module member can be represented by a vector and each component of the vector represents the capacity of the module member on performing a specific operation. Each server's capacity is the summation of capacity of each module member on performing the operation the server represents. The module's capacity constraint in Models 1 and 2 then should be replaced by capacity constraints for each server and each module member.

When the values of some capacities change, for example, if one module member becomes ill and cannot perform any operations, the total capacity of the module also changes. The models can be recomputed and the new allocation solutions can be got quickly.

## 4. Conclusion and Future Work

In this paper, we construct two mathematical models to find the optimal allocation of the module's capacity to the operations for given tasks, under the assumption that each module member can perform all operations the task needed, and the performance of every module member on any operation is the same. The objectives are minimizing the holding cost for WIP inventory in the module and the total deviation of the WIP inventories from their corresponding target values during a specific time interval. The solutions of the models can be used as reference to achieve better allocation of the module members to operations for given tasks.

We also discuss the modifications of the models when each module member only can perform several (not all) operations, and/or the efficiency for performing the same operation is different for different module members.

To our knowledge, this is the only paper in the literature focusing on the implementation of MPS on the operational level by addressing the optimal allocation of module members to operations in a module.

There are some research directions needing to be pursued in the future. For example, how to use the result of this paper to derive the training plan for the module member so that the total capacity of a module can be increased greatly in the short and/or long term is an important issue for facilitating the adoption of MPS.
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