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Distributed technologies and ubiquitous computing now support users who may be detached or decoupled from traditional inter-
actions. In order to investigate the potential usability of speech and manual input devices, an evaluation of speech input across dif-
ferent user groups and a usability assessment of independent-user and collaborative-user interactions was conducted. Whilst the
primary focus was on a formative usability evaluation, the user group evaluation provided a formal basis to underpin the academic
rigor of the exercise. The results illustrate that using a speech interface is important in understanding user acceptance of such tech-
nologies. From the usability assessment it was possible to translate interactions and make them compatible with innovative input
devices. This approach to interaction is still at an early stage of development, and the potential or validity of this interfacing concept
is still under evaluation; however, as a concept demonstrator, the results of these initial evaluations demonstrate the potential usa-
bility issues of both input devices as well as highlighting their suitability for advanced virtual applications.

1. Introduction

In the past, traditional virtual reality (VR) technology often
sees single users interacting with their own dedicated appli-
cations; however, with developments in group-based tech-
nologies, collaborative virtual environments (CVEs) have
emerged as a means to support cooperative work [1]. More
recently with ubiquitous computing and mixed reality [2,
3], CVEs now support users distributed across physical
boundaries and time zones who may be detached from their
immediate interaction space and even the virtual environ-
ment (VE) they are interacting with [1]. This affords new
potentials for collaboration as well as providing an enrich-
ed environment where users can exploit new interaction
paradigms [4] and where user experiences can be “decou-
pled” from their original form [1].

As VR technologies advance, traditional desktop applica-
tions can be ported to run in new visualisation modes [5].
Speech-based and handheld technologies can be used to im-
plement a subset of the graphical and interaction possibilities
that can be incorporated within mainstream VR systems [1].

With this development of new interactions in VR, new chal-
lenges emerge in understanding which technologies might
best support user requirements so that appropriate input de-
vices are chosen which enhance the overall effectiveness of a
virtual application as well as support the user experience [6].

As part of the Virtual and Interactive Environments for
Workplaces: “VIEW of the Future” project, there was a clear
emphasis on considering user requirements and application
needs in developing novel interaction and visualization tech-
niques [1], user-centred methods [7, 8], and modes of in-
teraction [9].

With a focus on decoupled interaction and modes of in-
teraction, this paper argues that there has been little recent
development in understanding human factors issues of
speech and manual input and even less in the specific area of
their usability in virtual applications. Given the focus of this
paper and the aim of presenting arguments that transcend
specific technologies or trends in solutions, this paper does
not set out to address issues associated with natural and
spoken dialogue technologies [10, 11], dialogue and dialogue
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management [12], graphical interaction devices for dis-
tributed VR systems [13], or recent work on embodied con-
versational agents in virtual applications [14]. Furthermore,
the technologies and methods underpinning multimodal
interaction [15, 16], tangible or mobile interfaces, [17, 18],
or specific applications such as camera-equipped mobile
phones [19] are not the primary focus of this paper. Rather
than reviewing the current state of the art in interaction de-
sign, this paper addresses fundamental human factors issues
by looking at the user first then seeking to develop usable
virtual applications incorporating speech and manual input
to support user interaction.

1.1. Representing 3D Concepts in 2D Interfaces. Multidisplay,
multiscreen, VR systems are often used to visualise large 3D
and computer-aided design (CAD) models [20]. These vir-
tual applications have traditionally been used in conjunction
with sophisticated 3D input tracking devices and stereo pro-
jection to provide users with an immersive experience within
a VE [21]. Many 3D input devices are designed to perform
specific tasks such as navigation, object selection, object
manipulation, and system control, often only allowing one
active user at a time to control the interaction space [21].
Information presented in 3D formats can enhance user expe-
rience in immersive situations; however, interaction can be
hindered if data presented in a 3D manner would be better
presented in a 2D format, such as text or graphical widgets
[22]. In some cases the immersive experience is enhanced
by constraining the interaction to a 2D representation [23];
however, most 3D interaction techniques and interfaces can
be difficult to implement for specific input devices and uses
[21].

Decoupled interactions develop some of the functionality
in interactive VEs by exporting aspects of 3D manipulation
tasks into the 2D interaction domain with three main objec-
tives [5]:

(i) to provide an easier mechanism to trigger interaction
and access functionality embedded within the VE,

(ii) to support multimodal and multidevice forms of in-
teraction to perform the same actions,

(iii) to allow more than one user to participate in the in-
teraction while using the VE as nonimmersive user.

1.2. Prototype VE for Decoupled Interaction. A prototype VE
(Figure 1) was developed to evaluate the usability of different
input devices [1]. The VE consisted of a vehicle model that
provided a number of interaction opportunities. It was creat-
ed using Newtek’s Lightwave 7.5 and VR-Tools 2.1 software
and was developed upon a user-centred design methodology
with the input of VR experts focusing on the generic func-
tionality of the VE [5].

The VE allowed users to open and close the doors, mani-
pulate the vehicle bonnet/hood and boot/trunk, change spe-
cific properties of the vehicle (e.g., colour attributes, wire-
frame functions), navigate around the vehicle from an ego-
centric perspective, and activate a 2D menu interface using
different input devices. The VE was designed so that there
was a balance of navigation and object manipulation tasks.

Figure 1: Prototype VE for decoupled interaction.

In order that users could investigate properties of the
VE, it was represented with a hypertext markup language
(HTML) tree-structure menu that visualised the properties
and highlighted the potential interaction points as links. As
the HTML page was dynamic, the menu could be expanded
or collapsed by the user according to his/her preferences.
When a menu link was activated on the web browser, a mes-
sage was sent to the VE to initiate a task (e.g., producing a
“screen dump” of the current viewpoint or selecting an ob-
ject or specific function). In this way it was possible to de-
couple the user interaction from the original input device,
such as a 3D mouse or a 3D wand, by using a remote 2D
interface such as a handheld device or speech input. This
approach was chosen so that future interactions might be
conducted via the web from distributed locations.

1.3. Speech and Manual Input for Decoupled Interaction. With
recent developments in reality-based interfaces (RBIs) and
new interaction styles that draw on users’ knowledge, experi-
ence, and expectations of the real world, there is a move to
develop human-computer interaction (HCI) metaphors in
a digital world that are more intuitive and less constrained
by technology [24]. Whilst there is considerable progress in
developing multimodal interaction, such as gesture, video
tracking, and electromagnetic sensing [16], there is little re-
search into the human factors of manual and speech input
[9].

Within the prototype, a file created by the VE could be
transformed to generate a speech grammar file that was then
interpreted as a speech input command [5]. By using speech
input in this way, users could activate the 2D interface (e.g.,
a visible hierarchical menu in the VE) that could then be
used to execute certain actions within the VE (Figure 2). For
example, should the user wish to open one of the car doors,
they could verbally instruct the application to call up the
“door menu” and then specify the door to be opened (e.g.,
“door open” > “front left” > “open”).

A handheld input device, integrated with wifi connec-
tion, was used to interact with the VE based on web browsers
that were incorporated as standard [1]. A particular feature
of mobile handheld devices is that, within a single CVE, it is
possible for a number of dedicated users to use independent
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Figure 2: Decoupled menu structure.

Figure 3: Decoupled interaction using a handheld device.

devices that allow them to share their interactions and ex-
periences.

Figure 3 represents a user interacting with the prototype
VE using a wifi-enabled handheld device. Selection and sys-
tem control interactions, such as quick navigation to view-
points, opening and closing doors, changing the model attri-
butes, rendering objects visible and invisible, and activating
the user interface, could be conducted through the handheld
device in the same way that speech input was used.

In order to assess the potential of speech and manual
input for decoupled interaction, a two-stage investigation
was conducted. The initial activity examined the potential
usability of speech within virtual applications that served as
a basis for a more focused formative investigation of speech
and manual input for independent and collaborative interac-
tions.

2. Rationale

In order to assess the potential usability of speech input in
VR, two research activities were conducted.

Study 1: an evaluation of speech input across different
user groups.

Study 2: a usability assessment of independent-user
and collaborative-user interaction modes using both
speech and manual input configurations.

Study 1 was conducted with three different user groups.
Two of the groups were taken from a previous RBI investi-
gation into human-machine interaction (HMI) and human-
machine interaction (HHI) principles of speech input for
virtual applications [9]. The previous RBI study investigated
differences in the perceptions of speech input based on users
who believed they were talking to a machine (i.e., the HMI
group) and users who were talking to another person (i.e.,
the HHI group). In Study 1 a third group of VR expert users
assessed the potential of speech input in virtual applications
independently of the RBI study population and from a more
theoretical standpoint.

Data were collected using an Input Device Usability
(IDU) Questionnaire, which contains fifteen questions desig-
ned to investigate user interaction, distraction, ease of use,
user comfort, frustration, enjoyment, error correction, and
overall usability. The questionnaire was developed from pre-
vious usability research at the University of Nottingham [25]
and established sources [26] that were then formulated
through expert review and developed specifically for input
device usability issues within the VIEW project.

Following on from this, a series of expert evaluations
were conducted to investigate the usability issues specifically
associated with independent-user and collaborative-user
interaction modes comparing both speech and manual input
configurations. The prototype automotive CVE was used to
conduct user trials, and, as with previous evaluations [1], this
was a formative investigation.

Within formative evaluations and usability research,
there is some discussion on approaches and effective sample
sizes. Formative evaluation is often performed during the
development or improvement of an application usually as
part of an iterative cycle [27–29]. The aim of formative eva-
luations is to identify issues that may impact on future use
of a product or application and highlight potential solutions
as well as providing a design audit trail of planning imple-
mentation, monitoring, and progress of the evaluation. It is
acknowledged that funding limitations often compromise
the intensity of formative evaluations, and, whilst they do not
necessarily meet the needs of most conflict resolution initia-
tives, they are an important first step in design improvement
but not an end in itself [30].

In relation to sample sizes for usability testing, there is
no single solution for all investigations, and so invariably
there is a tradeoff between research objectives, available re-
sources (e.g., time, money, and users) as well as the strategic
importance of the research within a given project [31]. To
some degree there is a law of diminishing returns with the
numbers of users involved in usability testing and the issues
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Figure 4: Rational for small samples in usability testing (adapted
from [37]).

they might identify. In many cases a large proportion of
issues (typically between 80% to 90%) can be identified with
only five users and the most severe issues identified by three
users [31, 32]. Furthermore, given the emphasis on iterative
design cycles, it is often more prudent to employ 3 × 5 users
at different stages of a design process than 15 users at a
single point in the design cycle [31]. However, in trying to
identify all the usability issues, there are those who argue
for larger sample sizes of more than eight users; however,
these should not be tested all at the same time [33]. There
is considerable discussion over test validity and reliability,
criticisms of the assumptions of small sample paradigms
on methodological and empirical grounds, and important
issues associated with user variability which can influence the
decisions for different sample sizes (for an in-depth com-
mentary, see [34]); however, where the sample is largely
homogenous smaller samples of between three to five users
can work well to identify key issues [35] although, with more
variance in the user group or to ensure the highest capture
rate of issues, larger samples are more appropriate [36].

Given that small samples with between three and six
participants offer an effective and resource-efficient method
of identifying a large proportion of initial and perhaps more
obvious issues (Figure 4), this provided the approach for this
early evaluation.

For this research, based on established usability testing
protocols, the formative evaluation was conducted to provide
an insight into early usability and interaction design issues
associated with speech and manual input devices. By incor-
porating the views of a homogenous group of expert users, it
was possible to gain an insight into the usability of different
interaction modes and configurations.

3. Method

3.1. Participants. In the evaluation of speech input usability
(Study 1), the same number of participants were used in each
group as follows.

User group 1—speech recognition evaluation group: 12
participants (six men and six women) took part in the
trial. All were staff or students from the University of

Nottingham with English as their first language. Age
ranged from 20 years to 52 years (mean age = 31.5
years).

User group 2—instructing another person evaluation
group: 12 participants (six men and six women) took
part in the trial. All were staff or students from the
University of Nottingham with English as their first
language. Age ranged from 21 years to 53 years (mean
age = 32.5 years).

User group 3—expert user group: 12 participants
(seven men and five women) took part in the eval-
uation. All were staff from the University of Notting-
ham. Age ranged from 26 years to 42 years (mean age
= 33.4 years).

In the usability assessment of independent-user and col-
laborative-user interaction modes using both speech and
manual input configurations (Study 2), four expert partici-
pants (two men and two women) took part. Age ranged from
24 to 31 years (mean age = 26.3 years). All participants had
English as their first language, normal or corrected to normal
vision, and were human factors experts from the University
of Nottingham with VR, speech recognition, and handheld
device experience.

3.2. Apparatus. In the evaluation of speech input usability
(Study 1), the IDU questionnaire was administered. In the
usability assessment of independent-user and collaborative-
user interaction modes using speech and manual input con-
figurations (Study 2), the VR system comprised a 800 MHz
laptop PC, running VR-Tools 2.1 software, with a data pro-
jector and a 2.5 m× 3 m forward-projection screen to display
the CVE in a dedicated usability laboratory at the University
of Nottingham. Participants were free to move around the
room and, therefore, had no fixed viewpoint of the VE. They
typically stood approximately 2 m away from the screen for
most of their time. User input was either via a Psion hand-
held device (for manual input) or a head-mounted micro-
phone (for speech input). The software used for speech re-
cognition was a standard version of “Microsoft Speech.” The
prototype automotive CVE was used for the evaluation trials.
A selection of established VR questionnaires were administe-
red to assess factors associated with user experience including
a Simulator Sickness Questionnaire; Stress Arousal Check-
list, Presence Questionnaire, Usability Questionnaire, Input
Device Usability Questionnaire, Post Immersion Assessment
of Experience Questionnaire, and an Enjoyment Question-
naire [38].

3.3. Design. The evaluation of speech input usability (Study
1) followed an intersubject design. The independent variable
was the type of evaluation group as follows.

User group 1: this was the group where participants
conducted a VR task using speech input to control in-
teraction, and believed they were talking to a com-
puter.

User group 2: this was the group who conducted a VR
task using speech to instruct another person.
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User group 3: this was the group where expert users
conducted a stand-alone assessment for the potential
of speech input for virtual applications.

The dependent variables were the responses to questions on
the IDU questionnaire.

In the usability assessment of independent-user and col-
laborative-user interaction modes using both speech and
manual input configurations (Study 2), the following com-
parisons were made:

(i) manual and speech input configurations (indepen-
dent users and collaborative users),

(ii) independent-user and collaborative-user interaction
modes (comparing single users and collaborative
users and between the collaborative user groups).

The independent user trials were conducted first and
were counterbalanced between the handheld or speech input
devices so that any practice or learning effects did not
bias the results. The independent user trials served to pre-
pare participants for the collaborative-user trials when they
worked with another user to complete tasks together. In the
collaborative-user trials, pairs of participants used each of the
input devices and were free to divide the tasks as they wished
between them. Data from the VR questionnaires, based
on measures of presence, usability and input device usabil-
ity, experience, and enjoyment during immersion, allowed
comparisons of each configuration to be made. Furthermore,
objective performance data (task completion time), along
with observational data and subjective remarks, helped
identify the underlying issues of independent-user or col-
laborative-user VEs and manual or speech input devices.

3.4. Procedure. In the evaluation of speech input usability
(Study 1), user groups 1 and 2 completed the IDU question-
naire at the end of a specific session of using a virtual appli-
cation and speech input. The expert evaluation group com-
pleted the questionnaires offline, without using speech in a
virtual application.

In the usability assessment of independent-user and col-
laborative-user interaction modes using both speech and
manual input configurations (Study 2), participants trained
the speech processor software for 30 mins prior to the trials.
Instructions for completing the task were provided, along
with familiarisation with the menu options that could be
invoked by using the handheld device or speech input. Each
participant conducted the trial three times according to the
following configurations:

(i) single-user with handheld input device,

(ii) single-user with speech input device,

(iii) multiusers with manual and speech input devices.

In each trial, within the VE, participants were required to
navigate to specific, numbered, waypoints and perform short
tasks that became more complex as they progressed, such
as changing the colour of a vehicle, opening a door, chang-
ing a representation to wire-frame, and opening the doors
and changing the vehicle colour. At the end of each trial,

questionnaires were administered, and participants were
paid for their time.

4. Results

For Study 1, data were tested for normality and equality of
variance and met the assumptions for parametric analysis.
In both studies the IDU questionnaire was rated across a 5-
point Likert’s scale (1 = strongly agree through to 5 = strongly
disagree). Data were collected and compared between the
three groups using statistical package for the social sciences
(SPSS) statistical software (version 16). Post hoc analyses,
where applicable, were conducted using Tukey’s Tests. With
the small sample for Study 2, only summary observations
are reported for manual and speech input configurations and
independent-user and collaborative-user interaction modes.

Study 1: Overall Comparisons. Mean scores for participants
in each evaluation group were obtained and analysed using
a one-way ANOVA. No significant differences were observed
(P > 0.05) illustrating that, even though the usability scores
were higher for the group who believed they were talking to
a machine (mean = 3.35; SD = 0.32), they were not signi-
ficantly different to the group who believe they were talking
to another person (mean = 3.05; SD = 0.50) or the expert user
group (mean = 3.06; SD = 0.31).

Study 1: Individual Comparisons. When data for individ-
ual questions were obtained and analysed using one-way
ANOVAs, significant effects were observed.

“I found it easy to understand how to use the input device to
interact with the virtual environment” . a significant main ef-
fect was observed for user group (F(2,33) = 3.49, P < 0.05
(2-tailed)). Post hoc analyses illustrated that the evaluation
group who believed they were using a speech interface
(mean = 4.00; SD = 0.74) rated the ease of use of speech in-
put higher than the evaluation group who were talking to
another person (mean = 3.08; SD = 1.08; P < 0.05).

“The input device was complicated to use” . a significant main
effect was observed for user group (F(2,33) = 3.45, P < 0.05
(2-tailed)). Post hoc analyses illustrated that the evaluation
group who believed they were using a speech interface
(mean = 1.88; SD = 0.43) did not think speech was as com-
plicated to use as the expert evaluation group (mean = 2.67;
SD = 0.98; P < 0.05).

“I found it easy to correct any mistakes that I made when using
the input device” . a significant main effect was observed for
user group (F(2,33) = 4.35, P < 0.05 (2-tailed)). Post hoc
analyses illustrated that the evaluation group who believed
they were using a speech interface (mean = 3.75; SD = 0.45)
found it easier to correct mistakes than the expert evaluation
group expected to resolve mistakes (mean = 2.83; SD = 0.72;
P < 0.05). No other significant effects were observed for any
of the remaining questions (P > 0.05).

Study 1: Qualitative Statements. In addition to the quanti-
tative analysis of the questionnaires, qualitative statements
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were also collected. Participants were invited to contribute
comments to illustrate some of the findings in more detail
(Table 1).

Study 1: Summary. From the analyses, participants who be-
lieved they were using a speech recognition system, to control
their interaction in the VE, rated the usability of speech input
higher than the participants instructing another person or
the expert user group rating the potential of speech as an
input device. Whilst the results of overall usability were not
significant, the data support an element of user perception
and experience upon the significant effects that were obser-
ved for the specific usability issues of speech as an input
device in VR applications. Participants who believed they
were using a speech recognition system, therefore, felt usabil-
ity was higher than the participants who instructed another
person to perform the task on their behalf. Given the empha-
sis on actual use of a system, the follow-on study results
are presented by comparing speech input with handheld in-
teraction.

Study 2: Initial Impressions. In the usability assessment of in-
dependent-user and collaborative-user interaction modes
using speech and manual input configurations, participants
were asked about their initial impressions of the different in-
teraction modes (Table 2).

Study 2: Task Completion Time. Time was recorded from the
start of the evaluations to the end of the final task. In compar-
ing independent-user data for manual and speech input, par-
ticipants took longer to complete the task using speech input
(mean = 3 mins 31 secs; SD = 47 secs) more than using the
handheld device (mean = 1 min 58 secs; SD = 35 secs). When
comparing the independent and collaborative user groups,
users performed the tasks more quickly when collaborating
(mean = 1 mins 30 secs; SD = 28 secs) than when they con-
ducted the task independently (mean = 2 mins 41 secs; SD
= 32 secs). It was not possible to compare collaborative user
data for manual and speech input, due to the timings made
for each collaborative group as a whole (rather than each
member separately). However, comparisons between the two
collaborative evaluation groups illustrated similar comple-
tion times (Group 1 mean = 1 min 23 secs, SD = 18 secs;
Group 2 mean = 1 mins 37 secs, SD = 39 secs).

Study 2: Assessment of Experience. This questionnaire was de-
signed to measure user experience of the virtual application
along a 7-point scale (e.g., 1 = “much worse than I expec-
ted;” 7 = “much better than I expected”). Across all the com-
parison pairings, user experience was not affected by using
the particular input devices or by conducting the tasks in-
dependently or collaboratively (speech input mean = 5.00,
SD = 0.82; manual input mean = 4.88, SD = 1.55; individual
mean = 4.94, SD = 1.15; collaborative mean = 4.50, SD = 0.58;
collaborative speech input mean = 4.50, SD = 0.71; collabo-
rative manual input mean = 4.50, SD = 0.71; collaboration
Group 1 mean = 4.00, SD = 0; collaboration Group 2 mean =
5.00, SD = 0).

Study 2: Assessment of Enjoyment. This questionnaire asses-
sed user enjoyment of the virtual experience over 12 ques-
tions with six positive and six negative statements, all rated
along a 5-point scale (e.g., 1 = “low;” 5 = “high”). Scores
for both the positive and negative statements ranged from
6 to 30 and for the total score from −24 to +24. Across all
the comparison pairings, user enjoyment was not affected
by using the particular input devices or by conducting the
tasks independently or collaboratively (speech input mean =
7.25, SD = 4.27; manual input mean = 10.50, SD = 6.14;
individual mean = 8.88, SD = 5.19; collaborative mean =
12.00, SD = 3.56; collaborative speech input mean = 11.00,
SD = 5.66; collaborative manual input mean = 13.00, SD =
1.41; collaboration Group 1 mean = 10.50, SD = 4.95; col-
laboration Group 2 mean = 13.00, SD = 2.12).

Study 2: Presence Questionnaire. This questionnaire was de-
signed to evaluate levels of perceived presence across two
subscales: involvement and presence. The ranges of possible
scores on the questionnaire were 4 to 20 for involvement
(mid-point = 12) and 14 to 70 for presence (mid-point = 42).

For the involvement measure, the comparison pairings
were not affected by using the particular input devices or
by conducting the tasks independently or collaboratively
(speech input mean = 13.00, SD = 2.58; manual input
mean = 13.50, SD = 2.52; independent mean = 13.25, SD =
2.38; collaborative mean = 14.13, SD = 1.93; collaboration
speech input mean = 14.50, SD = 0.71; collaboration manual
input mean = 13.75, SD = 3.18; collaboration Group 1
mean = 15.50, SD = 0.71; collaboration Group 2 mean =
12.75, SD = 1.77).

For the presence measure, the comparison pairings were
not affected by using the particular input devices or by con-
ducting the tasks independently or collaboratively (speech
input mean = 45.31, SD = 0.47; manual input mean = 47.31,
SD = 2.39; independent mean = 46.31, SD = 1.92; collabo-
rative mean = 44.13, SD = 2.59; collaboration speech input
mean = 45.50, SD = 3.54; collaboration manual input mean
= 42.75, SD = 0.35; collaboration Group 1 mean = 45.50, SD
= 3.54; collaboration Group 2 mean = 42.75, SD = 0.35).

Study 2: VR Usability and Input Device Usability. Two ques-
tionnaires, designed to evaluate levels of perceived usability
for the virtual application in general and also the specific in-
put device used, were rated along a 5-point scale (e.g., 1 =
“low;” 5 = “high”).

For the general VR usability measure, the comparison
pairings were not affected by using the particular input de-
vices or by conducting the tasks independently or collabo-
ratively (speech input mean = 3.22, SD = 0.36; manual input
mean = 3.74, SD = 0.61; independent mean = 3.47, SD = 0.52;
collaborative mean = 3.66, SD = 0.64; collaboration speech
input mean = 3.23, SD = 0.18; collaboration manual input
mean = 4.00, SD = 0.82; collaboration Group 1 mean = 3.97,
SD = 0.87; collaboration Group 2 mean = 3.26, SD = 0.23).

For the IDU measure, the comparison pairings were not
affected by using the particular input devices or by conduct-
ing the tasks independently or collaboratively (speech input
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Table 1: Qualitative comments from IDU questionnaire.

Advantages of speech Disadvantages of speech

User trial 1

(i) Good for interacting with objects within the
environment
(ii) More natural form of command than typing (or
moving a mouse)
(iii) Did not have to think as much when deciding how
to interact with the environment
(iv) Made control of VE more relaxing and less intense
(v) It was quick once you knew the command
(vi) It was simple to use

(i) Not the most natural method for moving in a VE
(ii) Microphones can be too large, bulky and intrusive
(iii) Commands can take time to perfect
(iv) Joystick/keyboard easier for controlling movement
(v) Felt self-conscious
(vi) Not sure what commands to use

User trial 2

(i) Could handle several instructions in one command
(ii) Less strenuous than using a mouse/joystick
(iii) No real learning process required
(iv) Natural language—the ultimate user interface

(i) Too easy to say one thing when you mean another
(ii) Not good for trivial repetitive tasks
(iii) Have to add instructions when initial instructions
are not carried out
(iv) Not sure what are acceptable commands
(v) Microphones can be too large, bulky and intrusive

Expert
evaluation
group

(i) Good for selecting menus
(ii) Good for simple instructions
(iii) Good for menus and settings
(iv) Natural provided it works!
(v) Good for multitasking
(vi) Adds to already available interactions when with
existing input devices, especially in a “busy” VE
(vii) Single word can initiate a complex automated
procedure
(viii) Hands free, allow other tasks to be performed

(i) Could be disturbed by other people
(ii) Might feel self-conscious
(iii) Fine adjustment manipulation may prove difficult
(iv) Might be difficult for navigation
(v) Interaction metaphors not as precise as using
joystick or mouse
(vi) Inaccurate if user loses concentration
(vii) Dislike using for locomotion
(viii) Could lead to side effects

Table 2: Initial impressions of manual and speech input.

Question
Interaction mode

Manual Speech

What do you
think of the
general idea?

(i) Good, as long as it does not distract from the tasks
or make it too complicated
(ii) Fairly good, they are a standard easily available
platform which is mobile
(iii) Could be useful
(iv) Think it is a good idea

(i) Good, has to be effective and for suitable tasks (if it
does not work well, could do more harm than good)
(ii) Allows the user to be hands free
(iii) Could be useful in certain situations, in principle
(iv) I like the idea

What do you
think are the
general
advantages of
this mode of
input?

(i) More precise movement/control
(ii) It is handheld, and it gives a physical interface to
manipulate
(iii) Wireless, allows for complex full colour interfaces
(iv) Quick easy interaction

(i) When input devices not possible (hands using
something else) or as additional input device
(ii) It frees your hands to do other tasks; people with
motor control problems could use the system
(iii) Do not need to use complicated handheld devices
which may be uncomfortable to use

What do you
think are the
general
disadvantages of
this mode of
input?

(i) Could make interaction more complicated and
navigation difficult
(ii) It is a uniform platform, so it has not been designed
specifically with this in mind. A tool developed purely
for this may be better
(iii) Could get overcomplicated
(iv) Having to look away from the main display when
using them/if presence is important, then this may be
distracting

(i) Frustrating if does not work well, when not speaking
to, it how does it know?
(ii) The user has nothing physical to manipulate so
accuracy may be less, and some people may prefer a
physical interface
(iii) Problems of lag, delay in recognising commands, if
at all
(iv) Possible inaccuracies might need a lot of training
for good recognition

Which functions
in virtual
applications do
you think would
be suitable for a
handheld device
and why?

(i) Hard to say, perhaps group interactions or where
rapid response is not necessary
(ii) Navigation, interaction of menu items, these items
probably easier to display on the handheld device
(iii) Discrete tasks, making specific changes to objects
or selecting them because the menus used on handheld
devices similar to desktop and hence desktop type
interaction

(i) Change view point, pull up menus, selecting menu
options
(ii) Where hand-free is a bonus, for example, surgical
uses for surgeons
(iii) Anything that requires the users to be using their
hands for something else
(iv) Discrete tasks, not general navigation
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mean = 2.98, SD = 0.64; manual input mean = 3.93, SD =
0.83; independent mean = 3.45, SD = 0.85; collaborative
mean = 3.58, SD = 0.80; collaboration speech input mean =
3.00, SD = 0.19; collaboration manual input mean = 4.17,
SD = 0.71; collaboration Group 1 mean = 3.90, SD = 1.08;
collaboration Group 2 mean = 3.27, SD = 0.57).

Study 2: IDU Statements. In addition to the questionnaire
responses, subjective statements from the IDU questionnaire
were obtained (Table 3).

Study 2: Summary. Before participants began Study 2, they
generally felt that manual input could provide a useful basis
for decoupled interaction if it was not too complicated to
use and that, as a standard platform, many people would
have a wider experience of using such devices for other tasks
(e.g., smartphones and tablet PCs). Speech input was also
considered to be a useful interaction device although more
caution was expressed if the system did not work effectively.
Participants regarded the strengths of handheld devices being
a precise control format that could be quick and easy to
use. It also allowed for a wireless interaction process but still
had the benefits of a colour visual display. For speech input,
the benefits were considered in relation to simple, handsfree
interaction, allowing the user’s hands to do other tasks or
as an additional input device to complement other, more
conventional, interaction devices. It was also considered that
speech input might assist users with motor control problems,
allowing them to interact with VEs when traditional input
devices might be too difficult to use or undermine their
experience of the virtual application. Potential problems
associated with handheld devices were that they could add to
the complexity of interaction with the VE and would mean
that the user would have to look away from the VE to view
the visual display that could prove distracting. In addition,
although handheld devices are ubiquitous, they are not
designed specifically for VR use, and so there could well be
hidden usability or technical interfacing issues. Speech input
could also have problems associated with user frustration if
the recognition rate was poor and that without a physical
input device task accuracy could be undermined. Another
problem that users were cautious of was the amount of time
required to train a speech recognition system prior to use.

5. Disscussion

In Study 1 users who believed they were using a speech recog-
nition system generally rated the usability more favourably
than the other evaluation groups. Their comments related
more to actual system use than participants in the other
groups who instructed another person or provided their as-
sessment independently. Users who believed they were using
a speech recognition system felt it was easier to understand
as an input device than the users who instructed another
person. In addition, the expert evaluation group felt that
speech would be more complicated to use and more difficult
to correct any mistakes than the users who actually used
speech input. This would indicate that the users with direct
experience of using speech overcame some of the issues that

the experts thought might impact on the usability of speech
as an input device.

Participants were invited to contribute their own com-
ments, which illustrated the following:

(i) users would enjoy using speech;

(ii) it would be comfortable to use speech;

(iii) speech would make it easy to interact with the VE;

(iv) using a different input device would not make it eas-
ier to move around the VE;

(v) it would be not be easy to move and position them-
selves in a VE using speech;

(vi) it would not feel natural to use speech to control
movement in a VE.

The comments from user Group 1, who believed they
were using a speech recognition system, illustrated that the
speech interface made interaction easier and quicker than
instructing another person or potentially using another in-
teraction device. From the previous study [9], speech was an
easy and enjoyable input device if it is used for appropriate
interactions. Anecdotal evidences and suggests that speech
may not be suited for specific actions such as navigation, and
so the best use of speech interfaces might be in combination
with other input devices for a more integrated approach [6].
The finding that using a different input device would not
make it easier to move around the VE might indicate that
it was a difficult environment to navigate around and thus
highlights the need for careful integration of input devices
into the VE design process [39].

From Study 2 it is apparent that each input device had
its relative merits and that some of the initial perceptions
were borne out or altered after using the devices. Time lags
between the hyperlinks and subsequent changes in the VE
caused frustration and confusion. Users also stated that it
was easy to become disorientated with the handheld-to-VE
interpretation, whereas they had initially thought it would
offer a precise control device. That said, the handheld device
was considered to be intuitive, easy to learn, and consistent
with natural heuristics for navigation that initially were not
thought to be the case. Speech input was considered easier to
remain orientated in the VE rather than using the handheld
device. Users liked the novelty factor of speech input but
were frustrated at times by poor recognition rates and dif-
ficulties experienced in navigating around the VE. This may
have been because navigation was a continuous process, and
other research supports the notion that speech input is not
well suited for this type of task [9]. From the collaborative
evaluations, it is interesting that speech input was considered
useful when combined with another input device where it
was intuitively used for object manipulation whilst naviga-
tion was controlled by the handheld device.

From the single-user evaluation, questionnaire responses
for involvement, presence, VR usability, experience, and en-
joyment ratings did not illustrate any major differences bet-
ween the handheld device or speech input. This was sup-
ported by similar observations for that IDU question-
naire that would have been more sensitive to input device
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Table 3: Input device usability statements.

Interaction mode

Speech Handheld device

(i) I liked the novelty factor of using speech input, but, as it
failed to recognise my voice, it became frustrating. Easier with
someone else navigating so I did not have to use speech so much
(ii) Unlike the handheld device, one was able to control looking
up or down. Although it was more limited, it made it a lot
harder to get disorientated
(iii) Bad for navigation, good for discrete tasks
(iv) Not good for navigation, felt natural for tasks other than
movement. Speech was really good for interacting with the VE,
thought it carried out the wrong command at times which
confused me
(v) Did not respond quickly enough, had to repeat some
commands several times, and sometimes wrong action was
carried out
(vi) It was hands free; all the required interaction with the
environment was possible
(vii) It did not recognise my voice; small precise adjustments
were not possible
(viii) I liked novelty, disliked errors, found it difficult to recall
available functions (need a constant menu?)

(i) I like everything about the device; it was comfortable,
reasonably intuitive, but has the potential to be more so
(ii) The only thing I found myself wanting to do is use the up
and down “keys” on the control to move forward and backward
(iii) The navigation system was poor as it was based on rotating
in two axes; once I had left the floor, it was hard to regain the
orientation
(iv) I liked the display; the only problem was a slight delay in
the acceptance of links on the handheld device which lead to
incorrect selection from the menu a couple of times
(v) Use seemed very natural and very easy to learn
(vi) It was consistent with natural heuristics to move.
Performing the task was more frustrating as one had to

navigate a menu hierarchy with no short cuts

differences. The only difference was observed for the task
completion time with participants taking nearly twice as long
to complete the task using speech than using the handheld
device. This was probably due to the poor recognition accu-
racy of the software (even though a speaker-dependent sys-
tem was used), where participants often had to repeat com-
mands a number of times. Even so, this did not affect data for
the IDU questionnaire, user experience, or enjoyment during
the trials, perhaps indicating that participants were not un-
duly affected by the longer completion times or repetitive
interaction processes.

In considering the comparison of single users and col-
laborative users, the findings illustrated similarities across
the general questionnaires data as well as for the IDU ques-
tionnaire. As the single user evaluation, the only difference
observed was for task completion time where collaborative
participants were quicker than those who completed the task
alone. This was probably due to the division of tasks between
participants and how the input devices were used for the
tasks. In both collaboration trials, participants were given
the choice of which input devices they used for which tasks
(e.g., object manipulation and navigation). In both cases
participants naturally used the handheld device for naviga-
tion and speech input for object manipulation. This may
have seemed the most intuitive way of combining the input
devices although it was possible to complete that tasks using
either or both the devices for all or part of the trial.

As with the single-user evaluation, any problems asso-
ciated with using speech input did not influence responses
to the IDU questionnaire, user experience, or enjoyment
during the trials, indicating that participants were not unduly
affected by the longer completion times. However, trends
in the data illustrate that there was a slight increase in the
ratings of usability and enjoyment when participants col-

laborated than when they completed the task alone. This may
have been due to the activity of collaborating masking any
negative effects through mediation of tasks and the use of
input devices. Furthermore, presence and the VR experience
were higher when participants conducted the task alone,
which may be due to participants not having to think about
another user in the same task application.

When the collaborative evaluation was assessed for mode
of interaction, there was no difference between the use of
speech or manual input. Trends in the data illustrate that in-
volvement and presence were rated higher when using speech
input. This was probably due to speech being less intrusive in
the virtual application, allowing participants to become more
involved in the task. General usability, IDU, and enjoyment
were rated higher when using the handheld device perhaps
because it mapped onto the navigation task more readily
than speech input mapped onto object manipulation.

As the two collaboration groups should have been homo-
genous, they were compared to investigate any potential dif-
ferences between them. Data for presence, VR usability, IDU,
experience, and enjoyment were similar across the groups.
Based on these findings the participants’ perceptions of the
VE and use of the input devices did not appear to have any
effect on their collaborative behaviour. Furthermore, task
completion times between the two collaboration groups were
similar, indicating that both groups performed the tasks
within similar time frames.

From the overall findings it would appear that each input
device had its relative merits, supported by the subjective
feedback from the trials. Given the small sample size for
Study 2, it could be argued that the more obvious issues
have been identified and that, with a larger sample or further
iterations, more subtle usability issues might be highlighted.
However, in terms of the questionnaire data,these merits did
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not produce any clear differences and so speech input would
generally appear to offer a viable mode of interaction within
virtual applications, and both speech and manual input offer
potentials for decoupled interaction.

5.1. The Potential of Speech Input in Decoupled Interaction.
Whilst visualising menus in the VE as and when they are re-
quired might be an advantage, using speech input could
eliminate the need for complex menu structures. This could
reduce the overall interaction time within a VE and could cut
down the amount of programming time required to build
menus into the VE. Another possibility is that menus could
be implemented at relative points in the VE or interaction
process (rather than having them visible throughout using
a VE), and they could be gradually faded as users become
more proficient at using speech input [6]. With speech input,
it would be possible to issue specific commands thereby
reducing the time required in locating menu items and
manually “clicking” on them. This could be beneficial for
users completely immersed in a VE as the interaction could
remain within the VE and continue uninterrupted. Using
speech input, users are removed from cumbersome devices
such as keyboards and joysticks [40] creating a more natural
method of interaction as contact with the VE would be of
a more intuitive nature [9]. Speech input also removes the
need for any input calibration although it is arguable how
much time might be required to train a speech interface be-
fore interacting with a VE [6].

Building on recent progress in understanding collabora-
tive interactions, CVEs have often focused on enhancing the
sense of presence within the VE in order to support collabo-
rative activities [4]. However, a key purpose of decoupled
interaction is supporting single users who are colocated
rather than group-based distributed interactions [1]. Com-
pared with the traditional approach of one active user in a
particular application, where other users are often passive
observers, this approach could generate new group dynamics
and interaction potentials within CVEs. Several users could
control the VE or query some of its properties using indepen-
dent interaction devices at the same time, enabling colocated
access to the CVE [5]. This has led to the development of
interaction through multiple decoupled interaction (MDI)
as it will be more common for an increasing number of
users to carry small devices with advanced interactivity, con-
nectivity capabilities, and functionality, opening up new pos-
sibilities for interaction design [1].

6. Conclusion

From Study 1, user perception would appear to be influenced
by direct experience of using speech input. With respect to
this, the findings highlight how some tasks (e.g., menu sele-
ction, object manipulation) might be suitable for speech
input, whereas other tasks (e.g., navigation) might be bet-
ter suited to other input devices. However, it is only when
the underlying human factors issues are addressed that the
usability of speech input can be enhanced. In order to de-
velop these ideas further, it was important to investigate com-
bining interaction devices whilst also considering advanced

virtual applications such as the notion of “decoupled interac-
tion” and single or multiple users. This led to the evaluation
in Study 2 which presented ideas for decoupling interaction
in VEs, where it is possible to translate interactions and
make them compatible with other types of input devices such
as handheld technologies or speech recognition processors.
This approach to CVE interaction is still at an early stage
of development and the potential or validity of this inter-
facing concept is still under evaluation; however, as a con-
cept demonstrator the results of these initial evaluations de-
monstrate the potential of both input devices, highlighting
their suitability for advanced virtual applications.
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