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#### Abstract

We introduce two direct quadrature methods based on linear rational interpolation for solving general Volterra integral equations of the second kind. The first, deduced by a direct application of linear barycentric rational quadrature given in former work, is shown to converge at the same rate as the rational quadrature rule but is costly on long integration intervals. The second, based on a composite version of this quadrature rule, loses one order of convergence but is much cheaper. Both require only a sample of the involved functions at equispaced nodes and yield an infinitely smooth solution of most classical examples with machine precision.
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## 1. Introduction: Volterra integral equations and the direct quadrature

method for their solution. The modeling of certain physical phenomena with history leads to Volterra integral equations of the second kind,

$$
\begin{equation*}
y(t)=f(t)+\int_{a}^{t} K(t, s, y(s)) \mathrm{d} s \tag{1.1}
\end{equation*}
$$

for the unknown function $y(t)$ given on some interval $I:=[a, T]$. The functions $f$ and $K$ are assumed here to be known on a discrete subset of $I$ and on $\Omega:=I \times I \times(-\infty, \infty)$, respectively. In practice, we shall use $f$ and $K$ (except for its third variable) only at equispaced values of the variables.

Classical theorems, among them the following one, on the existence and uniqueness of the solution of (1.1) can be found in [8, 21, 24].

Theorem 1.1. Let $f$ be continuous on $I$, let $K$ be continuous in $\Omega$, and assume that $K$ satisfies a Lipschitz condition with respect to its third variable. Then (1.1) possesses a unique continuous solution y. Moreover, this solution is $r$ times continuously differentiable on $I$ whenever $f$ and $K$ are $r$ times continuously differentiable on $I$ and $\Omega$, respectively.

Most Volterra integral equations must be solved by numerical means. A whole panoply of methods exists to that end. In some cases, such equations may be beautifully and very efficiently solved globally with spectral methods such as that pre-

[^0]sented in [9]. The convergence of such methods is very rapid, usually exponential for equations involving analytic $f$ and $K$; moreover, the order adapts automatically to the degree of smoothness of these data. As generalizations of ordinary differential equations, however, Volterra integral equations constitute one-directional evolution problems: the variable $t$ usually is time, and the solution at some value $t^{*}$ only depends on the past. Global methods, therefore, are not among the widely used: they are barely mentioned in books on ordinary differential equations, such as [13], or in books on Volterra integral equations, such as $[8,21]$. Their main drawbacks are that the functions in the equation must be sampled at points which cluster at the boundary and that a large dense system of (nonlinear) equations must be solved to obtain the approximate solution. The first is not very natural for a time variable, hinders the efficient handling of nonboundary steep gradients with a step control procedure, and requires a start from scratch when one wishes to solve the problem further than the time limit $T$ fixed at the onset: real-time applications seem hardly possible. The second brings about the curse of dimensionality, in particular when solving a system of integral equations.

The quadrature method is the simplest for solving Volterra integral equations. With it, one seeks an approximation of $y$ only at a finite number of values $t_{m}$ of $t$, which we shall call nodes:

$$
y_{m} \approx y\left(t_{m}\right)
$$

We shall take these nodes equispaced: $t_{m}:=a+m h, h:=(T-a) / N, m=0, \ldots, N$ (this is not at all necessary, but natural in a first approach); together they yield a partition $T_{N}$ of $[a, T]$.

Starting from the given value $y_{0}:=y(a)=f(a)$, the integral in (1.1) is replaced by a quadrature rule of nonzero weights $h w_{k}^{(m)}$ and $y_{m}$ is defined as the solution of the equations

$$
\begin{equation*}
y_{m}=f\left(t_{m}\right)+h \sum_{k=0}^{m} w_{k}^{(m)} K\left(t_{m}, t_{k}, y_{k}\right), \quad m=1, \ldots, N . \tag{1.2}
\end{equation*}
$$

This way, the method merely requires a sample at equispaced values of the arguments of $f$ and of $K$ (with respect to its first two variables, e.g., with linear equations). Exponential convergence is then out of reach [25]. Moreover, the method has another drawback: at step number $m$, the mere $m$ values $y_{0}, \ldots, y_{m-1}$ are known, so that the quadrature rule cannot contain more than $m+1$ nodes. For the first (small) values of $m$, the accuracy of the rule (its order) will be very low, and this lack of precision will be carried through the whole integration. To avoid this, one considers integrals involving at least a certain number of subintervals, say, $n$; then the upper limit in the sum in (1.2) becomes $\max \{m, n\}$. As a consequence, the first $n$ equations in (1.2) all contain the unknowns $y_{1}, \ldots, y_{n}$ and must be solved simultaneously, even in the linear case. This is called the starting procedure of the direct quadrature method and requires knowledge of $K$ on a discrete subset of the square $\left[a, t_{n}\right] \times\left[a, t_{n}\right]$ (for the first two variables); the corresponding $y_{m}$ are the starting values.

To study the convergence of the method, [21] introduces some notation; we shall reproduce the most relevant to the present work. Let $\mathcal{C}$ be a class of equations of the form (1.1). The (global discretization) error in $t_{m}$ is defined as

$$
e_{m}:=y\left(t_{m}\right)-y_{m}, \quad m=0, \ldots, N
$$

Definition 1.2. A direct quadrature method (1.2) is convergent if, for all equations in $\mathcal{C}$, one has for every $t \in[a, T]$ fixed with $t=t_{m}$, for some $m$, for every suitable $h$,

$$
\lim _{\substack{h \rightarrow 0 \\ t_{m}=t}} y_{m}=y(t)
$$

It is convergent of order $p$ if

$$
\left|e_{m}\right| \leq M h^{p}
$$

for some constant $M>0$, and if $p$ is maximal with this property.
Definition 1.3. Let $y$ be the solution of (1.1). The function

$$
\delta\left(h, t_{m}\right):=\int_{a}^{t_{m}} K\left(t_{m}, s, y(s)\right) \mathrm{d} s-h \sum_{k=0}^{m} w_{k}^{(m)} K\left(t_{m}, t_{k}, y\left(t_{k}\right)\right)
$$

is called the local consistency error for (1.1) at $t_{m}$.
Definition 1.4. If for every equation in $\mathcal{C}$

$$
\lim _{h \rightarrow 0} \max _{0 \leq m \leq N}\left|\delta\left(h, t_{m}\right)\right|=0,
$$

the approximation method (1.2) is said to be consistent with (1.1) for the class of equations $\mathcal{C}$. If for every equation in $\mathcal{C}$ there exists a constant $c$ (independent of $h$, but usually dependent on $f$ and $K$ ) such that

$$
\max _{0 \leq m \leq N}\left|\delta\left(h, t_{m}\right)\right| \leq c h^{p}
$$

then the method is said to be consistent of order $p$ in $\mathcal{C}$.
Sufficient conditions for the convergence of the direct quadrature method are given in the following theorem, whose proof is presented in [21, p. 102]; the discussion following the theorem in that reference implies the last statement.

Theorem 1.5. Consider the approximate solution of (1.1) by (1.2)—taking $\max \{m, n\}$ as upper limit of the sum, $n \in \mathbb{N}$ fixed-and assume that $\mathcal{C}$ is the class of equations (1.1) whose kernel $K$ satisfies a Lipschitz condition in the third variable, that the solution $y$ and the kernel $K$ are such that the approximation method is consistent of order $p$ with (1.1), that the weights satisfy

$$
\begin{equation*}
\sup _{k, m}\left|w_{k}^{(m)}\right| \leq W<\infty \quad \text { for some constant } W \tag{1.3}
\end{equation*}
$$

and that the starting errors $e_{k}, k=0, \ldots, n$, tend to zero as $h \rightarrow 0$. Then the method (1.2) is convergent; moreover, if the starting errors tend to 0 with order $p-1$, i.e., if

$$
\left|e_{m}\right| \leq c_{m} h^{p-1}, \quad m=0, \ldots, n
$$

then the order of convergence is at least $p$.
In order to attain relative machine precision, a direct method (1.2) requires quadrature rules with large $m$. In view of their limited convergence and their instability, Newton-Cotes formulae cannot be used. (They do not satisfy (1.3) either.) One therefore resorts to composite rules [21], with the aesthetic drawback that the
same one (except the trapezoid) cannot be used throughout the interval, since a rule is required for every $m$.

In contrast, we may take advantage of the accuracy and stability of the linear barycentric quadrature scheme introduced in [20] to apply it to Volterra integral equations. In section 2, we briefly review some facts on linear barycentric rational interpolation and the aforementioned quadrature scheme. In the following section, we describe a global method for the solution of Volterra equations and prove its convergence. This method is very accurate but slow; we therefore present a more efficient alternative using composite quadrature rules in section 4 . For the sake of comparison, we combine in section 5 our linear rational starting procedure with Gregory quadrature into a hybrid method. We illustrate our theoretical results with some numerical examples.
2. Barycentric rational interpolation and quadrature. Quadrature methods are usually based on (linear) interpolants. Here we recall the ideas that have led to the introduction of linear barycentric rational quadrature in [20]. Let $t_{0}, \ldots, t_{m}$ be $m+1$ real abscissae and $g_{0}, \ldots, g_{m}$ corresponding values. (We denote by $g$ the function to be interpolated or integrated, to avoid confusion with $f$, the forcing function in the Volterra integral equation.) A barycentric rational interpolant to these data will here be an expression of the form

$$
\begin{equation*}
r_{m}(t)=\sum_{j=0}^{m} \frac{\beta_{j}}{t-t_{j}} g_{j} / \sum_{j=0}^{m} \frac{\beta_{j}}{t-t_{j}} \tag{2.1}
\end{equation*}
$$

with all barycentric weights $\beta_{j} \neq 0$, so that all points are indeed considered in the interpolant. We shall denote a vector of $\beta_{j}$ by $\beta$. One sees that $r_{m}$ is a rational function with numerator and denominator both of degree at most $m$ by multiplying these by $\prod_{k=0}^{m}\left(t-t_{k}\right)$. We refer the reader to [6] for a review on polynomial barycentric interpolation and to [5] for its rational extension. An important advantage of the barycentric representation is that it guarantees interpolation independently of the $\beta_{j}$. In [4], the first author has introduced pole-free linear barycentric rational interpolants, in which the $\beta_{j}$ depend only on the $t_{j}$, not on the $g_{j}$, making $r_{m}$ linear in the latter; see also $[2,5]$. Then every choice $\beta=\left(\beta_{0}, \ldots, \beta_{m}\right)^{T}$ usually defines another linear space of interpolants.

In [10], Floater and Hormann have given weights $\beta$ that, in principle, provide an arbitrary high rate of convergence. For equispaced nodes, their results may be summarized as follows: to interpolate a function $g \in C^{d+2}\left[t_{0}, t_{m}\right], 1 \leq d \leq m$, with a rate of convergence $\left\|g-r_{m}\right\|_{\infty}=\mathcal{O}\left(h^{d+1}\right)$, the weights are simply to be chosen proportional to

$$
\begin{equation*}
\beta_{j}=\frac{(-1)^{j-d}}{2^{d}} \sum_{i \in J_{j}}\binom{d}{j-i}, \quad J_{j}:=\{i \in\{0, \ldots, m-d\}: j-d \leq i \leq j\} \tag{2.2}
\end{equation*}
$$

as mentioned by the authors, these $\beta_{j}$ differ from 1 only in the vicinity of the extremities, and the values different from 1 should be considered as endpoint corrections to the interpolant with all weights equal $(d=0)$ given in [4]. As mentioned in [10], the rational interpolants with the weights in (2.2) can be written in a form different from (2.1), namely,

$$
\begin{equation*}
r_{m}(t)=\frac{\sum_{j=0}^{m-d} \lambda_{j}(t) p_{j}(t)}{\sum_{j=0}^{m-d} \lambda_{j}(t)} \quad \text { with } \quad \lambda_{j}(t)=\frac{(-1)^{j}}{\left(t-t_{j}\right) \ldots\left(t-t_{j+d}\right)} \tag{2.3}
\end{equation*}
$$

and where $p_{j}$ is the unique polynomial of degree at most $d$ that interpolates the values $g_{j}, \ldots, g_{j+d}$ at the $d+1$ consecutive nodes $t_{j}<\cdots<t_{j+d}$. We shall call this the original form of the barycentric interpolant with the Floater-Hormann weights.

In [20], two quadrature methods based on rational interpolants (2.1) have been introduced, called direct, respectively, indirect, rational quadrature. We concentrate here on the direct version; it simply consists in numerically integrating (2.1), which is a rational function and thus cannot be integrated analytically without additional knowledge of its properties, e.g., its poles. The idea in [20] is to take advantage of the excellent stability properties of the barycentric form (2.1) at any point to integrate $r_{m}$ with arbitrary precision by means of an efficient nonequispaced quadrature rule such as Gauss-Legendre or Clenshaw-Curtis.

To obtain the quadrature along this path, we rewrite (2.1) as

$$
\begin{equation*}
r_{m}(t)=\sum_{k=0}^{m} g_{k} \ell_{k}^{(\beta)}(t), \quad \ell_{k}^{(\beta)}(t):=\frac{\beta_{k}}{t-t_{k}} / \sum_{j=0}^{m} \frac{\beta_{j}}{t-t_{j}} \tag{2.4}
\end{equation*}
$$

where the superscript $(\beta)$ refers to the particular choice of the barycentric weights $\beta_{0}, \ldots, \beta_{m}$, and we define the corresponding quadrature weights as

$$
\begin{equation*}
\omega_{k}^{(m)}:=\int_{t_{0}}^{t_{m}} \ell_{k}^{(\beta)}(t) \mathrm{d} t \tag{2.5}
\end{equation*}
$$

which leads to the quadrature formula:

$$
\begin{equation*}
Q=\sum_{k=0}^{m} \omega_{k}^{(m)} g_{k} \tag{2.6}
\end{equation*}
$$

The stability of the quadrature rule can be assessed via the sum of the absolute values of the quadrature weights (2.5), since this sum is a bound on the amplification of the imprecision in the data. A crude but sufficient bound for our setting involves the Lebesgue constant $\Lambda_{m}$ and the Lebesgue function $L_{m}(t)$ associated with linear rational interpolation,

$$
\begin{equation*}
\Lambda_{m}=\max _{t_{0} \leq t \leq t_{m}} L_{m}(t)=\max _{t_{0} \leq t \leq t_{m}} \sum_{j=0}^{m}\left|\frac{\beta_{j}}{t-t_{j}}\right| /\left|\sum_{j=0}^{m} \frac{\beta_{j}}{t-t_{j}}\right| . \tag{2.7}
\end{equation*}
$$

It thus follows that

$$
\begin{equation*}
\sum_{k=0}^{m}\left|\omega_{k}^{(m)}\right| \leq \int_{t_{0}}^{t_{m}} \sum_{k=0}^{m}\left|\frac{\frac{\beta_{k}}{t-t_{k}}}{\sum_{j=0}^{m} \frac{\beta_{j}}{t-t_{j}}}\right| \mathrm{d} t=\int_{t_{0}}^{t_{m}} L_{m}(t) \mathrm{d} t \leq(T-a) \Lambda_{m} \tag{2.8}
\end{equation*}
$$

If all the quadrature weights are positive then the left-hand side is equal to ( $T-$ $a)$. Otherwise, the Lebesgue constant associated with the barycentric interpolation scheme gives an estimation of the stability of the quadrature rule.

In practice we use the Floater-Hormann weights (2.2); notice that they change with $m$. The integrals (2.5) are then computed numerically, for instance, by means of routines implemented in the Chebfun system [3, 27, 29] or, alternatively, with GaussLegendre (see [14] for a fast implementation) or Clenshaw-Curtis rules (see, e.g., [28]), to obtain approximate weights $\omega_{k}^{(m) \mathcal{D}}$ to the best possible accuracy; see the appendix
for a possible implementation in MATLAB. From (2.8), it follows that this quadrature rule with equispaced nodes is extremely stable as long as $d$ is not taken too large, since the upper bound on the Lebesgue constant associated with these interpolants contains a logarithmic factor of $m$ and a factor $2^{d}$; see [7].

The convergence of the resulting integration scheme is given by the following theorem, derived from [20, Thm. 6.1] and [12].

TheOrem 2.1. Suppose $m$ and $d$, $d \leq m / 2-1$, are positive integers, $g \in$ $C^{d+3}\left[t_{0}, t_{m}\right]$, and $r_{m}$ is the rational interpolant (2.4) with equispaced nodes $t_{j}$ and $\beta$ from (2.2). Then, for any $\ell=0, \ldots, m$,

$$
\left|\int_{t_{0}}^{t_{\ell}}\left(g(t)-r_{m}(t)\right) \mathrm{d} t\right| \leq C h^{d+2}
$$

where $C$ is a constant depending only on $d$, on derivatives of $g$, and on the length $t_{\ell}-t_{0}$ of the interval.

In all our numerical tests we have chosen a sufficiently high precision for the computation of the integrals, so that the discretization error essentially stems from the rational approximation. For that reason we refrain from mentioning the superscript $\mathcal{D}$ in what follows; it should nevertheless be kept in mind.

In practice, we will always take a fixed value of $d$. This avoids Runge's phenomenon; see [10].

A result similar to Theorem 2.1 also holds in the case when the number of nodes $m$ is constant and $h$ shrinks. It will arise in the starting procedure, see section 3 , and also in the composite method, see section 4, where each integral involves a fixed number $n+1$ of nodes. If $g \in C^{d+2}\left[t_{0}, t_{m}\right]$, one obviously has for $\ell=0, \ldots, m$,

$$
\begin{equation*}
\left|\int_{t_{0}}^{t_{\ell}}\left(g(t)-r_{m}(t)\right) \mathrm{d} t\right| \leq \ell h \max _{t_{0} \leq t \leq t_{\ell}}\left|g(t)-r_{m}(t)\right| \leq C h^{d+2} \tag{2.9}
\end{equation*}
$$

where $C$ again is a constant that only depends on $d$, on derivatives of $g$, and on the length of the interval $\left[t_{0}, t_{m}\right]$, but not on the number of nodes involved. (We will denote such generic constants throughout the paper by $C$.) If $m-d$ is odd, the bound on the interpolation error, as given in [10, Thm. 2], involves an additional factor $m h$, so that one can expect an increase to $d+3$ of the order of the related quadrature rule, which is not the case for $m-d$ even.

To close this section, we present a bound on the weights in the above quadrature method; it will be used to prove the corresponding Theorem 1.5 for the rational quadrature method.

Proposition 2.2. Suppose $m$ and $d$, $d \leq m / 2-1$, are positive integers and let the nodes be equispaced. Then the quadrature weights (2.5) with the barycentric weights from (2.2) satisfy

$$
\begin{equation*}
\left|\omega_{k}^{(m)}\right| \leq C h, \quad k=0, \ldots, m \tag{2.10}
\end{equation*}
$$

where the constant $C$ does not depend on $m$.
Proof. We prove (2.10) for $0 \leq k \leq(m+1) / 2$, since the quadrature rule is symmetric; see [20, Thm. 6.3]. By the definition of the weights from (2.2),

$$
\begin{equation*}
\omega_{k}^{(m)}=\int_{t_{0}}^{t_{m}} \frac{\frac{\beta_{k}}{t-t_{k}}}{\sum_{j=0}^{m} \frac{\beta_{j}}{t-t_{j}}} \mathrm{~d} t=\frac{2^{d} \beta_{k}}{h^{d} d!} \int_{t_{0}}^{t_{m}} \frac{\frac{1}{t-t_{k}}}{\sum_{j=0}^{m-d} \lambda_{j}(t)} \mathrm{d} t \tag{2.11}
\end{equation*}
$$

where we switched from the barycentric to the original form (2.3); see [10, sect. 4] for the explicit relation between both expressions involving the $\lambda_{j}$ and the nonsimplified barycentric weights. To prove the result, we need to show that the integral in (2.11) behaves like $h^{d+1}$. We begin by looking at the two subintervals $\left[t_{k-1}, t_{k}\right]$ and $\left[t_{k}, t_{k+1}\right]$, provided they both exist:

$$
\int_{t_{k-1}}^{t_{k}} \frac{\frac{1}{t-t_{k}}}{\sum_{j=0}^{m-d} \lambda_{j}(t)} \mathrm{d} t=-\int_{t_{k-1}}^{t_{k}} \frac{t-t_{k-1}}{\left(t-t_{k-1}\right)\left(t_{k}-t\right) \sum_{j=0}^{m-d} \lambda_{j}(t)} \mathrm{d} t
$$

The denominator in the integrand of the above right-hand side can be bounded as

$$
\left(t-t_{k-1}\right)\left(t_{k}-t\right)\left|\sum_{j=0}^{m-d} \lambda_{j}(t)\right| \geq \frac{1}{d!h^{d-1}}
$$

see the proof of Theorem 1 in [7]. With the standard estimate of an integral, we obtain

$$
\left|\int_{t_{k-1}}^{t_{k}} \frac{\frac{1}{t-t_{k}}}{\sum_{j=0}^{m-d} \lambda_{j}(t)} \mathrm{d} t\right| \leq d!h^{d-1} \int_{t_{k-1}}^{t_{k}}\left(t-t_{k-1}\right) \mathrm{d} t=d!h^{d+1} / 2
$$

and similarly for $\left[t_{k}, t_{k+1}\right]$, so that we may ignore these subintervals in what follows. In a next step, we split the integral over the whole interval $\left[t_{0}, t_{m}\right]$ into three major parts, namely, $\left[t_{0}, t_{d+1}\right],\left[t_{d+1}, t_{m-d-1}\right]$, and $\left[t_{m-d-1}, t_{m}\right]$, and treat for each part the two cases when $t_{k}$ lies inside and outside. For the first major part, let $k \geq d+2$; then

$$
\int_{t_{0}}^{t_{d+1}} \frac{\frac{1}{t-t_{k}}}{\sum_{j=0}^{m-d} \lambda_{j}(t)} \mathrm{d} t=\frac{1}{\sum_{j=0}^{m-d} \lambda_{j}(\xi)} \int_{t_{0}}^{t_{d+1}} \frac{\mathrm{~d} t}{t-t_{k}}=\frac{-1}{\sum_{j=0}^{m-d} \lambda_{j}(\xi)} \log \left(\frac{k}{k-d-1}\right)
$$

for some $\xi \in\left[t_{0}, t_{d+1}\right]$, which follows from the mean value theorem for integrals, since $t-t_{k}$ does not change its sign in the interval under consideration. The logarithmic term is bounded from above by $\log (d+2)$ and the absolute value of the reciprocal of the sum of the $\lambda_{j}$ by $d!h^{d+1}$ (see [10]), so that

$$
\left|\int_{t_{0}}^{t_{d+1}} \frac{\frac{1}{t-t_{k}}}{\sum_{j=0}^{m-d} \lambda_{j}(t)} \mathrm{d} t\right| \leq d!h^{d+1} \log (d+2)
$$

If $k \in[0, d+1]$, then we also split this first part into three smaller ones, provided they arise, namely, $\left[t_{0}, t_{k-1}\right],\left[t_{k-1}, t_{k+1}\right]$, and $\left[t_{k+1}, t_{d+1}\right]$. The middle part has already been dealt with and the two others can be treated in a very similar way as above, so that the absolute value of the integrals can be shown to be bounded from above by $d!h^{d+1} \log (d+2)$ as well.

The third major part of the interval does not contain $t_{k}$ by assumption. The absolute value of the integral over that part can again be shown to be bounded by $d!h^{d+1} \log (d+2)$ in a similar fashion as above.

Only the middle major part remains to be treated. We reuse the following notation introduced in [20]:

$$
\Omega_{m}(t):=\int_{t_{d+1}}^{t} \frac{\mathrm{~d} s}{\sum_{j=0}^{m-d} \lambda_{j}(s)}, \quad t \in\left[t_{d+1}, t_{m-d-1}\right]
$$

As before, we begin with the case $k \leq d$ and now apply integration by parts:

$$
\int_{t_{d+1}}^{t_{m-d-1}} \frac{\frac{1}{t-t_{k}}}{\sum_{j=0}^{m-d} \lambda_{j}(t)} \mathrm{d} t=\frac{\Omega_{m}\left(t_{m-d-1}\right)}{t_{m-d-1}-t_{k}}+\int_{t_{d+1}}^{t_{m-d-1}} \frac{\Omega_{m}(t)}{\left(t-t_{k}\right)^{2}} \mathrm{~d} t
$$

With the hypothesis on $d$, the assumption on $k$ made here, and similar arguments as in the proof of Theorem 6.1 in [20], the absolute value of the first term on the right-hand side may be bounded from above by $C h^{d+1}$ with a constant $C$ that does not depend on $m$. For the second term, we observe that $\left(t-t_{k}\right)^{2}$ is positive, so that we may again apply the mean value theorem for integrals and, after a few basic computations, bound the absolute value of that term by $\left|\Omega_{m}(\xi)\right| / h$ for some $\xi \in\left[t_{d+1}, t_{m-d-1}\right]$. It was shown in [12] that $\left|\Omega_{m}(\xi)\right|$ is bounded by $C h^{d+2}$. Therefore, this second major part is also bounded by $C h^{d+1}$ if $k \notin\left[t_{d+1}, t_{m-d-1}\right]$. Otherwise, we split it into three others, as we did with the first major part, and apply partial integration and similar arguments as for the previous case for $k$, to draw the same conclusion. From (2.11) and the bounds on the three major parts of the integral in that equation, the claimed bound on $\left|\omega_{k}^{(m)}\right|$ follows.
3. The global method. Let $T_{N}=\left\{a=t_{0}, \ldots, t_{N}=T\right\}$ be a uniform partition of the given interval $I$ with the step length $h=\frac{T-a}{N}, N \in \mathbb{N}$, as in section 1. Applying the linear barycentric rational quadrature formula (2.6) to the integral part of (1.1) yields for $m=n+1, \ldots, N$,

$$
\begin{equation*}
y_{m}=f\left(t_{m}\right)+\sum_{k=0}^{m} \omega_{k}^{(m)} K\left(t_{m}, t_{k}, y_{k}\right), \quad \text { with } \quad \omega_{k}^{(m)}=\int_{t_{0}}^{t_{m}} \frac{\frac{\beta_{k}}{s-t_{k}}}{\sum_{j=0}^{m} \frac{\beta_{j}}{s-t_{j}}} \mathrm{~d} s \tag{3.1}
\end{equation*}
$$

for the approximation $y_{m}$ of the exact value $y\left(t_{m}\right)$. To comply with (1.2), we define here $w_{k}^{(m)}:=\omega_{k}^{(m)} / h$.

As mentioned in the introduction, a starting procedure must be devised to guarantee the adequate accuracy of the first approximate values $y_{0}, \ldots, y_{n}$. We obtain $y_{m}$, $m \leq n$, by approximating the integral from $t_{0}$ to $t_{m}$ on its turn with a barycentric rational quadrature formula (2.6) with the $n+1$ mesh points $t_{0}, \ldots, t_{n}$. The parameter $d$ is thus bounded by $n$, see (2.9), which is not a restriction, since $n$ can be chosen accordingly to the choice of $d$, and $d$ is usually not taken larger than about 20. This yields the system of equations

$$
\begin{align*}
y_{0} & =f\left(t_{0}\right), \\
y_{m} & =f\left(t_{m}\right)+h \sum_{k=0}^{n} w_{k}^{(m)} K\left(t_{m}, t_{k}, y_{k}\right), \quad m=1, \ldots, n, \tag{3.2}
\end{align*}
$$

for $y_{1}, \ldots, y_{n}$, where the quadrature weights for the starting procedure must be taken as

$$
\begin{equation*}
\omega_{k}^{(m)}:=\int_{t_{0}}^{t_{m}} \frac{\frac{\beta_{k}}{s-t_{k}}}{\sum_{j=0}^{n} \frac{\beta_{j}}{s-t_{j}}} \mathrm{~d} s, \quad k=0, \ldots, n \tag{3.3}
\end{equation*}
$$

and the $\beta_{j}$ depend on $n$, not on $m$.
We now study the convergence of this rational global method for Volterra integral equations of the second kind. We begin with the convergence of the starting values.

Theorem 3.1. Let $\mathbf{y}_{n}=\left(y_{0}, \ldots, y_{n}\right)^{T}$ be the approximate starting values, given by the system (3.2) with the errors $\mathbf{e}_{n}=\left(e_{0}, \ldots, e_{n}\right)^{T}$, and assume that $f \in C^{d+2}(I)$ and $K \in C^{d+2}(\Omega)$ in (1.1) with $d \leq n$. Then, as $h \rightarrow 0$, the maximum error $\left\|\mathbf{e}_{n}\right\|_{\infty} \rightarrow$ 0 as $\mathcal{O}\left(h^{d+2}\right)$.

Proof. Theorem 1.1 with the assumptions on $f$ and $K$ imply that $y \in C^{d+2}(I)$. Applying the linear barycentric rational quadrature formula (2.6) to the integral part of (1.1) yields at $t=t_{m}$

$$
\begin{align*}
y\left(t_{m}\right) & =f\left(t_{m}\right)+\int_{a}^{t_{m}} K\left(t_{m}, s, y(s)\right) \mathrm{d} s \\
& =f\left(t_{m}\right)+h \sum_{k=0}^{n} w_{k}^{(m)} K\left(t_{m}, t_{k}, y\left(t_{k}\right)\right)+R_{m}, \quad m=1, \ldots, n \tag{3.4}
\end{align*}
$$

where $R_{m}$ is the quadrature error, $R_{0}=0$, and $R_{m}=\mathcal{O}\left(h^{d+2}\right)$, which follows from (2.9) with Theorem 1.1 and Theorem 2 of [10]. Subtracting (3.2) from (3.4) gives

$$
\begin{align*}
e_{m} & =h \sum_{k=0}^{n} w_{k}^{(m)}\left[K\left(t_{m}, t_{k}, y\left(t_{k}\right)\right)-K\left(t_{m}, t_{k}, y_{k}\right)\right]+R_{m} \\
& =h \sum_{k=0}^{n} w_{k}^{(m)} \frac{\partial}{\partial y} K\left(t_{m}, t_{k}, \xi_{k}\right) e_{k}+R_{m}, \quad m=1, \ldots, n \tag{3.5}
\end{align*}
$$

where we used the mean value theorem with $\xi_{k}$ between $y\left(t_{k}\right)$ and $y_{k}$. To write this in vector form, we introduce the matrix $\mathbf{W}_{n}:=\left(w_{m, k}\right)_{k, m=0}^{n}$, whose entries are given by $w_{m, k}=w_{k}^{(m)} \frac{\partial}{\partial y} K\left(t_{m}, t_{k}, \xi_{k}\right)$. Then (3.5) may be written as

$$
\begin{equation*}
\left(\mathbf{I}_{n}-h \mathbf{W}_{n}\right) \mathbf{e}_{n}=\mathbf{R}_{n} \tag{3.6}
\end{equation*}
$$

where $\mathbf{R}_{n}:=\left(R_{0}, \ldots, R_{n}\right)^{T}$ and $\mathbf{I}_{n}$ is the $(n+1) \times(n+1)$ identity matrix. Note that we take the exact solution at the left end of the interval, so that $e_{0}=0$.

We now show that the matrix $h \mathbf{W}_{n}$ may be made smaller than 1 in norm by choosing $h$ small enough. To this end, we rewrite the quadrature weights (3.3) with the change of variable $v=(s-a) /(m h)$ as

$$
\begin{equation*}
\omega_{k}^{(m)}=m h \int_{0}^{1} \frac{\frac{\beta_{k}}{v m-k}}{\sum_{j=0}^{n} \frac{\beta_{j}}{v m-j}} \mathrm{~d} v . \tag{3.7}
\end{equation*}
$$

Notice that in the starting procedure, $n$ is fixed and only $h$ is variable. Thus the $(n+1)^{2}$ weights $w_{k}^{(m)}=\omega_{k}^{(m)} / h$ have a maximum absolute value, and also the $\frac{\partial}{\partial y} K\left(t_{m}, t_{k}, \xi_{k}\right)$ because of the differentiability hypothesis on $K$, so that there is a constant $V_{1}$ such that $\left\|\mathbf{W}_{n}\right\|_{\infty} \leq V_{1} n$. Since $n$ is fixed, $h\left\|\mathbf{W}_{n}\right\|_{\infty}$ may be made as small as necessary by diminishing $h$. With $h$ small enough and by a well-known result (e.g., [1, Thm. 7.11]), $\mathbf{I}_{n}-h \mathbf{W}_{n}$ in (3.6) is nonsingular, so that

$$
\mathbf{e}_{n}=\left(\mathbf{I}_{n}-h \mathbf{W}_{n}\right)^{-1} \mathbf{R}_{n}
$$

and there is a constant $V_{2}$ such that

$$
\left\|\left(\mathbf{I}_{n}-h \mathbf{W}_{n}\right)^{-1}\right\|_{\infty} \leq \frac{1}{1-h\left\|\mathbf{W}_{n}\right\|_{\infty}} \leq V_{2}
$$

Therefore $\left\|\mathbf{e}_{n}\right\|_{\infty} \leq V_{2}\left\|\mathbf{R}_{n}\right\|_{\infty}=\mathcal{O}\left(h^{d+2}\right)$.

Our main theorem now follows from Theorems 1.5, 2.1, and 3.1 and Proposition 2.2. We observe that, in order for the consistency condition in Theorem 1.5 to hold, Theorem 2.1 requires $f \in C^{d+3}(I)$ and $K \in C^{d+3}(\Omega)$; see Theorem 1.1. Notice that an argument similar to the discussion accompanying (2.9) also holds for the computation of the first few $y_{m}$ with $m>n$, so that $d \leq n+1$ is the only restriction on $d$ for the claimed order of convergence to hold.

Theorem 3.2. Let $n$ and $d$, $d \leq n+1$, be positive integers, let the nodes be equispaced, and $f \in C^{d+3}(I)$ and $K \in C^{d+3}(\Omega)$ in (1.1). Consider the approximate solution of (1.1) by (3.1) and (3.2). If the parameter in the computation of the starting values is at least $d-1$ and the consecutive approximations are computed with parameter $d$, then the method is convergent of order $d+2$.

We can construct an infinitely smooth approximate solution on the whole interval $[a, T]$ by interpolating the discrete approximations $y_{0}, \ldots, y_{N}$ with a linear barycentric rational interpolant (2.1) and the weights from (2.2). Under the hypotheses of Theorem 3.2 and with the choice $d+1$ of the parameter in that interpolant, the absolute maximum error of that global approximation $r_{N}$ will behave as

$$
\begin{align*}
\left\|y-r_{N}\right\|_{\infty} \leq & \max _{a \leq t \leq T}\left|y(t)-\frac{\sum_{j=0}^{N} \frac{\beta_{j}}{t-t_{j}} y\left(t_{j}\right)}{\sum_{j=0}^{N} \frac{\beta_{j}}{t-t_{j}}}\right| \\
& +\max _{a \leq t \leq T}\left|\frac{\sum_{j=0}^{N} \frac{\beta_{j}}{t-t_{j}} y\left(t_{j}\right)}{\sum_{j=0}^{N} \frac{\beta_{j}}{t-t_{j}}}-\frac{\sum_{j=0}^{N} \frac{\beta_{j}}{t-t_{j}} y_{j}}{\sum_{j=0}^{N} \frac{\beta_{j}}{t-t_{j}}}\right| \\
\leq & C h^{d+2}+\Lambda_{N} \max _{0 \leq j \leq N}\left|y\left(t_{j}\right)-y_{j}\right| \\
\leq & C \log (N) h^{d+2}, \tag{3.8}
\end{align*}
$$

where $\Lambda_{N}$ is the Lebesgue constant associated with $r_{N}$ (see (2.7)), which grow logarithmically with $N$, and $C$ again is a generic constant that does not depend on $N$. The order of convergence of the rational interpolant of the exact values of $y$ to $y$ is guaranteed by the hypotheses of Theorem 3.2 together with Theorem 1.1.
4. A composite method. As mentioned in section 3, the global method requires computing $m+1$ new quadrature weights for every $y_{m}$. Since the number $N$ of integrals increases like $1 / h$ as $h$ decreases, the computational cost of these weights grows with $N$. To remedy this, we present a cheaper method, based on composite linear barycentric rational quadrature, to obtain an approximate solution of (1.1) with a simpler structure while retaining good approximation properties.

Let $T_{N}$ again be a uniform partition of the interval $I$. To define our composite rational quadrature rule over an interval $\left[a, t_{m}\right]$ with $m \leq N$, we choose a value of the parameter $d$, a fixed number $n$ of nodes with $d \leq n \leq m / 2$ for the local quadrature rule, and we set $p:=\lfloor m / n\rfloor-1$. It can easily be seen from (3.7) that the quadrature weights $w_{k}^{(m)}$ are scale and translation invariant. We may therefore approximate a definite integral with the following composite rule:

$$
\begin{align*}
\int_{t_{0}}^{t_{m}} g(t) \mathrm{d} t & =\sum_{j=0}^{p-1} \int_{t_{j n}}^{t_{(j+1) n}} g(t) \mathrm{d} t+\int_{t_{p n}}^{t_{m}} g(t) \mathrm{d} t \\
& \approx h \sum_{j=0}^{p-1} \sum_{k=0}^{n} w_{k}^{(n)} g\left(t_{j n+k}\right)+h \sum_{k=0}^{m-p n} w_{k}^{(m-p n)} g\left(t_{p n+k}\right) . \tag{4.1}
\end{align*}
$$

The last sum is longer, in fact, up to twice as long, than the others to guarantee similar approximation and stability properties over the whole interval. From this construction and since each local quadrature formula has an error $\mathcal{O}\left(h^{d+2}\right)$, if $g \in C^{d+2}\left[t_{0}, t_{m}\right]$, see (2.9), $n$ is fixed, and there are $p+1=\mathcal{O}\left(h^{-1}\right)$ integrals to be computed; this composite rule behaves as follows.

Proposition 4.1. Suppose $m, n, n \leq m$, and $d$, $d \leq n$, are positive integers, $g \in C^{d+2}\left[t_{0}, t_{m}\right]$. Then the absolute error in the approximation of the integral of $g$ with the composite quadrature rule (4.1) and equispaced nodes is bounded by $\mathrm{Ch}^{d+1}$, where the constant $C$ depends only on $d$, on derivatives of $g$, and on the interval length $t_{m}-a$.

Moreover, if $n-d$ is odd, one can expect the order of convergence to be up to one unit larger than stated above, for the reasons mentioned just after (2.9).

The composite method for the solution of the Volterra integral equation of the second kind (1.1) is now quite simple. The starting procedure described in section 3 remains unchanged, so that the starting values are again given by the solution of the system (3.2). Thereafter, for the computation of $y_{m}$ for $n<m<2 n$, we continue in the same way as with the global method from section 3 . Only for $m \geq 2 n$ do we start applying the composite quadrature rule to the integral part of (1.1) as in (4.1), with the same $n$ as for the starting procedure, so that
$y_{m}=f\left(t_{m}\right)+h \sum_{j=0}^{p-1} \sum_{k=0}^{n} w_{k}^{(n)} K\left(t_{m}, t_{j n+k}, y_{j n+k}\right)+h \sum_{k=0}^{m-p n} w_{k}^{(m-p n)} K\left(t_{m}, t_{p n+k}, y_{p n+k}\right)$.
The composite method is very similar to the global one, except that the order of consistency is typically one less than that of the global method under the same hypotheses. Consequently, the following result can be proved with the same ingredients as Theorem 3.2 and the help of Proposition 4.1.

Theorem 4.2. Let $n$ and $d$, $d \leq n$, be positive integers, let the nodes be equispaced, and let $f \in C^{d+2}(I)$ and $K \in C^{d+2}(\Omega)$ in (1.1). Consider the approximate solution of (1.1) by (3.2) and the composite method (4.2). If the parameter in the computation of the starting values is at least $d-1$ and if the subsequent approximations are computed with parameter $d$, then the method is convergent of order $d+1$.

Again, the order might be up to one unit larger if $n-d$ is odd and $n \geq 2(d+1)$. Here also, an infinitely smooth approximate solution can be obtained by interpolating the discrete approximations $y_{0}, \ldots, y_{N}$ by a linear barycentric rational interpolant with the parameter $d$ if $n-d$ is even, and $d+1$ otherwise, provided $f$ and $K$ are sufficiently smooth. The reason for this choice of parameter can easily be deduced from (3.8).
5. Hybrid methods. A natural question about the methods presented in sections 3 and 4 is how they compare with some existing ones. Among those requiring only a sample of values of $f$ and $K$ at equispaced nodes, Gregory quadrature is well suited for such a comparison. However, it does not yield a starting procedure using only such values: more sophisticated methods are usually used, such as Runge-Kutta ones [18]. The quality of the results with our linear rational methods leads us to suggest hybrid methods, consisting of our rational starting procedure combined with any other efficient quadrature method for equispaced nodes. The resulting values can then again be interpolated with a linear rational interpolant.

The convergence of such a method simply follows from weak assumptions on the quadrature rule used after the starting procedure.

Proposition 5.1. Let $Q$ be the quadrature rule that defines the hybrid method, with bounded quadrature weights. Let $n$ and $d, d \leq n$, be positive integers, let the nodes be equispaced, let $f \in C^{d+1}(I)$ and $K \in C^{d+1}(\Omega)$ in (1.1), and let $f$ and $K$ fulfill the conditions for $Q$ to have convergence order $d+2$. Consider the approximate solution of (1.1) by (3.2) and the quadrature rule $Q$. If the parameter in the computation of the starting values is at least $d-1$, then the hybrid method is convergent of order $d+2$.

The hybrid method that we will use in the following section is based on Gregory quadrature; see [15] for an explicit construction and [22, 23] for elegant error bounds. To every order of convergence $D$ there corresponds a Gregory rule. According to Proposition 5.1 and [22, 23], for the corresponding hybrid method to converge with order $d+2$, it is sufficient that $f \in C^{d+2}(I)$ and $K \in C^{d+2}(\Omega)$. The quadrature weights are bounded for any such order $D$, since the quadrature weights are all equal to 1 except those $2 D-2$ corresponding to the nodes near the extremities of the interval, if the number of nodes is larger than $2 D-2$. This method is now quite efficient; the weights can be computed with next to no effort, the order can be made fairly large, and the regularity conditions on $f$ and $K$ are relatively low. Methods based on Gregory rules have a long tradition; see, e.g., [11, 26].
6. Numerical experiments. In this section we present some numerical results of our global and composite methods, with various values of $d$, $n$, and $N$, applied to linear and nonlinear Volterra integral equations, to demonstrate the efficiency and accuracy of the schemes. We add the results from the hybrid method with the Gregory quadrature rule and the same parameters. The weights in the Gregory quadrature rule were computed with a short code given in course notes by Bengt Fornberg. Our main goal in displaying the results with the hybrid method is to provide a well-studied method of reference except for the starting procedure - to situate the performance of the rational method among existing ones. For a given choice of the parameter $d$, the starting values are computed with parameter $d-1$, since this is sufficient according to the hypotheses of Theorems 3.2 and 4.2. Notice that the regularity of $f$ and $K$ only gives an upper bound on $d$, in addition to the one from the number of nodes, and that $d$ can be chosen much smaller if necessary, e.g., to guarantee stability. The interpolation of the discrete approximation of the solution is carried out with parameter $d+1$ except for the composite method when $n-d$ is even. For every example, the approximation quality is revealed via $e_{S}$, the maximal absolute error of the approximation of the $n+1$ starting values, and $e_{N}$, the error at $t=t_{N}$, the extremity of the whole interval. To convey an impression of the approximation throughout the interval, we also display in the tables the maximal absolute error $e_{I}$ of the interpolation of the approximations $y_{m}, m=0, \ldots, N$, evaluated at about 3000 equispaced points of the interval. In the rows labeled $W$, we give $\left\|\mathbf{W}_{n}\right\|_{\infty}$ from the proof of Theorem 3.1, which is sufficiently small in all our examples, so that the order of convergence predicted by Theorem 3.1 for the staring values can actually be observed in practice. Moreover, we display the respective experimental approximation orders, $O_{S}$ for the starting procedure, $O_{N}$ for the approximation of $y\left(t_{N}\right)$, and $O_{I}$ for the interpolation. We took advantage of Chebfun for the computation of the quadrature weights; see the appendix for the corresponding code.

As a first example, we consider the integral equation

$$
\begin{equation*}
y(t)=f(t)+\int_{-1}^{t} \frac{1+25 t^{2}}{1+25 s^{2}} y(s) \mathrm{d} s, \quad t \in[-1,1] \tag{6.1}
\end{equation*}
$$

Table 6.1
Numerical results for example (6.1) with $d=3$ and $n=4$.

| $N$ |  | 10 | 20 | 40 | 80 | 160 | 320 | 640 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Starting | $e_{S}$ | $1.8 \mathrm{e}-02$ | $6.4 \mathrm{e}-05$ | $1.6 \mathrm{e}-06$ | $7.3 \mathrm{e}-08$ | $4.0 \mathrm{e}-09$ | $2.3 \mathrm{e}-10$ | $1.4 \mathrm{e}-11$ |
|  | $O_{S}$ |  | 8.1 | 5.3 | 4.5 | 4.2 | 4.1 | 4.0 |
|  | $W$ | 2.2 | 2.5 | 3.2 | 3.6 | 3.8 | 3.9 | 4.0 |
| Global | $e_{N}$ | $1.4 \mathrm{e}-00$ | $3.4 \mathrm{e}-02$ | $6.8 \mathrm{e}-05$ | $1.4 \mathrm{e}-08$ | $3.5 \mathrm{e}-10$ | $1.0 \mathrm{e}-11$ | $3.1 \mathrm{e}-13$ |
|  | $O_{N}$ |  | 5.4 | 9.0 | 12.3 | 5.3 | 5.1 | 5.0 |
|  | $e_{I}$ | $1.4 \mathrm{e}-00$ | $3.4 \mathrm{e}-02$ | $1.5 \mathrm{e}-04$ | $4.5 \mathrm{e}-06$ | $1.4 \mathrm{e}-07$ | $4.5 \mathrm{e}-09$ | $1.4 \mathrm{e}-10$ |
|  | $O_{I}$ |  | 5.4 | 7.8 | 5.1 | 5.0 | 5.0 | 5.0 |
| Composite | $e_{N}$ | $2.1 \mathrm{e}-00$ | $2.8 \mathrm{e}-01$ | $9.6 \mathrm{e}-03$ | $4.0 \mathrm{e}-05$ | $9.9 \mathrm{e}-10$ | $3.8 \mathrm{e}-11$ | $1.2 \mathrm{e}-12$ |
|  | $O_{N}$ |  | 2.9 | 4.9 | 7.9 | 15.3 | 4.7 | 4.9 |
|  | $e_{I}$ | $2.1 \mathrm{e}-00$ | $2.8 \mathrm{e}-01$ | $9.6 \mathrm{e}-03$ | $4.0 \mathrm{e}-05$ | $3.9 \mathrm{e}-07$ | $4.5 \mathrm{e}-08$ | $4.7 \mathrm{e}-10$ |
|  | $O_{I}$ |  | 2.9 | 4.9 | 7.9 | 6.7 | 4.8 | 5.0 |
| Hybrid | $e_{N}$ | $5.2 \mathrm{e}-01$ | $2.0 \mathrm{e}-03$ | $1.3 \mathrm{e}-07$ | $5.0 \mathrm{e}-09$ | $2.4 \mathrm{e}-10$ | $8.3 \mathrm{e}-12$ | $2.7 \mathrm{e}-13$ |
|  | $O_{N}$ |  | 8.0 | 13.9 | 4.7 | 4.4 | 4.8 | 4.9 |
|  | $e_{I}$ | $5.3 \mathrm{e}-01$ | $4.6 \mathrm{e}-03$ | $2.2 \mathrm{e}-04$ | $7.9 \mathrm{e}-06$ | $2.5 \mathrm{e}-07$ | $8.0 \mathrm{e}-09$ | $2.5 \mathrm{e}-10$ |
|  | $O_{I}$ |  | 6.8 | 4.6 | 4.8 | 4.9 | 5.0 | 5.0 |

where

$$
f(t)=\frac{1}{1+25 t^{2}}-\frac{t}{2}-\left(1+25 t^{2}\right)\left(\frac{1}{10} \arctan (5 t)+\frac{1}{10} \arctan (5)+\frac{1}{52}\right)
$$

The solution is Runge's function $y(t)=1 /\left(1+25 t^{2}\right)$. Table 6.1 shows the numerical results with $d=3$ and $n=4$. Since $n-d$ is odd, we took the parameter $d+1$ for the interpolation of the values obtained with our methods. The errors decrease with $N$ until about machine precision, as predicted by the theoretical results, and there is no Runge phenomenon, which does not occur with this kind of rational interpolants and fixed $d$ (see [10]), nor with the Gregory rule. The starting values are approximated with parameter $d_{S}=2$, and the observed order is 4 , which is $d_{S}+2$, as one should expect from Theorem 3.1. The errors by the global method decrease with order 5, as well as their interpolation with $d=4$, as predicted by Theorem 3.2 and the remark following it. The composite method and the interpolation with $d=4$ of the discrete solution behave similarly since $n-d$ is odd (see Theorem 4.2), but with slightly larger errors. The errors with the hybrid method are similar to those with the rational methods for large $N$ and even smaller with low values of $N$; the order is about 5 as given by Theorem 5.1 applied to this particular method. The computation time with the composite and hybrid methods is significantly shorter than with the global one, though. With this example the absolute error in the $y_{m}$ is maximal in the middle of the interval, where Runge's function has its maximal curvature.

Next we study the classical test example from [8, Tab. 8.2.3a],

$$
\begin{equation*}
y(t)=\frac{1}{2} t^{2} e^{-t}+\frac{1}{2} \int_{0}^{t}(t-s)^{2} e^{s-t} y(s) \mathrm{d} s, \quad t \in[0,6] \tag{6.2}
\end{equation*}
$$

with the exact solution $y(t)=\frac{1}{3}\left(1-e^{-\frac{3}{2} t}\left(\cos \left(\frac{\sqrt{3}}{2} t\right)+\sqrt{3} \sin \left(\frac{\sqrt{3}}{2} t\right)\right)\right)$. We display the results from our methods with $d=3$ and $n=7$ in Table 6.2 . Again, they match the theoretical expectations very well. This time, $n-d$ is even and therefore the order with the composite method is only 4 . Our methods give similar results as in [8] and remain stable even with large numbers of nodes.

Table 6.2
Numerical results for example (6.2) with $d=3$ and $n=7$.

| $N$ |  | 10 | 20 | 40 | 80 | 160 | 320 | 640 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Starting | $e_{S}$ | $2.0 \mathrm{e}-01$ | $1.4 \mathrm{e}-03$ | $3.4 \mathrm{e}-05$ | $1.1 \mathrm{e}-06$ | $3.9 \mathrm{e}-08$ | $1.4 \mathrm{e}-09$ | $4.6 \mathrm{e}-11$ |
|  | $O_{S}$ |  | 7.1 | 5.4 | 5.0 | 4.8 | 4.8 | 4.9 |
|  | $W$ | $1.4 \mathrm{e}+01$ | $1.2 \mathrm{e}-00$ | $6.0 \mathrm{e}-01$ | $2.2 \mathrm{e}-01$ | $6.6 \mathrm{e}-02$ | $1.8 \mathrm{e}-02$ | $4.8 \mathrm{e}-03$ |
| Global | $e_{N}$ | $6.6 \mathrm{e}-02$ | $4.2 \mathrm{e}-04$ | $9.5 \mathrm{e}-06$ | $2.5 \mathrm{e}-07$ | $6.6 \mathrm{e}-09$ | $1.8 \mathrm{e}-10$ | $5.3 \mathrm{e}-12$ |
|  | $O_{N}$ |  | 7.3 | 5.5 | 5.3 | 5.2 | 5.2 | 5.1 |
|  | $e_{I}$ | $2.4 \mathrm{e}-01$ | $2.0 \mathrm{e}-03$ | $6.2 \mathrm{e}-05$ | $2.4 \mathrm{e}-06$ | $8.8 \mathrm{e}-08$ | $3.2 \mathrm{e}-09$ | $1.1 \mathrm{e}-10$ |
|  | $O_{I}$ |  | 6.9 | 5.0 | 4.7 | 4.7 | 4.8 | 4.8 |
| Composite | $e_{N}$ | $6.6 \mathrm{e}-02$ | $4.3 \mathrm{e}-04$ | $9.3 \mathrm{e}-06$ | $4.7 \mathrm{e}-07$ | $2.9 \mathrm{e}-08$ | $1.9 \mathrm{e}-09$ | $1.3 \mathrm{e}-10$ |
|  | $O_{N}$ |  | 7.3 | 5.2 | 4.6 | 3.8 | 4.0 | 3.8 |
|  | $e_{I}$ | $2.2 \mathrm{e}-01$ | $2.1 \mathrm{e}-03$ | $8.7 \mathrm{e}-05$ | $4.6 \mathrm{e}-06$ | $2.6 \mathrm{e}-07$ | $1.5 \mathrm{e}-08$ | $9.1 \mathrm{e}-10$ |
|  | $O_{I}$ |  | 6.7 | 4.6 | 4.2 | 4.1 | 4.1 | 4.1 |
| Hybrid | $e_{N}$ | $6.6 \mathrm{e}-02$ | $4.6 \mathrm{e}-04$ | $1.2 \mathrm{e}-05$ | $3.8 \mathrm{e}-07$ | $1.2 \mathrm{e}-08$ | $3.6 \mathrm{e}-10$ | $1.1 \mathrm{e}-11$ |
|  | $O_{N}$ |  | 7.2 | 5.2 | 5.0 | 5.0 | 5.0 | 5.0 |
|  | $e_{I}$ | $2.4 \mathrm{e}-01$ | $2.0 \mathrm{e}-03$ | $5.8 \mathrm{e}-05$ | $2.0 \mathrm{e}-06$ | $6.9 \mathrm{e}-08$ | $2.3 \mathrm{e}-09$ | $7.2 \mathrm{e}-11$ |
|  | $O_{I}$ |  | 6.9 | 5.1 | 4.8 | 4.9 | 4.9 | 5.0 |

Table 6.3
Numerical results for example (6.3) with $d=6$ and $n=8$.

| $N$ |  | 10 | 20 | 40 | 80 | 160 | 320 | 640 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Starting | $e_{S}$ | $1.8 \mathrm{e}-00$ | $1.4 \mathrm{e}-03$ | $2.0 \mathrm{e}-06$ | $5.0 \mathrm{e}-09$ | $1.6 \mathrm{e}-11$ | $5.4 \mathrm{e}-14$ | $4.4 \mathrm{e}-16$ |
|  | $O_{S}$ |  | 10.4 | 9.4 | 8.7 | 8.3 | 8.2 | 6.9 |
|  | $W$ | 107.6 | 12.4 | 5.4 | 3.8 | 4.2 | 4.6 | 4.9 |
| Global | $e_{N}$ | $2.4 \mathrm{e}-01$ | $2.0 \mathrm{e}-04$ | $3.4 \mathrm{e}-07$ | $2.9 \mathrm{e}-09$ | $1.4 \mathrm{e}-11$ | $6.2 \mathrm{e}-14$ | $3.1 \mathrm{e}-15$ |
|  | $O_{N}$ |  | 10.2 | 9.2 | 6.9 | 7.7 | 7.9 | 4.3 |
|  | $e_{I}$ | $2.1 \mathrm{e}-00$ | $1.5 \mathrm{e}-03$ | $2.2 \mathrm{e}-06$ | $8.8 \mathrm{e}-09$ | $5.1 \mathrm{e}-11$ | $2.9 \mathrm{e}-13$ | $1.2 \mathrm{e}-14$ |
|  | $O_{I}$ |  | 10.5 | 9.4 | 8.0 | 7.4 | 7.5 | 4.5 |
| Composite | $e_{N}$ | $2.4 \mathrm{e}-01$ | $2.0 \mathrm{e}-04$ | $2.9 \mathrm{e}-07$ | $2.2 \mathrm{e}-09$ | $8.7 \mathrm{e}-12$ | $3.0 \mathrm{e}-14$ | $1.8 \mathrm{e}-15$ |
|  | $O_{N}$ |  | 10.2 | 9.4 | 7.0 | 8.0 | 8.2 | 4.1 |
|  | $e_{I}$ | $2.1 \mathrm{e}-00$ | $1.5 \mathrm{e}-03$ | $2.2 \mathrm{e}-06$ | $7.2 \mathrm{e}-09$ | $3.0 \mathrm{e}-11$ | $2.0 \mathrm{e}-13$ | $1.2 \mathrm{e}-14$ |
|  | $O_{I}$ |  | 10.5 | 9.4 | 8.3 | 7.9 | 7.2 | 4.1 |
| Hybrid | $e_{N}$ | $2.4 \mathrm{e}-01$ | $1.4 \mathrm{e}-04$ | $9.2 \mathrm{e}-07$ | $6.4 \mathrm{e}-09$ | $3.1 \mathrm{e}-11$ | $1.4 \mathrm{e}-13$ | $4.4 \mathrm{e}-16$ |
|  | $O_{N}$ |  | 10.7 | 7.3 | 7.2 | 7.7 | 7.8 | 8.2 |
|  | $e_{I}$ | $2.2 \mathrm{e}-00$ | $1.6 \mathrm{e}-03$ | $2.9 \mathrm{e}-06$ | $9.5 \mathrm{e}-09$ | $3.7 \mathrm{e}-11$ | $1.5 \mathrm{e}-13$ | $8.4 \mathrm{e}-15$ |
|  | $O_{I}$ |  | 10.5 | 9.1 | 8.3 | 8.0 | 8.0 | 4.1 |

We also studied the classical nonlinear Volterra integral equation

$$
\begin{equation*}
y(t)=e^{-t}+\int_{0}^{t} e^{s-t}\left(y(s)+e^{-y(s)}\right) \mathrm{d} s, \quad t \in[0,10] \tag{6.3}
\end{equation*}
$$

from $[8,19]$ with the exact solution $y(t)=\log (t+e)$. To solve the nonlinear system for the starting values and the nonlinear equations for the subsequent approximations, we used Newton's method, which is applicable, since we anyway need to impose enough differentiability of the involved functions to satisfy the hypotheses of our theoretical results. Table 6.3 shows the absolute errors and the estimated approximation orders of the proposed methods with $d=6$ and $n=8$. Here we achieve higher orders than in the cited references. Moreover, the errors with the composite method are at least as small as those obtained from the global and hybrid methods and, due to the high order, they reach machine precision with $N=640$, which explains some smaller experimental orders in the last column of the table.

The presented methods can also handle oscillatory kernels; we emphasize, however, that there are more efficient methods for highly oscillatory problems; see, e.g., [30].


Fig. 6.1. Numerical results for example (6.4) with $n=15$ and $d=9$, where $e_{S}$ is the error in the starting values, the superscript $(H)$ refers to the hybrid method and $(C)$ to the composite method, and the subscript $N$ refers to the error in the final value $y_{N}$ and $I$ to the error of the interpolated numerical solution.

We studied the equation

$$
\begin{equation*}
y(t)=\cos (\omega t)+\frac{\lambda}{\omega^{2}-\lambda^{2}}(\cos (\omega t)-\cos (\lambda t))+\int_{0}^{t} \sin (\lambda(t-s)) y(s) d s, \quad t \in[0,2], \tag{6.4}
\end{equation*}
$$

with $\omega=50$ and $\lambda=100$, whose exact solution is $y(t)=\cos (\omega t)$. The function $f$ and the kernel are very smooth, so that we can choose rather large values of the parameters: we took $n=15$ and $d=9$. For this example, we compared the composite method with the hybrid one, since a relatively large number of nodes was necessary to make the error decrease to nearly machine precision, and the global rational method was too expensive for that. The results for increasing values of $N$ are shown in Figure 6.1. As soon as the number of nodes is sufficiently large, the errors decrease rapidly. We observe again the similarity in the quality of approximation of the two methods.

The theoretical results in sections $3-5$ show that the order of convergence of the method is limited by the differentiability of the function $f$ and of the kernel $K$. We demonstrate this by means of the equation

$$
\begin{equation*}
y(t)=f(t)+\int_{0}^{t} \cos (t+s) y(s) \mathrm{d} s, \quad t \in[0,1] \tag{6.5}
\end{equation*}
$$

where $f(t)$ is given by (1.1) and the exact solution by $y(t)=(t-c)^{3}, 0 \leq t \leq c$, and $y(t)=(t-c)^{4}, c<t \leq 1$. In (6.5), $f$ and $y$ are only twice continuously differentiable with a third derivative of bounded variation. In our tests, we took $n=10, d=5$, and $c=\sqrt{2} / 6$ to avoid that the discontinuity be on a node, and to have it close enough to the left extremity of the interval, so that one can see two different error behaviors in


Fig. 6.2. Numerical results for example (6.5) with $n=10$ and $d=5$, where the meaning of the labels is the same as in Figure 6.1, except for the superscript $(G)$, which refers to the global rational method.
the starting values $y_{1}, \ldots, y_{n}$; see Figure 6.2. Indeed, as long as the starting procedure involves nodes on each side of the singularity $t=c$, the order is small because of the limited smoothness of $f$. Once $h$ is small enough, the starting procedure only involves nodes to the left of the singularity, where $f$ is infinitely smooth, and the observed order in the starting values is $d+1=6$, as predicted by the theory for that case. The order of the interpolation of the overall solution is 3 , while that of the values given by the three methods at the end of the interval is somewhat larger than 3, even a bit larger than what our theoretical results predict in this case; one can nevertheless clearly see the impact of the discontinuity in the third derivative.

As a final example, we solved the classical stiff nonlinear Volterra integral equation from $[16,8]$,

$$
y(t)=f(t)-10 \int_{0}^{t} \frac{1+t}{1+s} y^{2}(s) \mathrm{d} s, \quad t \in[0,19]
$$

where

$$
f(t)=\left((1+t) e^{-10 t}+1\right)^{\frac{1}{2}}+(1+t)\left(1-e^{-10 t}\right)+10(1+t) \log (1+t)
$$

and with the exact solution $y(t)=\left((1+t) e^{-10 t}+1\right)^{\frac{1}{2}}$. A Volterra integral equation is called stiff [8] when $\partial K / \partial y \ll 0$ or the Lipschitz constant of the kernel with respect to $y$ is large; in this example $\partial K / \partial y=-20$. We refrain from providing a table here, as the relative error with the rational methods jumps from about $100 \%$, as long as $N$ is too small to resolve the stiffness, to the unavoidable rounding error when $N$ becomes large enough to accommodate the exponentially decaying solution. Instead, we illustrate with one sample that our rather general purpose composite rational method is stable enough to resolve even stiff equations until close to machine precision.

With $N=2000, n=10$, and $d=5$, we observed $e_{S}=7.0 \mathrm{e}-09, e_{N}=4.8 \mathrm{e}-14$, and $e_{I}=4.5 \mathrm{e}-08$. With the hybrid method, we found $e_{N}=1.0 \mathrm{e}-13$ and $e_{I}=1.6 \mathrm{e}-08$. With this method, however, the error does not exhibit a jump in its decay as the composite rational method, but starts decreasing with smaller values of $N$ already. We did not carry out experiments with the global method on this example, as the computation time and cost would have been excessively high, whereas the composite method combined with Newton's method was still very fast.
7. Conclusion. We have presented two versions of an elegant and efficient quadrature method, based on linear barycentric rational interpolation, for the numerical solution of Volterra integral equations. For the sake of comparison, we have also suggested and tested a further method, namely, the combination of our linear rational starting procedure with Gregory quadrature for the main integration. The resulting method is in most cases as good as the global method to a much lesser cost. Like classical quadrature methods using composite Newton-Cotes rules, the input merely consists of a sample at equispaced values of the arguments of $f$ and $K$. The global version is especially elegant, as it integrates a single infinitely smooth interpolant on every interval. The composite version is slightly more involved, but much faster on long intervals. Both deliver an infinitely smooth approximation of the solution. The order may in principle be increased at will.

Every linear barycentric rational quadrature rule is based on the integration of the corresponding linear rational interpolant. Interpolation of the discrete solution therefore is straightforward. This may be of great help to devise a control mechanism of the step size to accommodate difficult stretches of the kernel or of the solution, such as steep gradients.

As other methods for such integral equations, it would be a little harder to implement when $K$ was merely known on the triangle $a \leq s \leq t \leq T$ : a smaller interval length $h$ would have to be used in the starting procedure than in the main method. Further questions to address in the future include the stability behavior; see $[8,17]$.

Appendix. Computation of the rational quadrature weights. We give one possibility of computing the rational quadrature weights (2.5) using Chebfun [29] in MATLAB. Yet another possibility among many is to compute the integrals of the rational fundamental functions $\ell_{k}^{(\beta)}$ via Gauss-Legendre quadrature with sufficiently many points (usually 500-1000, depending on the involved parameters), which can be done efficiently, e.g., with the method from [14], also provided in the Chebfun toolbox. Computing the integrals with such a quadrature method can be faster than with Chebfun, since the rational interpolant does not need to be first approximated globally, but merely needs to be evaluated.
function omega $=$ ratquadwts $(x, d)$
\% Computation of the rational quadrature weights.
$\mathrm{n}=$ length $(\mathrm{x})$ - 1;
w = fhbarywts (x, d);
omega $=$ zeros (size(x));
f = omega;
for $k=1:(\operatorname{ceil}(n / 2)+1)$
$f(k)=1$;
omega([k n+2-k]) = sum(chebfun(@(z) bary(z,f,x,w), x([1, n+1]))); $f(k)=0 ;$
end

```
function w = fhbarywts(x, d)
% Computation of the Floater--Hormann barycentric weights.
n = length(x) - 1;
w = zeros(size(x));
for k = 1:(n+1)
    for m = (k-d):k
        if (m<1| m > n + 1 - d), continue, end
        jj = m:(m+d);
        product = 1./prod(x(k)-x(jj(jj~=k)));
        w(k) = w(k) + (-1) \m*product;
        end
end
```
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