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Estimation of genetic ancestry

Model description: Details on the model used to infer genetic ancestry of population

reference samples, mothers and progeny, and the unsampled fathers are given below. Figure

2 (main article) shows a graphical representation of the full model specified in Equation

1 (main article). The model was written in C, using the GNU Scientific Library (Galassi

et al., 2009) and HDF5 (The HDF5 Group, 2010). C source code is available at Dryad

(doi:10.5061/dryad.kh7sc).

We use a Bayesian method related to the approach implemented in the software structure

(Pritchard et al., 2000; Falush et al., 2003), but with the difference that it works with geno-

type uncertainty arising from sequence data with limited coverage, estimates ancestry at

both allele copies jointly, and can make use of family data. As described in the main article,

the probability of observing the genotype g is conditional on the unknown population of

origin z of the alleles that form the genotype, and the unknown allele frequencies p in the

source populations, P (g|z,p). We use genotype likelihoods, L(g|x) ∝ P (x|g) rather than

raw sequence data x as model input. The genotype likelihoods were pre-calculated using

bcftools, taking into account the number of reads, allelic state, and read specific error rate

ε, given by or computed from the sequence data x (see main article; Li, 2011). The genotype

likelihoods were normalized to sum to 1.

As we restrict our model to work with bi-allelic loci and diploid individuals, four different

genotypic states gij ∈ {00, 01, 10, 11} are allowed for each individual j and locus i (where 0

denotes the reference allele, and 1 the alternative allele). We can calculate the probability

of the genotypic state as the product over the probabilities for allelic states of the first

and the second allele copy, conditional on z and p. This corresponds to a draw from a

Bernoulli distribution (or a Binomial with a single draw) for each of the two allele copies

with probability equal to the allele frequency of the alternative allele in the population of
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origin k:

P (gij|zij ,pi) =
∏
k

∏
a

⎧⎪⎪⎨
⎪⎪⎩

p
gija
ik (1− pik)

1−gija when k = zija,

1 when k �= zija.
(2)

The population of origin of allele copy a ∈ {1, 2} is described by ancestry zija ∈ {1, . . . , K},

and gija ∈ {0, 1} gives the state of the first or second allele copy in gij.

Although it is convenient to work with locus-specific ancestry zija for each allele copy

separately in (2), addressing locus-specific ancestry conditional on genome-wide admixture

can provide additional information by considering the diploid genotype. Therefore we cal-

culated the probability for locus-specific ancestry jointly for both allele copies by working

with ancestry genotypes zij rather than ancestry for each allele copy zija separately. The

ancestry genotype zij can be seen as a K×K matrix with all its elements set to zero except

the element at row k = zij1 and column k′ = zij2 set to one. This matrix is used to describe

all K × K possible ancestral genotypes for a given number of source populations K. The

probability of the locus-specific ancestry genotype zij is then calculated conditional on the

genome-wide admixture class matrix Qj of individual j. Qj is another K ×K matrix that

gives the prior probabilities for genome-wide admixture, or genome composition, for each

of the possible states of zij, with all elements in Qj summing to 1 (see main article). If

the gametic phase is unknown, the resulting matrix will be symmetrical above and below

the main diagonal, with elements on or off the diagonal giving probabilities for intra-source

or inter-source ancestry, respectively. The probability for locus-specific ancestry conditional

on genome-wide admixture follows a categorical distribution (or a multinomial distribution

with one draw) and is given by

P (zijkk′ = 1|Qj) = Qjkk′
(3)

with k and k′ giving the row and column of the zij and the Qj matrix. The genome-wide

admixture proportion q is not included as a model parameter but is calculated marginally
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from Q within each iteration as

qjk =
1

2

(
K∑
s=1

Qjks +
K∑
t=1

Qjtk

)
. (4)

We specify the prior probability for the genome-wide admixture matrix Q for moth-

ers (Qm), fathers (Qf ), and population reference samples (Qr) with a Dirichlet distribu-

tion with parameter vector γ = (γ11, . . . , γKK). To assign the same prior probability to

each ancestral genotypic class, we specify identical values for all γkk′ . This is appropriate

when assuming that neither individuals with ancestry from a single population, nor hy-

brids dominate the hybrid zone. The size of γkk′ corresponds to the expected amount of

admixture between the genotypic classes, where very small values indicate that most indi-

viduals have ancestry mainly from one ancestry class (i.e. pure species or F1 hybrids in our

analysis with two species). The hyperparameter γkk′ is drawn from a Uniform distribution

γkk′ ∼ Uniform(0, 10].

When working with family data, the prior on Q for the progeny (Qp) can be calcu-

lated directly from the admixture proportions of its parents with an expected value of

ν = (ν11, . . . , νKK) and precision scalar β, with ν being a function of the genome-wide

admixture of the parents, ν = f(Qm,Qf ). The elements of ν are calculated independently

for each offspring j = p from the admixture proportions of its mother, q(j)
m , and its father,

q
(j)
f , as

νjkk′ =
1

2

(
q(j)mk

q
(j)
fk′

+ q(j)mk′
q
(j)
fk

)
(5)

for unphased data, ensuring matrix symmetry. We specify the precision of the prior on Qp

with β ∼ Uniform(0, 500) identical for all progeny. This leads to an informative Dirichlet

prior for Qp specified with νβ = (ν11β, . . . , νKKβ). A large β increases the prior information

on ancestry for the offspring, given ancestry of its parents (Equation 21). The precision

of the prior information also depends on the admixture proportion of the parents due to

the multiplication νβ. For species parents, most weight of the prior will be on only one of
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the elements in ν, whereas the weight will be more evenly distributed across elements for

admixed parents. A large β (and thus precision of the prior) will therefore also reflect a large

genetic map size, as the variance in the progeny’s expected ancestry, given ancestry of its

parents, will decrease with an increasing number of independent chromosome blocks (affected

by the number of chromosomes, genetic map size of chromosomes, and recombination rate).

The probability of the unobserved allele frequency pik of locus i in source population k

is calculated assuming an F -model, where the population allele frequency pik is the result

of divergence from allele frequency πi of a common ancestral population. We draw pik from

a Beta distribution with shape parameters πi and (1 − πi), both multiplied by (1/Fk − 1).

Fk can be seen as a measure of genetic divergence of population k away from the ancestral

population, analogous to the fixation index FST:

P (pik|πi, Fk) ∼ Beta
(
πi

(
1

Fk

− 1
)
, (1− πi)

(
1

Fk

− 1
))

. (6)

The allele frequencies πi are obtained from a symmetrical Beta distribution, P (πi|α) ∼

Beta(α, α). The hyperparameter α can be seen as a measure of genetic diversity in the

ancestral population, and is drawn from a Uniform distribution α ∼ Uniform(0, 10000]. Fk

is assigned an uninformative prior Fk ∼ Beta(1,1).

MCMC initialization: The MCMC process is started by assigning random values to

parameters at the lowest level of hierarchy, and by subsequently initializing the other param-

eters accordingly. To accelerate convergence of the MCMC algorithm, we provide starting

values for q. Initial values for qjk were obtained by concatenating genotype likelihoods (nor-

malized to sum to 1) into a single point estimate (i.e. L(gij = 01)+L(gij = 10)+2L(gij = 11))

per locus and individual, and running a PCA (prcomp-function in R; R Development Core

Team, 2012) on those estimates. The first five principal components were then subjected to

a linear discriminant analysis (lda-function in R, MASS package), where grouping was given

by the assignments to K clusters obtained using the kmeans-function (R, MASS package).
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For fathers, all qjk were initialized as 1/K.

MCMC settings and updates: To achieve good mixing behavior of the chains, we

ran an adaptation phase of 10,000 iterations with widened proposal intervals for γ and

Qf . After adaptation, we continued with the actual MCMC algorithm comprising 100,000

iterations by using the proposal distributions specified below. We discarded the first 50,000

iterations as burn-in, and then took 2,000 samples with a thinning interval of 25. As sample

distributions for Qf were temporarily stuck in some cases, we combined samples from 10

independent chains for our final results. For simulated data, 3 chains were combined, and

some of the proposal intervals were adapted to match the properties of the data. For all

analyses, we considered only K = 2, corresponding to hybridization between two parental

species, according to results from previous work (Lindtke et al., 2012).

The model parameters were updated as follows:

1. Update g (sampled from the full distribution)

2. Update z (sampled from the full distribution)

3. Update p (Gibbs sampling)

4. Update π (Metropolis-Hastings)

5. Update F (Metropolis-Hastings)

6. Update α (Metropolis-Hastings)

7. Update Q (Gibbs sampling or Metropolis-Hastings), computed marginal q

8. Update β (Metropolis-Hastings)

9. Update γ (Metropolis-Hastings)

Below, we specify the updates in more detail:

1. Update g (for all j �= f):

P (gij = {gij1, gij2}|L(gij|xij), zij ,pi) =
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L(gij={gij1,gij2}|xij)P (pikk′ |zij ,gij1,gij2)∑1

gij1=0

∑1

gij2=0
L(gij={gij1,gij2}|xij)P (pikk′ |zij ,gij1,gij2)

(7)

where L(gij|xij) gives the pre-calculated likelihood of genotype gij ∈ {00, 01, 10, 11}, with

first allele copy gij1 and second allele copy gij2, given the observed sequence data xij .

P (pikk′ |zij, gij1, gij2) = p
gij1
ik (1 − pik)

1−gij1p
gij2
ik′ (1 − pik′)

1−gij2 is the product of the allele fre-

quencies of the first and second allele copies of genotype gij in population k = zij1 and

k′ = zij2, respectively.

2. Update z (for all j �= f):

P (zijkk′ = 1|gij ,pi,Qj) =
Qjkk′P (pikk′ |gij)∑K

k=1

∑K
k′=1 Qjkk′P (pikk′ |gij)

, (8)

where P (pikk′|gij) = p
gij1
ik (1−pik)

1−gij1p
gij2
ik′ (1−pik′)

1−gij2 is the product of the allele frequencies

of the first and second allele copies of genotype gij in population k and k′, respectively.

3. Update p:

P (pik|zi,gi, Fk, πi) ∼

Beta
(
πi

(
1
Fk

− 1
)
+ nijk1, (1− πi)

(
1
Fk

− 1
)
+ nijk0

)
(9)

where

nijk1 =
∑
j

∑
a

⎧⎪⎪⎨
⎪⎪⎩

gija when k = zija,

0 when k �= zija

(10)

and

nijk0 =
∑
j

∑
a

⎧⎪⎪⎨
⎪⎪⎩

1− gija when k = zija,

0 when k �= zija

(11)

give the counts of the alternative and reference allele copies assigned to have ancestry in

population k, for all j = r or m.
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4. Update π:

Propose a new π′i from

π′i|πi ∼ Uniform(πi − 0.1, πi + 0.1), (12)

and accept π′i as new update for πi with probability min(1, r) if 0 < π′i < 1, with

r =
P (α|π′i)

P (α|πi)

∏
k

P (π′i, θk|pik)

P (πi, θk|pik)
, (13)

where

P (πi, θk|pik) =
pπiθk−1
ik (1− pik)

(1−πi)θk−1

Beta(πiθk, (1− πi)θk)
(14)

and

P (α|πi) =
πα−1
i (1− πi)

α−1

Beta(α, α)
(15)

are calculated from the Beta probability density function, with θk =
1
Fk

−1 (the probabilities

for π′i are computed in an analogous manner).

5. Update F :

Propose a new F ′k from

F ′k|Fk ∼ Uniform(Fk − 0.01, Fk + 0.01), (16)

and accept F ′k as new update for Fk with probability min(1, r) if 0 < F ′k < 1, with

r =
∏
i

P (πi, θ
′
k|pik)

P (πi, θk|pik)
, (17)

where P (πi, θk|pik) is given in (14), with θk =
1
Fk

− 1 and θ′k =
1
F ′

k

− 1.

6. Update α:

Propose a new α′ from

α′|α ∼ Uniform(α− 20, α + 20), (18)
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and accept α′ as new update for α with probability min(1, r) if 0 < α′ ≤ 10000, with

r =
∏
i

P (α′|πi)

P (α|πi)
, (19)

where P (α|πi) is given in (15).

7. Update Q:

The updates for Q during the MCMC iterations are done differently depending on the family

status of individual j.

For mothers, progeny, and the population reference samples, Q is updated with Gibbs

sampling:

P (Qj=r,m|zj,γ) ∼ Dirichlet(γ11 +
∑

i zij11 , . . . , γKK +
∑

i zijKK
), (20)

P (Qj=p|zj,νj, β) ∼ Dirichlet(νj11β +
∑

i zij11 , . . . , νjKK
β +

∑
i zijKK

). (21)

We need a Metropolis-Hastings algorithm to update Qj=f . The description of the formulas

involves some indexing: For each j �= r, the family membership and status (m, f , or p) is

indexed as follows: the mother and father of progeny j, or the female or male mates of a

parent j, are indexed as (j)
m and

(j)
f , and the progeny of a parent j is indexed with (j)

p . For

each j = f with current Qj, we propose a new Q′
j from

P (Q′
j|Qj) ∼ Dirichlet(ρQj11 , . . . , ρQjKK

), (22)

with ρ = 200 being a constant precision scalar. We then calculate the new expected admix-

ture proportion of the progeny of j with ν ′
(j)
p = f(Q(j)

m ,Q′
j) using (4) and (5) and accept Q′

j

as new update for Qj with probability min(1, r), with

r =
P (Q′

j|γ)P (Q(j)
p |ν ′(j)p β)P (Qj|ρQ

′
j)

P (Qj|γ)P (Q
(j)
p |ν

(j)
p β)P (Q′

j|ρQj)
, (23)
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with

P (Qj|γ) =
1

Beta(γ)

KK∏
k∗=1

Qγk∗−1
jk∗ , (24)

P (Q(j)
p |ν(j)

p β) =
1

Beta(ν
(j)
p β)

KK∏
k∗=1

Q
(j)
pk∗

ν
(j)
pk∗

β−1
, (25)

and

P (Q′
j|ρQj) =

1

Beta(ρQj)

KK∏
k∗=1

Q′
ρQjk∗−1
jk∗ (26)

calculated from Dirichlet probability density functions (k∗ indexes the elements of the K×K

matrices of Q, ν, and γ). Following each updating step of Qj, the marginal parameter qj is

calculated for all j as in (4).

8. Update β:

Propose a new β′ from

β′|β ∼ Uniform(β − 10, β + 10), (27)

and accept β′ as new update for β with probability min(1, r) if 0 < β′ < 500, with

r =
∏
j

P (Qj|νjβ
′)

P (Qj|νjβ)
(28)

for all j = p, with P (Qj|νjβ) given in (25).

9. Update γ (for all j �= p):

In our current model, all elements γkk′ of γ
′ = (γ′11, . . . , γ

′
KK) are identical. We therefore

propose new γ ′ by proposing one of its elements γkk′ (or γ
′ for brevity) from

γ′|γ ∼ Uniform(γ − 0.05, γ + 0.05), (29)

and accept γ′ as new update for γ with probability min(1, r) if 0 < γ′ ≤ 10, with

r =
∏
j

P (Qj|γ
′)

P (Qj|γ)
, (30)
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with P (Qj|γ) given in (24).

Estimation of genetic ancestry without family information

As ancestry estimates could potentially be affected by using different priors for adults

(P (Qm,f,r|γ)) and progeny (P (Qp|ν, β)), we additionally ran our model without provid-

ing family information. We ran our model by coding all individuals as reference samples,

using the same settings as above (5 independent chains combined; 11,976 or 5,226 SNPs).

Genetic ancestry for fathers cannot be estimated in that case.

We obtained very similar results for admixture proportions q and inter-source ancestry

Q12 (Fig. S10; Data S1), indicating that different prior constructions had little effect on our

findings. However, results deviated for one of the families, F039 (see Fig. S10). Without

family information, ancestries for the maternal tree and some of her progeny were shifted

toward pure P. alba (results for maternal tree F039, 11,976 SNPs; with family information,

q = 0.942, Q12 = 0.116; without family information, q = 0.986, Q12 = 0.027). Although the

deviation in ancestry estimates for some of F039’s progeny could have resulted from the usage

of different priors for Q, the fact that ancestry for maternal tree F039 also differed makes

it more likely that F039 has an unusual multilocus genotype, or that the difference arose

from an unusual genome-wide ancestry compared to the remainder of the population. In the

original model, population allele frequencies were only updated from reference samples and

maternal trees, but not progeny, to avoid influence of related individuals on allele frequency

estimates. In the model without family information, allele frequencies were estimated from

all individuals, and thus data from related individuals could potentially have influenced

population allele frequencies and ancestry estimates. Likewise, the prior on ancestry, γ,

was updated from all samples and fathers but excluding progeny in the original model, thus

treating progeny as reference samples could also have influenced ancestry estimates.

No matter what the true ancestries are, only 20 out of 483 progeny from a single family
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were marginally affected. In addition, the results presented in Table 1 (main article) remain

unchanged, as individuals were classified as P. alba with q ≥ 0.9.

We further explored the effect of family data on model performance by coding all individ-

uals as reference samples for simulated data sets. Accuracies in ancestry estimates were very

similar with and without providing family data to the model (Fig. S2, S3). As in the original

model, in the model without family data ancestry estimates were less accurate for F = 0.1.

Ancestry estimates also deviated most between the two models for small F (Fig. S11, S12).

Providing family data improved model performance for ancestry means (quantified by root-

mean-square deviation and correlation), but the true values were less often included in equal

tail credible intervals (probably because credible intervals were also narrower).

Simulations of individual data

We used simulated data sets to evaluate how well our model could recover the genetic ancestry

of fathers, given the genetic data for reference samples, mothers, and progeny. Overall the

simulations were meant to emulate the type of empirical data we have in this study. We

simulated 15,000 loci distributed evenly across 20 chromosomes as simplification of the 19

Populus chromosomes. Population allele frequencies p were drawn independently for two

parental populations from a Beta distribution with parameters shape1 = π(1/F − 1) and

shape2 = (1 − π)(1/F − 1). The (1/F − 1) term acts as a precision parameter for the

distribution, and F is a variance relative to the common ancestral allele frequency π and is

analogous to Wright’s FST (as in e.g., Gompert et al., 2012; Buerkle & Gompert, 2013). The

ancestral allele frequency π was drawn from a symmetrical Beta distribution with shape

α. We chose different α depending on F to obtain U-shaped population allele frequency

distributions similar to those of the empirical data.

Genotypes for two parental species populations (par0 and par1) and F1 hybrids were

generated by sampling directly from population allele frequencies. We simulated subse-
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quent hybrid generations F2, F3, first generation backcrosses toward par0 (BC1 0) and par1

(BC1 1) by sampling gametes from previous generations, assuming one recombination event

per chromosome per meiosis at a random position. We generated family samples by sampling

parental gametes of 17 mothers (three each of par0, par1 and F1, and two each of F2, F3,

BC1 0 and BC1 1), and 30 fathers (six each of par0, par1 and F1, and three each of F2, F3,

BC1 0 and BC1 1), to generate a total of 510 progeny. Genotypes of mothers, progeny, and

120 population reference samples (each 40 of par0 and par1, 20 F1, each 10 of F2 and F3)

were combined.

We generated genotype likelihoods from genotypes as follows. We sampled sequence reads

from genotypes with sequence depth drawn from a negative binomial distribution with size

5 and mean of 1, 3 or 8. A negative binomial distribution conformed well to our empirical

sequence data and has been used in other studies (e.g. Guenther & Coop, 2013), and allowed

zero sequence depth at individual loci (i.e. missing data). The number of reads of alternative

alleles were then drawn from a binomial distribution with size given by sequence depth, and

probability given by the number of alternative alleles at the simulated genotype divided by

two (i.e., 0, 0.5 or 1). Second, we computed genotype likelihoods from a binomial distribution

with probabilities 0 for reference allele homozygotes, 1 for alternative allele homozygotes,

and 0.5 for heterozygotes, with the number of trials and successes given by sequence depth

and reads obtained in the first step. We only kept loci with a minor allele frequency ≥ 0.05,

and randomly selected 5,000 loci per data set for subsequent analyses.

We explored nine different simulation settings that are likely to influence the information

content of the data sets, namely the combinations of F = {0.1, 0.5, 0.8}, and mean sequence

coverage of {1, 3, 8}. Details on the settings are provided in Table S3. Simulations were done

in R (R Development Core Team, 2012), and subsequently analyzed in the same way as the

empirical data. R simulation code is available at Dryad (doi:10.5061/dryad.kh7sc).
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Supplemental Tables and Figures
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Table S1: Statistics on sequencing depth and quality for the full set of 11,976 SNPs. Per-
locus and per-individual sequence depth and genotype quality (GQ) were first averaged for
each locus over different subsets of individuals (all, adults, progeny), based on data obtained
by running bcftools. Summary statistics were then computed over loci. GQ gives the
−10log10 transformation of the probability that the genotype call is wrong.

Samples Mean depth Median depth Min depth Max depth Depth sd Mean GQ
All 8.53 6.71 3.64 248.53 9.47 27.14
Adults 14.06 11.17 5.58 259.35 12.79 38.03
Progeny 6.96 5.44 2.94 246.25 8.71 24.06

Table S2: Statistics on sequencing depth and quality for the reduced set of 5,226 SNPs. Per-
locus and per-individual sequence depth and genotype quality (GQ) were first averaged for
each locus over different subsets of individuals (all, adults, progeny), based on data obtained
by running bcftools. Summary statistics were then computed over loci. GQ gives the
−10log10 transformation of the probability that the genotype call is wrong.

Samples Mean depth Median depth Min depth Max depth Depth sd Mean GQ
All 8.15 6.47 3.68 248.53 10.57 26.42
Adults 13.30 10.81 5.58 259.35 13.58 37.27
Progeny 6.69 5.26 2.96 246.25 9.88 23.35

Table S3: Simulation settings. Sim, name of run; N loci, number of loci kept for analysis;
N chr, number of simulated chromosomes. Different values for α, F , and sequence coverage
were explored.

Sim N loci N chr α F Coverage
sim1 5000 20 0.2 0.1 1
sim2 5000 20 0.5 0.5 1
sim3 5000 20 500 0.8 1
sim4 5000 20 0.2 0.1 3
sim5 5000 20 0.5 0.5 3
sim6 5000 20 500 0.8 3
sim7 5000 20 0.2 0.1 8
sim8 5000 20 0.5 0.5 8
sim9 5000 20 500 0.8 8
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Table S5: Results of two-sided Kolmogorov-Smirnov tests for the equality of the distributions
of admixture proportion (q) or inter-source ancestry (Q12), contrasting them between adults
(reference samples and maternal trees) and progeny (all progeny or only progeny from families
with pure species mothers with q ≤ 0.1 or q ≥ 0.9). Tests were conducted for all samples
or hybrid samples only (0.1 < q < 0.9 or Q12 > 0.1), or for hybrid adults vs. hybrid
progeny from families with pure species mothers only (this latter test was accomplished
to investigate the extreme hypothetical case where hybrid mothers produce negligible seed
quantities compared to species mothers). Tests were based on data from 11,976 SNPs; if
present, identical values were removed, as the test statistic requires continuous distributions.
Numbers in square brackets give number of individuals in each class.

Parameter Comparison D p-value
q All adults [104] vs. all progeny [452] 0.3525 1.494e-09

Hybrid adults [50] vs. hybrid progeny [335] 0.5899 1.423e-13
Hybrid adults [50] vs. hybrid progeny (species mothers) [67] 0.4773 1.661e-06

Q12 All adults [95] vs. all progeny [466] 0.4664 2.442e-15
Hybrid adults [51] vs. hybrid progeny [349] 0.8949 < 2.2e-16
Hybrid adults [51] vs. hybrid progeny (species mothers) [73] 0.6594 5.598e-13
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Figure S1: Date of seed collection for open pollinated families, arranged according to the
species assignment of the mother. The horizontal axis gives day of April in 2011.
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Figure S2: Performance of model for different simulation settings for individual estimates
of admixture proportion q for all samples excluding fathers. Top, proportion of individuals
where equal tail credible interval (CI) of estimated q includes true q; middle, root-mean-
square deviation (RMSD) between true and estimated q; bottom, correlation between true
and estimated q. For simulation parameters, see Table S3. Blue horizontal lines indicate
model performance when excluding family information.
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Figure S3: Performance of model for different simulation settings for individual estimates of
inter-source ancestry Q12 for all samples excluding fathers. Top, proportion of individuals
where equal tail credible interval (CI) of estimated Q12 includes true Q12; middle, root-mean-
square deviation (RMSD) between true and estimated Q12; bottom, correlation between true
and estimated Q12. For simulation parameters, see Table S3. Blue horizontal lines indicate
model performance when excluding family information.
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Figure S4: Performance of model for different simulation settings for individual estimates
of admixture proportion q of unsampled fathers. Top, proportion of fathers where equal
tail credible interval (CI) of estimated q includes true q; middle, root-mean-square deviation
(RMSD) between true and estimated q; bottom, correlation between true and estimated q.
For simulation parameters, see Table S3.
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Figure S5: Ancestry estimates for simulated data. The performance of the model and
software is shown for sim7 (with F = 0.1 and coverage = 8). (a) inter-source ancestry (Q12)
as a function of admixture proportion (q) for all samples excluding fathers; lines indicate
maximum possible Q12 given q; (b) comparison of true vs. estimated admixture proportion
for all samples excluding fathers; (c) comparison of true vs. estimated inter-source ancestry
for all samples excluding fathers; (d) comparison of true vs. estimated admixture proportion
for the gametes from fathers. Gray lines show 95% equal tail credible intervals.
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Figure S6: Ancestry estimates for simulated data. The performance of the model and
software is shown for sim3 (with F = 0.8 and coverage = 1). (a) inter-source ancestry (Q12)
as a function of admixture proportion (q) for all samples excluding fathers; lines indicate
maximum possible Q12 given q; (b) comparison of true vs. estimated admixture proportion
for all samples excluding fathers; (c) comparison of true vs. estimated inter-source ancestry
for all samples excluding fathers; (d) comparison of true vs. estimated admixture proportion
for the gametes from fathers. Gray lines show 95% equal tail credible intervals.
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Figure S7: Ancestry estimates obtained for the full (11,976 SNPs) and reduced data set
(5,226 SNPs). (a) admixture proportion q for the full vs. reduced data set for all samples
excluding fathers; (b) inter-source ancestry Q12 for the full vs. reduced data set for all samples
excluding fathers; (c) admixture proportion q for the full vs. reduced data set for the gametes
from fathers. Gray lines show 95% equal tail credible intervals.
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Figure S8: Empirical cumulative distribution functions (ecdf) for admixture proportion (q;
left) or inter-source ancestry (Q12; right) for empirical data, based on 11,976 SNPs. The
distributions for adults (blue; reference samples and maternal trees) are contrasted to the
distributions for all progeny (green, full circles) or progeny from families with pure species
mothers only (pale green, open circles; only progeny with mother’s q ≤ 0.1 or q ≥ 0.9). (a)
and (b) show all samples, (c) and (d) only hybrid samples with 0.1 < q < 0.9 or Q12 > 0.1;
gray vertical lines indicate the thresholds. The distributions for adult and progeny samples
were significantly different from each other for all comparisons (Table S5).
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Figure S9: Admixture proportion (q) for the gametes of fathers for each family, based on
11,976 SNPs. Gray lines indicate 95% equal tail credible intervals. Family IDs are given at
the top of each plot; the red dotted line shows the admixture proportion of the corresponding
maternal parent.
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Figure S10: Ancestry estimates obtained with and without using family information, based
on 11,976 SNPs. To investigate the potential influence of different priors on Q used for
adults and progeny, genetic ancestry was additionally estimated without providing family
information. Results from both models were very similar, but differed marginally for one
of the investigated families (see Supporting text for details and discussion; qualitatively
identical results were obtained by using the reduced set of 5,226 SNPs). (a) admixture
proportion q; (b) inter-source ancestry Q12. Gray lines show 95% equal tail credible intervals.
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Figure S11: Admixture proportion q obtained with and without using family information,
simulated data. Comparison of true vs. estimated admixture proportion for all samples
excluding fathers, with providing family information (black circles) or without providing
family information (blue circles). Gray and light blue lines show 95% equal tail credible
intervals.
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Figure S12: Inter-source ancestry Q12 obtained with and without using family information,
simulated data. Comparison of true vs. estimated inter-source ancestry for all samples
excluding fathers, with providing family information (black circles) or without providing
family information (blue circles). Gray and light blue lines show 95% equal tail credible
intervals.


