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The electronic structure of TEMPO (2,2,6,6-Tetramethylpiperidine-N-oxyl) and its cation and anion were studied ex-
perimentally using the electron spectroscopy techniques, dissociative electron attachment (DEA) spectroscopy, electron
energy-loss spectroscopy, measurement of elastic and vibrational excitation (VE) cross sections and HeI photoelectron
spectroscopy. The experiments were supplemented by quantum-chemical calculations of excitation energies, ionisation po-
tential and the Franck–Condon profile of the first photoelectron band. Electron energy-loss spectra were recorded up to
12 eV and revealed a number of bands that were assigned to two valence and a number of Rydberg transitions. VE cross
sections reveal a broad band in the 3–12 eV range, assigned to σ ∗ shape resonances and signals in the 0–1 eV range, assigned
to a shape resonance corresponding to a temporary capture of the incident electron in the (already singly occupied) π∗ orbital.
Narrow threshold peaks in the VE cross sections are assigned to dipole-bound resonances. The major DEA fragment was
found to be O−, with bands at 5.0 and 6.87 eV, assigned to core excited resonances.

Keywords: TEMPO; electron energy-loss spectroscopy; EELS; photoelectron spectroscopy; dissociative electron attachment;
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1. Introduction

The study of processes induced by electron collisions with
radicals in general is motivated by the copious presence of
the latter as transient species in natural and technological
plasmas. The transient nature of the radicals makes their
study difficult because they are hard to prepare in sufficient
density and purity. The difficulties encountered in the study
of transient molecules are illustrated by the major effort re-
quired by the recent measurements of the carbene CF2 [1].
An alternative method of learning about general principles
which may be present in electron-induced processes in rad-
icals is to use stable radicals like NO [2]. The main purpose
of the present work is to adopt this strategy using another
stable radical, the TEMPO (2,2,6,6-Tetramethylpiperidine-
N-oxyl) molecule, as a target.

Additional motivation for the present study stems from
the diverse uses of the TEMPO moiety in many areas of re-
search. Chemistry and applications of TEMPO and other ni-
troxide radicals have been reviewed in several monographs
[3–5]. Important are applications connected with electron
capture or transfer. Thus, the recently emerged organic rad-
ical battery [6,7] is based on the reversible electrochemi-
cal oxidation–reduction of TEMPO and similar nitroxides
[8,9]. Redox reactions of TEMPO and its derivatives may be
useful in dye-sensitised solar cells [10] or for overcharge-
protection of lithium ion batteries [11]. TEMPO-induced
electron transfer quenching of fluorescence may lead to
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radical sensors [12]. Knowledge of the electronic structure
of TEMPO is useful for understanding its reactivity [13]. It
is used in gas-phase radical initiated peptide sequencing, an
alternative to electron capture and electron transfer disso-
ciation [14]. Finally, TEMPO is used in nitroxide-mediated
living radical polymerisation [15–17] and as a structural
probe in electron spin resonance spectroscopy [4]. A new
TEMPO analogue made conveniently from so-called frus-
trated Lewis pairs and NO has recently been characterised
[18].

In this paper, we report a study of the electronic
structure of TEMPO and of its cation and anion,
and its electron-induced fragmentation, by the electron
spectroscopy techniques, dissociative electron attachment
(DEA) spectroscopy, electron energy-loss (EEL) spec-
troscopy, measurement of elastic and vibrational excitation
(VE) cross sections, and HeI photoelectron spectroscopy.
The interpretation of the experiments is guided by quantum-
chemical calculations.

2. Methods

2.1. Experiments

The absolute dissociative electron attachment cross sec-
tions were measured with the instrument described in Refs.
[19,20], operated in the time-of-flight (TOF) mode. The
absolute calibration was against the 4.4 eV band of O−
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production from CO2, for which the cross section of 14.0
pm2 was used as in our previous work. The error of the
present relative measurement is taken as ± 25%. The en-
ergy scale calibration was against the O−/CO peak with a
threshold energy of 9.63 eV.

The TOF data were complemented by recording rela-
tive spectra with a trochoidal electron monochromator and
a quadrupole mass spectrometer (QMS) [21,22]. In this in-
strument, ions created by DEA in a target chamber, at a
temperature of 358 K, are drawn out through a hole in the
target chamber by a three-element lens and focused onto
a QMS. The energy scale was calibrated by measuring the
O− yield from a TEMPO–carbon monoxide mixture.

The energy-loss and VE measurements were performed
with a spectrometer using hemispherical analysers [23,24].
Absolute values of the cross sections were determined by
the relative flow technique and normalised to a theoretical
helium elastic cross section as described earlier. The
confidence limit for the magnitudes of the inelastic cross
sections is about ± 30%. The photoelectron spectrum
(PES) was recorded with a modified Perkin Elmer PS18 HeI
photoelectron spectrometer. TEMPO, from BASF Schweiz
AG, mp 37◦–39◦, pure by thin layer chromatography, was
used without further purification. The sample had enough
vapour pressure to be kept at room temperature during all
measurements.

2.2. Theory

The ground-state (2A′) structure of TEMPO was optimised
in Cs symmetry with the Perdew–Burke–Ernzerhof zero-
parameter global hybrid functional (PBE0) [25,26], em-
ploying the def-TZVP Gaussian AO basis set [27,28] and
the well-established D3(BJ) dispersion correction scheme
proposed by one of the authors (S.G.) [29,30]. These and the
TDDFT [31,32] and approximate coupled-cluster second-
order (CC2 [33,34]) calculations of the excitation ener-
gies and transition moments are conducted at the spin-
unrestricted level using the TURBOMOLE code [35]. Core
orbitals were excluded in general from the correlation treat-
ments. The basis set was augmented by additional polarisa-
tion and diffuse functions in the excited-state calculations
according to the prescription of Furche [36] (dubbed def2-
TZVPD). All values refer to vertical transitions employing
the ground-state geometry except for the first ionisation
energy for which the structure of the ion state was also op-
timised at the above-mentioned PBE0-D3/def-TZVP level
in order to obtain the corresponding adiabatic (relaxed)
and 0-0 value. The employed harmonic frequencies were
computed analytically at the PBE0-D3/def-TZVP level and
scaled by 0.96. The computation of the Franck–Condon
(FC) factors for the first PES band was conducted as de-
scribed in detail in Ref. [37,38] The first doublet–quartet
excitation energy with DFT was computed at the SCF level

as the difference of A′, S= 1/2, A′, S= 3/2 and A′′, S= 3/2
state energies.

The (strongly-contracted) N-electron valence second-
order perturbation theory (NEVPT2 [39]) calculations for
comparison were conducted with the ORCA code [40,41].
Quasi-restricted orbitals ([42]; obtained with PBE0/def2-
TZVP) and a complete active space with five electrons in
six orbitals (CAS(5,6); four roots) were used. The NEVPT2
excitation energies for the doublet state were obtained with
the same def2-TZVPD basis set as in the time-dependent
calculations, while the values for the quartet state refer to a
state-averaged NEVPT2 calculation (doublet/quartet; four
roots each with equal weight) using the smaller def2-TZVP
basis set.

Subsidiary calculations of vibrational frequencies and
anion energies were performed with the B3LYP functional
using the Firefly code [43], based partly on GAMESS [44],
and the Gaussian 09 code [45].

3. Results and discussion

3.1. Positive ion

Our HeI PES, shown as the top trace in Figure 1, agrees
well with that of Novak et al. [46]. Our experimental values
of the ionisation energies are indicated in Figure 1 and are
accurate within±30 meV. The calculations of Novak et al.
led to an unambiguous assignment of the first three bands
in the spectrum – indicated in Figure 1 – and we therefore
do not present further calculations on the cation, except the
lowest adiabatic and vertical ionisation energies given in
Table 1. The electronic configurations are shown in Figure
2. The nitroxide group is isoelectronic with the radical anion
of a carbonyl group. The first ionisation is thus from the
π∗ orbital, leading to the 1A′ cation state. Next ionisation
is from the n orbital, leading to the 3A′′ and 1A′′ pair of
states.

Our spectrum shows weak vibrational structure in the
first band, with a spacing of about 0.19 eV (1530±
150 cm−1) which would correspond to the expected NO
stretch vibration. To gain a deeper understanding of the
structure, we calculated the FC profile of this band and
compare it with the experiment in Figure 3. The calculated
spectrum is shown convoluted by a simulated instrumental
width of 250 cm−1 for comparison with the experiment, but
also with a 10 cm−1 width to show the detailed origin of the
structure. The agreement is satisfactory and the remaining
differences are due in part to the facts that the calculation
refers to a temperature of 0 K, whereas the sample in the ex-
periment was at 320 K and is thus affected by hot bands, and
to the use of the harmonic approximation in the calculation.
The calculation provides interesting insights: the origin of
the band (the 0–0 transition) has nearly no intensity because
of the very large difference between the NO bond length
in the neutral and ion states (1.27 versus 1.17 Å). We also
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Table 1. Summary of the results of the calculations with def2-TZVPD basis as described in Section 2.2. fL is the oscillator strength and
�〈R2〉 (a.u.) is a measure of the spatial extent of the wave function in the excited state (see Section 3.2).

TDDFT/PBE0 CC2 NEVPT2a exp.

# State symmetry Type E (eV) fL E (eV) fL �〈R2〉 E (eV) fL

S = 1/2
1 1a′ ′ n→ π∗ 2.78 0.0002 2.84 0.0003 0.1 2.71 0.0001 2.55
2 2a′ π∗ → 3s 4.83 0.0029 4.60 0.0033 14.1 5.63 0.0015
3 3a′ val.b 5.31 0.0252 5.73 0.0391 (5a′) 3.3 6.12 0.0198 4.96
4 2a′ ′ π∗ → 3p 5.35 0.0001 5.14 0.0001 18.3
5 4a′ π∗ → 3p 5.41 0.0020 5.11 0.0009 (3a′) 13.9
6 5a′ π∗ → 3p 5.48 0.0190 5.15 0.0061 (4a′) 12.0
7 6a′ 5.92 0.0018 5.84 0.0044 13.7
8 3a′ ′ 6.16 0.0076 5.95 0.0062 19.9
9 7a′ 6.16 0.0012
10 8a′ 6.22 0.0002
11 4a′ ′ 6.23 0.0013 6.30 0.0008 (5a′ ′) 13.9
12 5a′ ′ 6.27 0.0052 6.03 0.0079 (4a′ ′) 18.9
13 9a′ 6.34 0.0125
S = 3/2
14 1a′ ′ 6.42 (SCF) 8.95c

15 1a′ 7.80 (SCF) 9.78c

IPd (SOMO) 7.46 (vert.) 7.27e

6.92 (adiab.) 6.89e

aDoublet, four roots, CAS(5,6).
bTwo-configurational valence–Rydberg mixed state composed of π → π∗(β) and π∗(SOMO)→ 3p single excitations.
cState-averaged doublet/quartet; four/four roots; CAS(5,6), def2-TZVP.
dTZVP basis set used in the PBE0 computations.
eTaken as the first shoulder and the band maximum, respectively. Section 3.1 discusses the limits of this interpretation.

note a strong excitation of a 60 cm−1 vibration correspond-
ing to the pyramidalisation of the ONR2 group where the
entire N=O group vibrates ‘out of plane’ of the molecule.
The pyramidalisation around the N atom is also prominent
around 650 cm−1, driven by the fact that the cation is planar
around the N-atom, whereas the neutral molecule is pyra-
midal. The first shoulder of the experimental spectrum thus
does not correspond to the adiabatic ionisation energy as
could naively be assumed, but to the maximum of the pyra-
midalisation progression. Note that the experimental and
calculated data in Figure 3 are on the same energy scale,
without any empirical adjustment, indicating an excellent
accuracy of the calculated ionisation energy.

3.2. Neutral molecule

Experimental indication of the excitation energies is given
by electron energy-loss spectra (EELS) in Figure 1,
recorded under conditions favouring the allowed (θ = 5◦,
Er = 20 eV) and the forbidden (θ = 135◦, Er = 0.4 eV)
transitions. Both spectra show the 2(n, π∗) band at 2.55
eV, in agreement with a ultraviolet (UV) absorption spec-
trum [47,48]. This band is solvatochromic, with vertical
transitions (assumed as band maxima) varying smoothly
with decreasing solvent polarity from 2.9 eV in water to
2.60 eV in cyclohexane [47,49] so that the present vacuum
value is an extrapolation of the solvatochromic trend. Our

calculated values given in Table 1 are in good agreement,
but slightly above, the experimental value. The very small
values of the cross section, indicated in Figure 1, reflect
the very small calculated oscillator strength. (The count
rates were correspondingly low: 0.8 c/s at the peak of the
5 eV band in the Er = 20 eV spectrum – requiring 130 h
of acquisition time.) The sharp peak at �E = 0.72 eV in
the bottom trace of Figure 1 is due to excitation of the first
overtone of the C−H stretch vibration.

The next prominent feature is a band in the 4–6 eV
range, peaking at 4.96 eV in the θ = 5◦ spectrum. (A UV
absorption band was reported at 5.12 eV for an acetoni-
trile solution of TEMPO [8].) The shape is different in the
θ = 135◦ spectrum, indicating the presence of several states,
some being excited by non-dipole mechanisms at 135◦. The
fL values calculated by TDDFT and CC2 (Table 1) indicate
that this band is dominated by the 3a′ valence–Rydberg
mixed state composed of π→π∗(β) and π∗(SOMO) → 3p
excitations. The Rydberg character of a state can be judged
from the �〈R2〉 (difference of the electronic spatial ex-
tent between the ground and the excited states) values in
Table 1, which indicate how much larger is the electron
density in the excited state than in the ground state. The
purely valence 2(n, π∗) state has �〈R2〉 of nearly zero,
while the clearly Rydberg states have values above 12 a.u.
The 3a′ state is thus closer to a valence than a Rydberg
state. The 5a′ 2(π∗, 3p) state is predicted to also make a
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Figure 1. Top trace: HeI photoelectron spectrum. Bottom two
traces: EELS recorded under conditions favouring spin-allowed (θ
= 5◦, Er = 20 eV) and spin-forbidden (θ = 135◦, Er = 0.4 eV)
transitions. A horizontally shifted photoelectron spectrum is
shown under the Er = 20 eV EEL spectrum to illustrate the simi-
larity of shapes. The vertical solid (blue) bars indicate the results
of the PBE0 theory for the spin-allowed transitions and the dashed
(orange) bars for the spin-forbidden transitions. [The bar for the
2(n, π∗) state at 2.78 eV is shown 10 times vertically expanded.]

Figure 2. Representative electron configurations of TEMPO, and
its cation and anion. The square brackets enclose the designation
of the cation core.

significant contribution to the 4.96 eV band. The 3a′ and
5a′ states are calculated only slightly above the observed
peak, by about the same amount as the 2(n, π∗) state – the
agreement is good. A group of states with significant fL
values are calculated just above 6 eV and are reflected in
the 5◦ spectrum by the clearly non-zero cross section in the
6-6.4 eV range.

The EELS–PES comparison in Figure 1 reveals a strik-
ing similarity of the neutral excited states to the cationic
states. The 4.96 band is revealed by the calculations to be
largely due to low (3s and 3p) Rydbergs with the [1A′]
ground state cation core. By analogy, the 6.77 and 7.18 eV

Figure 3. HeI photoelectron spectrum of the first band (curve
with statistical noise), compared to the calculated FC profile, con-
voluted with Lorentzians of 10 cm−1 and 250 cm−1 widths. The
origin of the FC profile is put into the calculated adiabatic ionisa-
tion energy of 6.92 eV, without any empirical shift.

bands in the EELS can be assigned to Rydbergs with
the [3A′′] and [1A′′] excited state cation cores. This PES–
EELS analogy appears to go even further, the 7.5–12 eV
‘mountain’ in the EELS closely mimics the ‘mountain’
of unresolved bands in the shifted PES and may thus be
assigned to Rydbergs with cores ionised from deeper va-
lence orbitals.

It is remarkable that the PES needs to be shifted by only
−2.11 eV to correspond to the Rydberg states – indicating
small-term energy (ionisation energy minus the excitation
energy) of only 2.11 eV. Following the discussion of Robin
[50,51], this is due to the large alkyl body of TEMPO,
which ‘protects’ the charge on the N=O group, hindering
the approach of the Rydberg electron and thus reducing the
attraction between the Rydberg electron and the ion core.
For comparison, the term energy of an ‘unprotected’ C=C
double bond is around 3.5 eV [51], that of bicyclohexyli-
dene, also with large alkyl groups, is 2.6 eV [52], so that
the protecting effect in TEMPO goes even beyond that in
bicyclohexylidene.

The quantum chemical calculations of the excitation
energies with three conceptually different methods (time-
dependent DFT, time-dependent wave function theory, spin-
restricted multi-reference perturbation theory) show good
agreement with each other also regarding the qualitative
character of the states involved.

3.3. Negative ion

Nuclear relaxation on the potential surfaces of the short-
lived (∼ps) states of the negative ion (resonances) leads to
VE and the corresponding cross sections thus represent an
efficient means of detecting resonances [53]. This method
detects preferentially the shape resonances, anions with a
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Figure 4. Elastic and VE cross sections.

temporary occupation of a normally empty orbital around
a neutral core in its electronic ground states. The cross sec-
tions in Figure 4 show that electron collisions with TEMPO
excite primarily the N−O stretch, the C−H stretch, and the
N-pyramidalisation vibrations. (The N−O stretch vibration
was reported at 166 meV [54], but our B3LYP calculations
indicate four vibrations with a pronounced N−O stretch
motion in the range 170–180 meV and more than one of
these vibrations appear to be excited by electron impact,
leading to a broadened EEL band peaking at 177 meV. Our
cross section applies to this entire band.) The dominant
feature in all three VE cross sections is an extremely broad
band extending from about 3 eV to beyond 14 eV. This
type of band is found in all polyatomic organic compounds,
in particular the unsaturated [55] and saturated hydrocar-
bons [56], and is assigned to resonances with temporary
electron capture in σ ∗(C−C) and σ ∗(C−H) orbitals. The
extreme width of the band is caused in part by the very
short lifetime (given by the very fast autodetachment of the
extra electron) via Heisenberg’s uncertainty relation, and in
part by the presence of unresolved overlapping resonances.
The presence of several distinct overlapping σ ∗ resonances
(rather than only one extremely wide resonance) in the 2–
12 eV range of saturated alkyl moieties was revealed by
the studies on cyclopropane [56,57], where high symme-

try makes the resonances narrower, so that they can be
distinguished individually. We conclude that a number of
resonances of a similar type is also present in TEMPO, but
they overlap to such a degree that they cannot be recognised
individually.

The narrow peaks at thresholds are evidence for dipole-
bound anions of TEMPO – the vibrational Feshbach reso-
nances [58]. The dipole moment of TEMPO [calculated at
the B3LYP 6-311G(2d,p) level] is 2.9 D, which is above the
critical value for dipole binding.

Apart from the above two features, VE is also observed
in the 0–2 eV range, in particular for the N−O stretch
mode, and is indicative of the 1A′ state with a temporary
double occupation of the π∗ orbital (see Figure 2). The sig-
nal rises with decreasing energy, without building a band
with a peak, indicating that the state is either slightly be-
low or slightly above zero energy, and the electron is ei-
ther slightly bound or slightly unbound. Our experiment
cannot, unfortunately, distinguish between these two pos-
sibilities. Calculations [B3LYP/6-311++G(2d,p)] indicate
the valence state of the anion to be adiabatically (harmonic
zero-point energy corrected) slightly bound (by 0.14 eV)
and vertically slightly unbound, by 0.3 eV, that is, a ver-
tical electron attachment energy to be about 0.3 eV. This
prediction is compatible with the experiment. The situation
is complicated by the fact that the valence anion may mix
with the dipole-bound state, although calculations (com-
parison of the equilibrium geometries of the valence anion
and the neutral molecule) indicate that the geometries of
the dipole-bound anion and the valence anion are quite dif-
ferent, similarly to the nitromethane case [59–61].

The visibility of the π∗ resonance in the NO stretch
cross section is surprisingly modest when compared with
the π∗ resonances in, for example, ethene [55,62] or formic
acid [63]. The cross section for exciting the C=C and C=O
stretch vibrations have a clearly visible peak at the energy
of the π∗ resonance in these molecules. Comparison with
Refs. [62] and [63] reveals that the TEMPO cross section
in the π∗ region (700 pm2 at 0.5 eV and 135◦, see Figure
4) is not substantially smaller in magnitude than the cross
sections (both also at 135◦) at the top of the π∗ resonances in
ethene (1000 pm2 at 1.85 eV [62]) or formic acid (600 pm2

at 1.9 eV [63]); the difference is that the TEMPO cross
section does not form a clear band. This is, on the one
hand, due to the fact that the σ ∗ band is much stronger
(1700 pm2 at 7.5 eV), and thus overlaps with the π∗ band
more, in TEMPO than in ethene (250 pm2 at 8 eV) or formic
acid, presumably because of the many more C−C and C−H
bonds in TEMPO and thus many more σ ∗ orbitals. On the
other hand, the fact that the vertical attachment energy in
TEMPO is low, so that the peak of the π∗ band is near 0 eV,
explains why no π∗ peak appears in the cross section. (The
angular distributions are likely to be slightly different for the
three compounds, but this does not change the qualitative
argument.)
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We further observe a fairly strong (in comparison to
ethene and formic acid) production of very slow (∼0–
100 meV, peaking at 0 eV) electrons in the π∗ resonance
region in TEMPO. It reveals a process whereby the high-
est vibrational levels attainable with a given incident elec-
tron energy are excited, without pronounced specificity for
any particular mode, and a near-zero energy electron is
then released (the ‘unspecific’ VE, observed for many large
molecules [64]). The prominence of this process is linked
to the large size of the TEMPO molecule and the ensuing
large number of vibrational modes, forming a dense quasi-
continuum into which the system can go, even though the
initial relaxation on the resonant potential surface is pri-
marily in the direction of the N−O stretch. The process
is thus related to intramolecular vibrational redistribution .
The detachment of very low energy electrons is slow and
the highly vibrationally excited anions must thus have life-
times much longer than the characteristic ps lifetimes of
resonances. We observed a preliminary indication of this in
the form of ion–molecule reactions in the DEA spectrom-
eters at higher pressures and in the 0–1 eV energy range.

The elastic cross section is given for completeness at
the bottom of Figure 4. Elastic cross section is generally
not the preferred means for observing resonances because
it is dominated by direct processes which mask the resonant
contribution (in contrast to the VE cross section which is
generally dominated by resonant processes). Resonances
are visible in the elastic cross section of some molecules,
though, the lowest resonances in N2 [53,65] or ethene [62])
being prominent examples. In this sense, it is interesting to
observe that a weak shoulder is observed in the elastic cross
section in Figure 4 at about 0.5 eV where the vertical π∗

resonance is expected.

3.4. Dissociative electron attachment

In this final section, we present a chemical change induced
by free electrons, for whose understanding the above spec-
troscopic information will prove helpful. This paper will
be limited to the strongest fragmentation process, yielding
the O− fragment, the cross section for which is shown in
Figure 5. Other fragments, including H−, were also ob-
served and will be presented in a subsequent publication.
To facilitate the assignment of the resonances responsible
for the DEA, its spectrum is compared to the EELS showing
the potential parent states, the PES showing the potential
grandparent states, and a representative VE cross section,
giving an overview of the shape resonances.

The shape resonances revealed by the VE spectra are
clearly not causing the DEA because the shapes, particu-
larly the widths, of the VE and the DEA bands are very dif-
ferent. On the other hand, the lower DEA band corresponds
to the EEL band both in energy and in shape, pointing to a
core-excited resonance being at the origin of the DEA, with

Figure 5. Dissociative electron attachment cross section (la-
belled DEA), compared to EELS, VE spectra and PESs.

one (or several) of the states within the 4.96 EEL band as
parents.

Two situations are quite common in DEA. In the first, a
DEA band is observed about 0.4 eV below a parent Rydberg
state and is assigned to a Feshbach resonance, with a doubly
occupied Rydberg-like orbital around a positive ion core.
Such bands are omnipresent in saturated compounds such as
alcohols and amines [66,67]. The second case is often found
in unsaturated compounds, where valence excited states lie
well below Rydberg states, and has a DEA band nearly
coinciding with the lowest singlet excited state, assigned
to a resonance where the incoming electron is temporarily
captured in a diffuse orbital around a valence excited core.
Systematic evidence for such states was collected by the
group of Khvostenko [68]. We have observed this type of
resonances in many compounds in the past, for example, in
CS2 [69] and chlorobenzene [70].

In the present case, it is difficult to distinguish between
the two possibilities, because the valence and the Rydberg
excited states which serve as potential parents lie very close
together. It may be argued that the Feshbach resonances are
generally about 0.4 eV below their parent Rydberg state (i.e.
the parent Rydberg state has an electron affinity of about
0.4 eV), whereas the present DEA band practically
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coincides with the parent-state band. However, the reduced
binding could be due to the large alkyl part of the molecule,
in the same way as it reduces the binding of a Rydberg
electron to the cation to form a Rydberg state, discussed in
Section 3.2.

The second DEA band at 6.87 eV corresponds in energy
to the pair of the second and third photoelectron bands, in-
dicating that the resonance involved in this DEA band could
have them as parents. The similarity of the grandparent and
the daughter DEA bands is less pronounced in this case;
however, the DEA band is much broader. The proposition
that higher lying DEA bands should be assigned to core
excited resonances with holes in deeper lying orbitals is not
new – it was proposed in the case of water by Jungen et al.
[71] and more generally by Robin [51].

Note that the various magnitudes in Figure 5 cannot
be compared directly – the DEA cross section is integral,
integrated over all angles into which the fragment can de-
part, with the unit pm2. The VE and EEL cross sections are
differential, for a specific scattering angle (135◦), with the
unit pm2/sr. A coarse estimate of the integral VE and EEL
cross sections, under an assumption of isotropic scattering,
is obtained by multiplying the differential cross section by
4π . Figure 5 thus shows that DEA in TEMPO is not an ef-
ficient process, the cross section is much smaller than that
for VE, and smaller than that for electronic excitation.

4. Conclusions

The combination of several electron-spectroscopic tech-
niques is a powerful tool for the study of electronic struc-
ture, including the states of the neutral molecule, and its
cation and anion. The emphasis is not on high resolution,
but on an overview including even highly excited states. The
knowledge gained on the cation and the neutral molecules
is useful in assigning the anion states (resonances) respon-
sible for dissociative electron attachment. TEMPO offers
the opportunity to study whether there are any general
‘unpaired electron effects’ in electron collisions. All the
findings are quite ‘normal’, however, similar to those in
closed-shell molecules, perhaps with the exception of the
obvious greater stability of the ground-state anion, with
electron capture into the singly occupied molecular orbital
(SOMO), when compared to a similar alkene or carbonyl
compound, with electron capture into the lowest unoccupied
molecular orbital. The quantum chemical methods used, in
particular TDDFT/PBE0, reproduced the observed excita-
tion energies with a good accuracy, of the order of 0.2–0.4
eV. It can be concluded that the combination of high-level
spectroscopic techniques with accurate quantum chemical
calculations offers a great perspective to gain insights into
the complicated electronic structure of radicals and their
excited states.
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