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ABSTRACT: Charge transfer within and between biomolecules
remains a highly active field of biophysics. Due to the complexities
of real systems, model compounds are a useful alternative to study
the mechanistic fundamentals of charge transfer. In recent years,
such model experiments have been underpinned by molecular
simulation methods as well. In this work, we study electron hole
transfer in helical model peptides by means of molecular dynamics
simulations. A theoretical framework to extract Marcus parameters
of charge transfer from simulations is presented. We find that the
peptides form stable helical structures with sequence dependent small deviations from ideal PPII helices. We identify direct
exposure of charged side chains to solvent as a cause of high reorganization energies, significantly larger than typical for electron
transfer in proteins. This, together with small direct couplings, makes long-range superexchange electron transport in this system
very slow. In good agreement with experiment, direct transfer between the terminal amino acid side chains can be dicounted in
favor of a two-step hopping process if appropriate bridging groups exist.

■ INTRODUCTION
Charge transfer is a fundamental phenomenon in physical
chemistry, enjoying strong and consistent scientific interest for
more than fifty years.1 Understanding charge transfer in
complex and flexible biomolecules is crucial for a huge variety
of processes, from cellular respiration and photosynthesis to
DNA damage and repair.2−4 Describing it accurately has turned
out to be particularly challenging, both to experimentalists and
theoreticians. Biochemical charge transfer involves the directed
movement of electrons over large distances (multiple nanome-
ters) through macromolecules, typically proteins or large
heterogeneous multiprotein assemblies. These processes
involve dynamical changes that occur on a time scale spanning
multiple orders of magnitude, from subpicosecond changes in
electronic structure to microsecond or even slower conforma-
tional changes. Only recently has the complicated interplay
between atomic structural fluctuations and electron dynamics
become a focus for charge transfer studies in biochemical
systems,5−9 building onto earlier work on model systems.10−15

This fact, combined with the large system dimensions and
difficult experimental conditions, explains why many open
questions on electron transfer (ET) in biomolecules remain.
Therefore, simpler model systems to study some aspects of ET
have gained popularity, and theoretical models based on
computer simulations have become important tools to help
interpret experiments and gain a better understanding of the
structure and function of the involved molecules.16−22

An important model system in the study of charge transfer
processes has always been peptide systems. Extensive

experimental work was done by Isied et al., who have studied
ET over distances of 8−32 Å via spectroscopical techniques and
determined the properties of polyproline II helices as ET
bridges.27−34 This work has inspired theoretical investigations
of peptide charge transfer systems, which suceeded in
computing Marcus parameters in good agreement to experi-
ment,35−37 an aproach that we will extend to a different peptide
system here.
Recently, the group of B. Giese developed a peptide system

(Figure 1) in which intramolecular ET takes place between a C-
terminal dialkoxy phenylalanine radical cation as electron
acceptor, and an N-terminal neutral tyrosine as electron donor.
The positive charge on the C-terminal amino acid was
introduced by photoinduced Norrish cleavage of ketone 2,
subsequent phosphate elimination 3 → 4, and oxidation of the
aromatic system 4 → 5.38−41

In the middle between donor and acceptor an amino acid
with natural or artificial side chain X was introduced, and these
three amino acids were separated from each other by proline
bridges that introduce a polyproline II (PPII) helical
structure.44 Amino acids whose side chains X can be oxidized
by the electron acceptor 5 are relay amino acids that act as
stepping stones. For X = 2,4,6-trimethoxyphenyl the ET occurs
as a two-step reaction, and the absolute rates of the individual
steps could be determined in time-resolved laser experiments:
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the radical cation at the C-terminal amino acid of 1 was
generated by laser irradiation of the ketone precursor 2. The
first ET step was oxidation of the 2,4,6-trimethoxyphenyl side
chain (X in 1), which generated its radical cation. The second
step was a proton coupled ET from the tyrosine leading to a
tyrosyl radical. All three reactive intermediates could be
observed, and their concentration change followed by UV/vis
spectroscopy. This made the rate determination of this
consecutive reaction kinetics possible.41 Since ET can be
photoinduced selectively and intermediates are observable by
fast spectroscopic methods, this peptide assay offers excellent
properties to study biochemical ET under defined conditions.
ET between the two terminal amino acid side chains of the

peptide occurs roughly within a submicrosecond time frame,
with strong dependence on the nature of the bridging amino
acid X.38 Transfer rates have been calculated for various
derivatives of the peptide in Figure 1 with a bridging group X of
2,4,6-trimethoxyphenyl (Table 1). The experimental setup used
ultrafast laser spectroscopy to simultaneously record the
transient absorption spectra of the different cations (e.g., for
the tyrosyl radical at λmax = 408 nm or for the trimethox-
yphenylalanine radical at λmax = 550 nm) from 30 to 500 ns
after starting the reaction.41 Radical concentrations and
intramolecular reaction rates were determined via numerical
curve analysis,42,43 assuming monoexponential rates but
correcting for the competing intermolecular ET. For peptides
bearing other bridging groups X, no explicit rates have been
calculated, instead refs 39 and 40 (see Table 1 in each) give
qualitative information on the suitability of X to facilitate ET.
The experimental setup determined the transient UV
absorption at 40 ns after the initial laser flash charge injection

and determined the amount of donor tyrosyl radical cation
accumulated at this point through intramolecular ET, again
correcting for competing intermolecular reactions. The latter
studies showed that side chains that are comparably easy to
oxidize, like tryptophan, methionine or di- and trimethoxy
phenylalanine, speed up the overall ET rate between the
peptide termini considerably, unlike bridging groups alanine,
leucine or phenylalanine.
Open questions remain about the peptide structure in

solution once a cation is formed (it is assumed to still be a
stable PP-II helix) and about the exact mechanism of ET.
Direct through-space ET via vacuum tunneling between donor
and acceptor is strongly distance dependent and not relevant in
the case here, where a condensed medium (both peptide and
surrounding solvent) separates donor and acceptor. Conceiv-
able transport mechanisms involve direct superexchange-
mediated tunneling between donor and acceptor, intermediate
charge transfer to the bridging group X or via localized states
on segments of the proline bridge.45,46 This will depend on the
properties of the intermediate X-functionality as well as the
energetics and conformations of the proline bridge. The ET
mechanism is also influenced by the conformation dependent
efficiency of through-bond electronic coupling involving the
peptide backbone.47,48 Furthermore, the influence of solvent
molecules on the stabilization and mobility of charges is
unclear. These questions all involve atomistic details of the
system dynamics and energetics, and molecular simulation
methods are uniquely suited to address them.
In this study, we will present extensive molecular dynamics

(MD) simulations of solvated model peptide systems and
compute charge transfer parameters according to Marcus
theory of ET.49−51 We will build upon our previous work on
describing ET by computer simulation methods. We have
previously argued52 that theoretically determining all three
Marcus parameters involves multiscale modeling, since the
electronic coupling HDA is typically determined from quantum
mechanical calculations, while the reaction free energy ΔG0 and
reorganization energy λ require thermodynamic averaging over
a sufficiently large conformational ensemble, best done by
molecular dynamics simulations. The background and methods
used have been presented elsewhere in detail,53−56 and we will
outline them only briefly in the following before turning to a
discussion of the simulation results.

■ MODELS AND METHODS
Molecular Dynamics Simulations and Model Building.

All MD simulations were conducted using version 4.5 of the
Gromacs MD engine.57,58 For the NPT ensemble, temperature
and pressure conditions were controlled by a Berendsen
coupling algorithm. The Particle Mesh Ewald model with a 10

Figure 1. Model peptide for ET studies. The C-terminal non-natural
aromatic amino acid residue contains a photoexcitable 2-(2,2-
dimethyl-propionyl)-3-(diphenoxyphosphoryloxy)tetrahydrofuran-2-
ylmethyl group in the 4-position that forms a tetrahydrofuran radical
cation 4 upon UV exposure. If X can be oxidized by the electron
acceptor at the C-terminal amino acid, ET occurs in a two step
reaction as indicated in 1. The electron acceptor is generated by
photoinduced cleavage of ketone 2, subsequent phosphate elimination
3 → 4, and oxidation of the aromatic group 4 → 5. The synthesis and
reaction mechanism of this site-specific charge injection system is
described in detail in refs 23−26. In the molecule shown, after
photoexcitation an electron would transfer from the N-terminal
tyrosine (left) to the C-terminal electron acceptor group (right).
Various amino acid side chains X can be introduced in the middle of
the helix to determine their effect on the ET. In our simulations, the
bridging group X was set to one of the five natural amino acid side
chains phenylalanine, tyrosine, tryptophan, cysteine, and methionine.

Table 1. Experimentally Determined Electron Transfer Rates
for Various Peptide Systems with a Bridging Group X of
2,4,6-Trimethoxyphenyla

C-terminus N-terminus kD→X kX→A

C-terminal acceptor, N-terminal donor
CO2Me NHAc (3.0 ± 1.3)·107s−1 (3.3 ± 0.5)·106s−1

CO2Me NH3
+ (7.5 ± 1.8)·106s−1 (2.5 ± 0.3)·106s−1

C-terminal donor, N-terminal acceptor
CO2Me NHAc n.d. (1.3 ± 0.1)·106s−1

CO2Me NH3
+ n.d. (1.4 ± 0.1)·107s−1

aRates are taken from ref 41.
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Å direct space cutoff was used for long-range electrostatics, with
the same cutoff for van der Waals interactions. A time step of 2
fs was used while constraining bonds involving hydrogen atoms
using the Lincs algorithm.59 All data collection MD simulations
were preceded by a standard equilibration protocol involving
100 steps of energy minimization, a 20 ps temperature
equilibration to 300 K in the NVT ensemble and a final 400
ps NPT density equilibration. All visualization was conducted
using VMD.60

Peptide models were built as Polyproline II helices in
molden61 (setting the backbone ϕ and ψ angles to −75° and
+145°, respectively), parametrized according to the Am-
ber99SB all-atom force field62 and embedded in a 10 Å deep
layer of TIP4P water molecules.63,64 A total of five different
peptide systems were investigated, using phenylalanine,
tyrosine, tryptophan, cysteine and methionine as central
amino acid residue X in Figure 1. The C- and N-terminal
donor and acceptor amino acid residues (AAR) were both
modeled as tyrosine, to avoid uncertainties from introducing
new parameters for a dialkoxy phenylalanine residue. Each
model was built in four different charge states: neutral and with
positively charged donor, acceptor and bridging residues. In the
following, we define donor and acceptor with respect to a
moving electron hole, a state AXD+ for example symbolizes the
initial condition of a positive charge introduced at the C-
terminus.
Atomic partial charges for radical cation species were

determined by calculating RESP partial charges for neutral
and charged hydrogen-capped side chain analogues.65−67 The
differences in these two charge sets were then added to the
atomic partial charges of the amino acid side chain model, to
maintain consistency with the original force field charge
parametrization protocol.
Electron Transfer Rates. The goal of the presented

simulations is to study the mechanism of charge transfer, based
on an atomistic model of the peptide system (Figure 1).
Electron transfer rates are calculated according to Marcus’
seminal theory, in which nonadiabatic charge transfer is
envisioned as a two-state process with a charge moving
between an initial donor and a final acceptor. The rate of this
process is governed by three parameters: the thermodynamic
driving force ΔG0, the coupling between donor and acceptor
HDA and the reorganization energy λ, equal to the energy
needed to transform the system coordinates into the final state
without charge transfer taking place. The transfer rate is then
given by

=
ℏ

π
λ

− Δ + λ
λ

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥k

H
k T

G
k T

exp
( )

4ET
DA

2

B

0 2

B (1)

Equation 1 has been extensively applied in charge transfer
theory and remains the cornerstone of its theoretical
description, even though multiple extensions and improve-
ments have been developed over the years.68−70 Even in cases
where the underlying assumptions of weak donor−acceptor
coupling, classical harmonic nuclear motions, and the Born−
Oppenheimer approximation become questionable and rates
according to eq 1 therefore become unreliable, the three
parameters still serve as elementary descriptors of a charge
transfer system.
The semiclassical eq 1 relies on the validity of the Franck−

Condon (FC) approximation. The importance of non-Condon
effects in dynamical charge transfer systems has been discussed

recently.71−74 For an estimation on the importance of non-
Condon effects in the studied system, we will follow the
approach outlined in ref 71 where the validity of the FC
approximation is judged from the relative magnitude of two
decay times, that of the FC overlap factor τFC, and that of the
electronic matrix element τHDA

. While τFC can be directly
calculated from classical simulations,75−78 we will use the
expression for its semiclassical limit, τFC = h ̅(2λkBT)1/2.

79,80

Using reorganization energies in the range of 1.8−2.3 eV
(Table 3) we obtain τFC ≈ 2 fs. To calculate the decay time of
the electronic matrix element, a short 1 ps MD simulation was
conducted for the peptide carrying tyrosine as charged bridging
group X, using a randomly selected starting conformation. The
couplings HDA were computed as described below for 1000 MD
snapshots, spaced 1 fs appart, as well as the corresponding
autocorrelation function CHDA

.81 τHDA
was found to be 29 fs from

a single exponential fit of CHDA
up to a maximum time lag of 300

fs. Repeating the calculation for nine different starting
conformations yielded similar or larger results for τHDA

.
Since the electronic matrix element decay time τHDA

is an
order of magnitude larger than τFC, non-Condon effects should
play a minor role in the studied system. This can be further
quantified by computing the ratio of the static limit rate
constant (Marcus rate) k0 and its first nonzero correction term
k2 from perturbation theory.71,73,82 Using eq 40 in ref 73, we
obtain k2/k0 < 0.1, and eq 1 was used in the following to
compute rates without further corrections.
A simpler, empirical electron transfer rate formula, assuming

activationless ET, has been widely applied for proteins.4,83,84 In
it, the rate is modeled by a simple exponential decay function of
the form

= −βk k rexp( )ET 0 DA (2)

where k0 is a distance-independent prefactor that gives a rate of
1013 s−1 at van der Waals contact distance83 and β is a distance
decay factor that depends on the nature of the matrix in which
the charge transfer sites are embedded. A value of β = 1.4 Å−1

was originally suggested for proteins, while more accurate
estimates also take the protein secondary structure into
account.36,85−87 A more recent study by Jones et al. that
reexamined the decay parameter based on 28 protein structures
and the empirical tunneling pathway model gives a range of
1.0−1.5 Å−1 for typical β values in proteins,88 which has
consistently been used in several studies.89−93

Determining Marcus Parameters. To compute ΔG0, the
free energy difference between the two potential curve minima
in Figure 2, we conceptually split it into two contributions, an
internal one connected to the electronic structure of donor and
acceptor and an external one dealing with interactions with the
environment. The reaction free energy for charge transfer
between the initial and the final state D+A and DA+ (for ET
involving the bridging group, either D or A would be replaced
by X) is then calculated as:

Δ = Δ + ⟨ ⟩ − ⟨ ⟩+ + + +G E EIP0
DA DA

FF
DA D A

FF
D A (3)

where ΔIP is the difference in vacuum ionization potential of
the residues carrying the positive charge and EFF is the total,
classical force field energy of a state with angular brackets
representing Boltzmann weighted ensemble averages using the
potential energy function indicated in the subscript. The EFF

terms were corrected to remediate the effect of changing
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nonphysical internal force field terms that do not contribute to
the external part of ΔG0.
As is common in ET theory, the reorganization energy λ was

likewise split into two components to facilitate computation, an
internal λi and a λs for the effect of the surrounding

λ = ⟨ ⟩ − ⟨ ⟩+ + + +s E E( )s Pol D A
FF

DA D A
FF

D A (4)

where EFF again stands for a classical total energy computed
using the molecular dynamics force field and sPol is a scaling
factor correcting for electronic polarization effects that are
neglected in a point charge force field. Ignoring polarization
and using unscaled computed reorganization energies yields
values that are far to high. Therefore, a scaling factor sPol of 1/2
was used to correct λS. The neccessity for this correction has
been discussed before,94−97 as well as the approximation of
uniform scaling factors of 0.5 to 0.7 for a complex protein/
solvent system (equivalent to assuming a uniform optic
dielectric constant ε∞ of 1.4−2).98−102
In contrast to the external reorganization energy λs, the

internal λi mainly contains the effect of the changing electronic
structure of donor and acceptor and is accessible via quantum
mechanical calculations:54,103−109

λ = + − −+ +
+ +E E E E(D ) (A) (D ) (A)i D

QM
A
QM

D
QM

A
QM

(5)

Here, EQM stands for the single point energy of the molecule
in brackets, using the optimized geometry of the molecule in
subscript. The molecules were generated by cutting the Cα−Cβ

bond of the AAR and saturating with a hydrogen atom.
Geometry optimization and energy calculations were con-
ducted using DFT110,111 with the B3LYP/6-311g(2d,2p) level
of theory.112−115

There are multiple ways to calculate the coupling matrix
elements HDA.

4,47,116,117 A fast and efficient way to obtain them
is from the donor and acceptor HOMO wave functions of the
neutral systems in the fragment orbital approach (FMO)55,118

∫= ψ ̂ ψ τ
τ

H H dDA D
HOMO

A
HOMO

(6)

In this study, we used the approximate density functional
theory method DFTB to compute electronic couplings.119,120

DFTB in combination with the FMO approach in eq 6 has
been used in our group to compute electronic couplings HDA in

proteins and DNA before.53,54,56,121,122 The method was shown
to provide HDA values in good agreement to high-level ab initio
results in extensive benchmarking calculations.55 As our
calculations consider fluctuations in the coupling matrix
element, HDA in eq 1 needs to be replaced by an averaged
coupling. For the rates calculated below, ⟨|HDA|

2⟩ was used.
An alternative, empirical approach to computing electronic

couplings from geometrical considerations is the pathway
model.123,124 In it, the donor−acceptor coupling HDA is
expressed as the product of a contact coupling HDA

contact between
donor and acceptor in close proximity and a distance decay
factor ε. This factor ε is the product of multiple atom-to-atom
decay factors that take into account the location of bonds and
hydrogen bonds in the system. For each possible pathway
between donor and acceptor, an ε value can be computed, and
the highest value corresponds to the optimal electron transfer
path between donor and acceptor

= εH HDA DA
contact

(7)

∏ε = ε
i

i

ε = 0.6bond

ε = − −− R0.36 exp[ 1.7( 2.8)]H bond

ε = − −R0.6 exp[ 1.7( 1.4)]vacuum

The product runs over all atom-to-atom steps of a particular
pathway and the εi differ depending on the atom connectivity
(parameters from ref 124 were used here). R is the atom-to-
atom distance.
All parameters necessary to calculate Marcus rates according

to eq 1 are therefore easily accessible from MD simulations or
straightforward QM calculations. Thus, computationally
predicted ET rates can be compared to experimental data to
judge if simulation results give an accurate microscopic picture
of the studied CT phenomena. It should be noted that even
moderate errors introduced when calculating the Marcus
parameters can lead to order of magnitude disagreement of
theoretical and experimental rates, nevertheless the parameters
themselves can shed light on interesting system properties. So,
qualitative predictions, e.g., on the possible CT mechanisms
like single step or multistep hopping, can often be made.
Our approach to calculate Marcus parameters relies on

classical MD simulations to obtain components of the
reorganization energy and reaction free energy. This is
necessary, since λs and the external part of ΔG0 are dependent
on a correct Boltzmann weighted ensemble averaging of all
relevant conformations, which requires fast empirical methods
due to the enormous number of degrees of freedom in a
solvated system. The computation of reorganization energies
for complex solvated systems has been a subject of considerable
interest over the last years. As an alternative to our approach, ab
initio molecular dynamics simulations have been popular due to
their ability to treat electronic and nuclear degrees of freedom
simultaneously.125−130 For the treatment of larger systems, a
QM/MM formalism is normally introduced to avoid large scale
QM calculations by obtaining conformational snapshots from
classical MD simulations and reducing parts of the system like
the solvent to a classical point charge or continuum
electrostatics description.95,131−134 Then, electronic polar-

Figure 2. Scheme of the Marcus model. The transfer parameters ΔG0

(solid line), λ (dotted line) and HDA govern the ET rate. The vertical
excitation energy for the forward transfer, λF (dashed line) is also
shown. For ΔG0 = 0, the reorganization and excitation energies
become equal, λF = λ.
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ization effects can be taken into account via constant scaling
schemes, as discussed above.94,96−102

Our approach to separate the reorganization energy λ into
internal contributions λi, which can be determined by single
point QM calculations, and external contributions λs from
classical MD simulations provides computational efficiency by
maintaining a QM description only where necessary. This
allows an extensive sampling of conformational space in
multinanosecond MD simulations, which is a requirement to
accurately describe the structure and dynamics of flexible
biomolecules. A precondition is the existence of a reasonable
boundary between localized electron transfer sites, identified
here as the π-electron systems of amino acid side chains, and
their classically described environment. While ab initio
molecular dynamics simulations avoid such an artificial
partitioning of the system and may be desirable for smaller
molecules, we believe that a QM/MM treatment as outlined
above is currently the optimal way of describing ET in large
biomolecules.

■ RESULTS

Peptide Structure and Dynamics. To obtain a sufficiently
large conformational ensemble for parameter evaluation, an
unrestrained 50 ns length MD simulation was conducted for
each of the five studied peptides in all four possible charge
states (DXA, D+XA, DX+A, DXA+). All simulations started
from a preequilibrated polyproline II helix structure, and the
overall helical shape of each studied peptide was maintained
during the simulations. However, Cα rmsd plots suggested the
existence of at least two main conformational states (Figure 3).
A clustering analysis (using the single linkage method of the
Gromacs g_cluster tool) revealed that the majority of structures
in the conformational ensemble fell into two main clusters: The
average structure of the first important conformation is an
extended polyproline II helix very similar to the idealized
starting conformation (average rmsd less than 0.25 nm) and the
second one represents a slightly kinked helix, bent at the center
by about 60°. Interestingly, the occurrence of the kinked
conformation is strongly dependent on the nature of the
bridging AAR X, but not significantly on the charge state of the
system (Table 2). For Phe and Tyr as bridging residues, the

straight PPII helix prevails, for Trp both conformations occur
frequently, and for the sulfur-containing AAR, kinked helices
are observed only rarely. The percentages in Table 2 are subject
to large standard deviations of 20% or more though, meaning
that for almost all charge states and bridging residues, at least
one simulation is found where either the kinked or the linear
conformation occurs predominantly. From a visual analysis of
rmsd values, approximately 54 conformational transitions were
observed in total, corresponding to an average lifetime of 18.5
ns for one conformational substate. Since only about 1 to 3
transitions were observed in every individual simulation, the
numbers presented in Table 2 should be discussed only
qualitatively and much more sampling would be needed for
quantitative statistics. It should be noted that this conforma-
tional interconversion of the peptide structures occurs on a
much more rapid time scale than the ET reactions, so analyzing
reaction rates under the assumption of a monoexponential rate
constant, as done in ref 41 appears to be valid. Still, we can
conclude that the peptide maintains a rigid helical structure
regardless of the presence and location of a positive charge in
the system. In several cases depending on the exact sequence, a
second conformation is frequently observed and may influence
charge transfer properties.
As charge transfer is a strongly distance-dependent process,

the second important piece of information extracted from the
simulation results are the distance distributions between donor,
acceptor and bridging residues. Interestingly, these distances do
not change very much between both conformations, since the
bending point of the helix is close to the position of the central
AAR X. We obtained average distances from all 20 MD

Figure 3. Typical peptide Cα RMSD values over 50 ns. Data shown is for the neutral DXA case with X = Trp. Two alternating main conformations
can be distinguished. RMSD values are computed with respect to the ideal starting structure. The two conformations correspond to an unperturbed
PPII helix (blue) and a slightly kinked helix (red). The kink occurs between residues 4 and 5. Gray circles indicate the approximate positions of the
center of mass for the charge carrying amino acid side chains donor D, central X and acceptor A. Note that while the position of the acceptor changes
significantly when the helix is kinked (to that of A*), the distance between X and A remains nearly constant.

Table 2. Probability of Finding the Helix in Either the Linear
or Slightly Bent Conformation Is Strongly Influenced by the
Nature of the Bridging AAR X

X % PPII % kinked

Phe 53 25
Tyr 61 23
Trp 48 32
Met 78 3
Cys 67 14
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simulations of RD‑X = 12.8 ± 0.5 Å and RX‑A = 13.0 ± 0.6 Å.
Conversely, the donor−acceptor distance itself is influenced by
the conformational change: an average of RD‑A

PPII = 21.5 ± 0.6 Å is
found for the simulations with mostly linear helices, whereas a
RD‑A
kinked = 19.8 ± 0.5 Å distance is found when averaging over the

MD simulations in which the helix is mainly kinked. Note that
the standard deviations do not represent error estimates but
rather the width of the natural conformational ensemble caused
by thermal fluctuation.
Charge Transfer Parameters. We now turn to computing

the Marcus parameters of charge transfer from the conforma-
tional ensembles presented so far. Table 3 summarizes the

results obtained. For the reorganization energy λ, the
breakdown between the internal part λi and the external part
λs is given. Likewise, for ΔG0 both the internal components
ΔIP and the external ΔEEnv is given. Both quantities contain an
internal and an external component, computed quantum
mechanically and classically, respectively.
While adiabatic IP values can be determined experimen-

tally,135 the vertical IP is more difficult to determine and is
typically computed by ab initio methods.136 Here, we use data
from Dehareng et al.,137 in which IP values were obtained for
multiple amino acid backbone and side chain conformations
using the outer-valence Green’s function (OVGF) method
using DFT. We have used the average of the IP value range
from multiple conformations in Table 4 of ref 137 to calculate
the ΔIP values in Table 3. ΔIP gives the vertical ionization
energy in vacuum without further relaxation or consecutive
reactions as all environmental effects are contained in ΔEEnv. A
scaling factor sPol for λs was applied as described in eq 4 to
account for electronic polarization effects. The λ values
reported are in good agreement to experimental values for
comparable peptides.34

The calculated charge transfer parameters in Table 3 contain
several noteworthy points. The internal reorganization energy
makes up a small but noticeable portion of on average 18% of λ,
but reorganization is dominated by the external, mostly solvent,
λs, as would be expected in a system where the charge carrying
AAR are exposed to polar solvent. The total reorganization
energy of on average 2.09 eV is rather large for a biochemical
system, again indicating the strong stabilization experienced by
a charge on a fully solvated side chain. Before application of the

scaling factor, λs values of ca. 3.5 eV are obtained directly from
the MD simulations. In comparison, significantly smaller
unscaled values of ca. 2 eV were found in our recent study of
ET between AAR within a protein,54 but applying the same
technique to ET between DNA nucleobases yielded λs values
approaching 3 eV for large transfer distances.138 Direct solvent
exposure of charged side chains in peptides results in markedly
different ET properties than would be typical for reactions
occurring in the interior of a protein.
The λ values are mostly unaffected by the nature of the

bridging AAR and by the particular transfer selected. Even the
direct D → A transfer over a much larger distance only shows a
small increase of 0.16 eV in λ compared to D → X and X → A
transfers. Since the transfers D → A always occur between Tyr
residues and should not be influenced by the nature of X, their
standard deviation of 0.03 eV gives an indication of the
statistical uncertainty of the presented results.
The ΔIP values show the part of the thermodynamic driving

force due to the chemical nature of the bridging AAR. Note
that the IP values used do not include the effect of protonation
state changes after oxidation/reduction, in the same manner as
our MD simulations, which also do not describe protonation
reactions either. In good agreement to chemical intuition, only
Trp has a lower redox potential than Tyr, while Phe and the
sulfur-containing amino acids Met and Cys yield high energetic
costs for donating electrons to Tyr. When the effect of the
environment ΔEEnv is taken into account, we obtain the overall
energy necessary to localize a positive charge on the central
AAR X. Three different cases can be distinguished: For Met
and Tyr as X, the effect of the surrounding system is small; that
is, these AAR are stabilized by the environment about as well as
Tyr at the terminal positions of the peptide. For Tyr, this leads
to the expected free energy difference of about zero for the
whole transfer process, while for Met the cost of approximately
0.5 eV caused by the different IP remains unchanged. The
second case concerns Cys, which experiences considerably
stronger environmental stabilization than the terminal Tyr
residues. However, the large ΔIP still results in a high energetic
penalty that impedes charge localization on a central Cys
residue. Finally, both for Trp and Phe a relative destabilization
compared to the terminal AAR is obtained. This effectively
counteracts the lower IP of Trp, leaving the charge transfer
system Tyr-Trp-Tyr with a very small driving force, but for Phe
both ΔEEnv and ΔIP combine to yield a high energetic barrier
of over 1 eV.
Altogether, when ΔG0 values are obtained from combining

ΔEEnv and ΔIP, both effects strongly dependent on the exact
nature of the bridging AAR. We suggest that bridging Tyr and
Trp, and maybe to a lesser extent Met, could act as charge
carrying residues, but for Cys and Phe this is unlikely due to the
high energies involved.
When calculating the electronic couplings HDA directly

according to eq 6 for a series of MD snapshots, we obtained
very small couplings in all cases. Absolute values are hard to
ascertain due to well-known numerical instabilities.124 Never-
theless, we can give a conservative upper boundary of 1 meV
for HDA in all cases when the intermediate medium is neglected.
This approach has previously been used to compute electronic
couplings between donor and acceptor molecules in closer
contact,54−56 but it appears not suitable for the peptide systems
studied here with larger D−A distances.
Therefore, HDA values were calculated with an alternative

scheme according to the empirical eq 7 for the D→ X and X→

Table 3. Calculated Marcus Parametersa

X transfer λi λs λ ΔEEnv ΔIP ΔG0

Phe D → X 0.38 1.69 2.07 0.50 0.64 1.14
X → A 0.38 1.55 1.93 −0.52 −0.64 −1.16
D → A 0.42 1.78 2.20 −0.02 0.00 −0.02

Tyr D → X 0.42 1.62 2.04 −0.03 0.00 −0.03
X → A 0.42 1.65 2.07 −0.04 0.00 −0.04
D → A 0.42 1.76 2.18 −0.07 0.00 −0.07

Trp D → X 0.38 1.58 1.97 0.28 −0.23 0.05
X → A 0.38 1.47 1.84 −0.32 0.23 −0.09
D → A 0.42 1.76 2.18 −0.05 0.00 −0.05

Met D → X 0.28 1.81 2.10 −0.04 0.46 0.42
X → A 0.28 1.67 1.96 0.08 −0.46 −0.38
D → A 0.42 1.77 2.19 0.04 0.00 0.04

Cys D → X 0.26 2.03 2.29 −0.32 1.05 0.73
X → A 0.26 1.83 2.09 0.40 −1.05 −0.65
D → A 0.42 1.82 2.24 0.08 0.00 0.08

aAll energies given in eV. A scaling factor of 1/2 was used for λs.
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A transfers in peptides containing Trp and Tyr as AAR X. The
contact electronic couplings HDA

contact were computed by placing
the two molecules (as hydrogen saturated side chain analogs)
in van der Waals contact distance with parallel π-electron
systems and energy minimizing the complex before computing
the coupling according to eq 6 using DFTB. Four rotational
orientations of the two molecules were tested and the highest
computed HDA

contact was used in each case. All HDA values were
taken as positive. Optimal electron transfer pathways were
determined for 500 MD snapshots in each case, both with and
without allowing water molecules to participate in a pathway.
Table 4 summarizes the results.
For all four transfers studied, comparable couplings are

obtained, with higher values for the D → X than for the X → A
step for both central AAR. Water molecules are involved in the
optimal pathway in 15−30% of cases. If water molecules are
excluded from the pathways, significantly smaller ε-values are
obtained. This indicates that the few pathways including water
molecules tend to be the most efficient ones. In ca. 50% of
simulation snapshots, no better pathway than along the
covalent linkage of the backbone is found.
The high standard deviations found for ε indicate that ET is

in the fluctuation-dominated regime as discussed by Skourtis et
al.5,7 We obtain coherence parameter C as defined in ref 7 of ca.
0.1. Therefore, rare fluctuations of the electronic coupling,
driven by conformational changes and solvent dynamics, have
an outsize influence on the charge transfer rate and due to the
quadratic dependence of Marcus rates on ⟨HDA⟩, the more
important parameter to consider is arguably (⟨HDA

2⟩)1/2. The
final resulting average couplings are 0.21 meV for ⟨|HDA|⟩ and
0.64 meV for (⟨HDA

2⟩)1/2, confirming our previously estimated
upper boundary of 1 meV for the electronic coupling. In
contrast, when couplings between the terminal donor and
acceptor residues were calculated using the same pathway
model, significantly smaller ⟨|HDA|⟩ values below 10−5 eV were
found, indicating that direct transfer between the peptide
termini is not relevant here.

■ DISCUSSION
Charge transfer is known from experiment to proceed along the
peptide helix in the time frame of approximately 50 ns if the
bridging AAR is Trp, methoxy-substituted phenylalanine, Cys
or Met.39 Experimental transfer rates in the range of kr ≈ 106−
108 s−1 are available for different peptide substitutions.41 Since
our model introduced identical donors and acceptors, the
experimental value best to compare to would also be one in
which transfer between almost isoenergetic sites was measured.
For such a case, a reaction rate of kR = (3.3 ± 0.5)·106 s−1 is
given (k1 for molecule 10a in Scheme 4 of ref 41; see also Table
1).
Corresponding Marcus rates for individual D → X or X → A

transfers with the parameters from Table 3 are orders of
magnitude smaller than that. The largest rates are found to be
below 102 s−1 for the case of Tyr as X and even smaller for all

other bridging AAR. Clearly there are tremendous uncertainties
in all three Marcus parameters as computed here, which very
strongly influence the resulting ET rates due to the exponential
and quadratic dependence of kr on λ, ΔG0 and HDA in eq 1. It is
difficult to give accurate error estimates for any of the three
Marcus parameters. For the case of HDA, it was shown that
close range couplings computed by semiempirical DFTB
typically differ no more than a factor of 2 from higher level
QM calculations.55 We estimate that the simple empirical
scheme to compute the pathway decay factor could introduce
significant further errors for HDA, so that our calculated
couplings may be off by up to an order of magnitude. The case
for the external parts of λ and ΔG0 computed by molecular
dynamics makes error estimation even more difficult, since it
has been shown before that the numerical inaccuracies of such
results are much smaller than their systematic errors.139

Therefore, computing a standard error of the mean can
significantly underestimate the true inaccuracy. With the
additional problem of accounting for electronic polarization
effects by a simple scaling scheme, we can estimate that both
the computed λ and ΔG0 may be inaccurate by several kJ/mol,
or up to approximately 30%. To obtain rates in the right order
of magnitude for, e.g., Tyr, λs would need to be reduced by 30%
and the electronic coupling increased by a factor of 10 at the
same time, yielding a kD→X = 2.6 × 106 s−1 and kX→A = 2.2 ×
106 s−1, comparable to experiment but just on the border of a
realistic parameter range in our simulations.
Therefore, we believe neither substantial inaccuracies in the

calculated parameters, based on the semiempirical quantum
method DFTB or the use of classical force fields, can alone
account for the discrepancy, nor the small differences between
the experimental and simulated systems (e.g., the use of
chemically modified AAR in the experiment and measurements
in a water:acetonitrile mixture as solvent).
However, several possible reasons for the disagreement

between simulation and experiment can be given: First,
experiments do not distinguish between electron transfer and
coupled electron/proton transfer. Since, e.g., Tyr and Cys
radical cations are strong acids, they can undergo a rapid
deprotonation after oxidation. This would significantly alter the
associated reaction free energies for the overall ET reaction. In
our simulation, all protonation states remain unchanged, and
the ΔIP values used for the AAR also do not take
deprotonation into account. Furthermore, for the case of Met
as AAR X, a high electron transfer efficiency is observed
experimentally, but not predicted here. The fact that ET
proceeds across a Met-bridge despite the high redox potential
of a thioether, has been explained by the stabilizing neighboring
group effect of adjacent amide functions.40 A molecular
mechanics force field would not accurately model this effect.
Finally, our simulation assumes full localization of the charge on
either D, A or X at all times. Allowing partial charge
delocalization between these sites or transient partial local-

Table 4. Average Electronic Couplings and Standard Deviations Calculated Using the Empirical Pathway Modela

X transfer |HDA
contact| εnowater εwater % water ⟨|HDA|⟩ (⟨|HDA|

2⟩)1/2

Tyr D → X 0.24 (0.65 ± 0.95)·10−3 (1.01 ± 4.06)·10−3 16 2.40 × 10−4 10.0 × 10−4

X → A 0.24 (0.47 ± 0.46)·10−3 (0.68 ± 1.23)·10−3 20 1.63 × 10−4 3.37 × 10−4

Trp D → X 0.15 (1.46 ± 4.92)·10−3 (1.91 ± 5.20)·10−3 27 2.87 × 10−4 8.31 × 10−4

X → A 0.15 (0.51 ± 0.59)·10−3 (1.04 ± 2.34)·10−3 29 1.56 × 10−4 3.84 × 10−4

aAll couplings are given in eV. % water indicates in which percentage of snapshots at least one water molecule was involved in the pathway.
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ization on other parts of the system could lower the barriers for
ET and lead to higher predicted rates.
The rates found in the peptide system can also be compared

to the empirical rate-distance relationship for electron transfer
in proteins discussed by Moser, Hopfield et al.83,84 From their
data (Table 1 in ref 83) a charge transfer rate of kR ≈ 107−
109s−1 would be expected for a protein system containing
charge transfer sites at comparable distances. Electron transfer
along the peptide helix apparently proceeds slower than it
would embedded in a protein matrix. Possible reasons for this
are the better stabilization of fully solvent exposed radical
cations, higher conformational flexibility and weaker coupling
between AAR with only a single helix connecting them. Since
these factors would have little effect on the reaction rate
prefactor k0 in eq 2, we conclude that the distance decay factor
β, which was found to be about 1.4 Å or smaller in proteins,
appears to be larger in peptides, leading to overall slower
transfer.
Even though eq 1 yields rates far too small to explain the

observed charge transfer, the underlying parameters λ, ΔG0 and
HDA give a detailed picture of similarities and differences
between systems differing in the bridging AAR X. Comparably
large reorganization energies due to pronounced solvent
stabilization of the charged side chains make charge transfer
difficult in all cases, but differences in the chemical nature and
solvation of side chains determine if charge transfer faces
prohibitively high barriers. The extremely small through-space
(fragment orbital based) direct electronic coupling |HDA|
indicates that either the peptide helix or intervening water
molecules play an important role in mediating the donor/
acceptor interaction and taking the intervening medium into
account using the pathway model results in a more realistic, but
still small, coupling HDA. In comparison, assuming through-
space coupling between amino acid side chains at slightly
smaller separation distance in the protein E. coli DNA
photolyase or between neighboring nucleobases in DNA radical
cations yielded ET rates in good agreement to experiment in
recent studies.52,54,122,140,141

With direct ET between donor and acceptor ruled out, future
studies of the system can focus on the role of the medium
between two charge carrying side chains in more detail than the
empirical pathway model allows. The peptide backbone may
mediate charge movement along the PPII helix or even allow
transient localization, and explicitly including these effects
could lead to higher predicted transfer rates. Furthermore, it
has been shown that bridging water molecules can serve to
enhance electron transfer pathways in proteins,142,143 and a
similar effect seems to be important in solvated peptides. This
effect is already present in our results, seen in the importance of
considering water molecules in the couplings in Table 4. To
better capture such effects, it may be necessary to treat the
interactions between moving charge and polarized environment
in a more straightforward way, as was shown recently in
coupled electron−nuclear dynamics QM/MM simula-
tions.54,141
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