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Abstract
To test in how far the Media Equation and Computers Are Social Actors (CASA) validly explain user responses to social
robots, we manipulated how a bad health message was framed and the language that was used. In the wake of Experiment
2 of Burgers et al. (Patient Educ Couns 89(2):267–273, 2012. https://doi.org/10.1016/j.pec.2012.08.008), a human versus
robot doctor delivered health messages framed positively or negatively, using affirmations or negations. In using frequentist
(robots are different from humans) and Bayesian (robots are the same) analyses, we found that participants liked the robot
doctor and the robot’s message better than the human’s. The robot also compelled more compliance to the medical treatment.
For the level of expected quality of life, the human and robot doctor tied. The robot was not seen as affectively distant but
rather involving, ethical, skilled, and people wanted to consult her again. Note that doctor robot was not a seriously looking
physician but a little girl with the voice of a young woman. We conclude that both Media Equation and CASA need to be
altered when it comes to robot communication. We argue that if certain negative qualities are filtered out (e.g., strong emotion
expression), credibility will increase, which lowers affective distance to themessenger. Robots sometimes outperform humans
on emotional tasks, which may relieve physicians from a most demanding duty of disclosing unfavorable information to a
patient.

Keywords Media Equation · CASA · Framing · Language · Communication · Healthcare

1 Introduction

In their Handbook of Research on Computer Mediated Com-
munication, Kelsey and St. Amant [19] state that to regard
robots as social, they need to express emotions, show person-
ality, work with natural cues, and be capable of conducting
high-level dialogue (p. 867). Their handbook also states that
most robots are still underdeveloped in this respect (p. 865).
Part of this omission is that we do not understand too well
how, for instance, high-level dialogues take place between
humans. To advance a little bit into this direction, the current
study reports on the delivery of bad health news by a social
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robot, using framing techniques and language biases that are
recommended to human messengers.

Delivering bad news through robots is the test case we
used for the deeper aim of this study: A demonstration of
testing the reach of Media Equation [35] and Computers Are
Social Actors (CASA [32]) fairly by using Bayes as well
as frequentist statistics. From the results, our contribution to
the field emerged: Amoderation of the said theories that peo-
ple to some extent apply human social criteria to machines
but that robots sometimes perform better according to those
criteria than humans actually do and that some criteria do
not count for robots. This is unexpected for many theories
in media and technology, which simply assume that humans
are the standard of performance. In application, this study
opens up the serious possibility to apply robots in executing
emotionally sensitive tasks, both relieving themessenger and
the receiver from relational stress.

To progress towards such study, several hurdles have
to be taken: in theory, in methods, and practically. The-
oretically, we conceive of a social robot as a humanoid
software and hardware system that at least in part can make
autonomous decisions and expresses social behaviors by
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Fig. 1 Hanson Robokind Alice R50 bringing bad health news

electro-mechanicalmeans. In our case,weused theRobokind
R50 “Alice,” designed byDavid Hanson and equipped it with
our own software (Fig. 1). As a starting point, we relied on
theorists such as Reeves and Nass [35], who formulated the
Media Equation, suggesting that humans hardly distinguish
between other humans and machines in the way they behave
toward them. Reeves and Nass report that, for example,
applications that stimulate extroversion are more appreci-
ated by extroverts, whereas introvert people would prefer
applications that demand more introversion. With regard to
robots, certain studies indeed find that similar personalities
attract (e.g., [42]). However, others find that complemen-
tarity attracts (e.g., [23]) but this may still be in line with
Media Equation if humans respond similarly to humans who
complement them. In the same vein did Nass and Moon
[32] assert that Computers Are Social Actors, the CASA
view. While interacting with computers, users would auto-
matically or ‘mindlessly’ apply human-inspired heuristics
and rules because certain anthropomorphic aspects of the
machine remind them of human conduct—even if they are
aware of themachine (cf. the emotional expressive systems of
[10]). And indeed, Lee et al. [26], for instance, studied a robot
moving around an office space while it dispensed snacks to
the employees. Over time, the robot became more of a co-
worker than a vending machine in the eyes of the employees,
inspiring all kinds of social dynamics such as becomingmore
polite to the robot, protecting it, making social comparisons,
and becoming jealous of people that supposedly were pre-
ferred by the machine.

We may call the Media Equation and CASA view the
similarity hypothesis, indicating that people treat robots
more-or-less the same as human beings with regard to the
application of social rules and overlearned social responses
(also in cases of complementarity). Note that Media Equa-
tion and CASA do not mean that humans interacting with
media behave in the exact same way as they do towards other
humans but they do so roughly. Although the theory says
‘Equation,’ suggesting that behaviors are identical, we better

stick to similarity, leaving some room for variance. Never-
theless, if Media Equation and CASA want to refrain from
vacuity, results of a comparison between human–human and
human–robot interactions should be ‘about the same’ and not
‘different.’

There are also authors who believe that humans and robots
are not treated equally (e.g., [11,13]). For example,Takayama
and Go [41] observed that certain people categorized mobile
telepresence machines as indeed another person, arguing
with it and making hand gestures (cf. CASA). Yet, other
people saw it as a disabled person because it could not open
the door or failed otherwise. A third group saw the telepres-
ence machine as robot, a substitute of the actual person, and
the fourth group merely saw an object, referring to it as ‘it’
and ‘thing,’ sitting on it like a chair or leaning against it like
a railing (ibid.).

Such studies underscore that not all perceivers transfer
the human model to robots without more (some see the
machine-side rather than the human likeness) or at least
incompletely (robot is a substitute for the real thing) or qual-
ified by different scores (robot is clumsier). For instance,
Küster and Świderska [21] reported evidence that humans
do attribute a certain amount of morality to humanoid robots
but also that systematic differences with humans occurred.
For instance, humanswere regarded asmore experienced and
more conscious than robots (p. 341). According to this kind
of dissimilarity hypothesis, robots better should be seen as
novel social entities with non-human but highly appreciated
qualities of their own [14].

Where do we stand then? Do we treat social robots as if
they were real people (similarity hypothesis)? There may be
some margin assumed but not so large that the difference
between treating robots and treating human beings becomes
statistically significant. If similar, then all of the rules and
subtleties of human communication apply and people sup-
posedly are sensitive towhether the robot complieswith those
rules or not. Or are our human responses modified by the
fact that it is a robot (dissimilarity hypothesis)? In that case,
human behavioral rules would roughly apply but not system-
atically and unequal from responding to a human partner.

So far so good for theory because the comparison between
human–human and human–robot interactions has its chal-
lenges in methods and analysis as well. From a methods
point of view, ideally one would like to compare a physically
present human (the ‘confederate’) with a physically present
robot, interacting with a test participant. However, human
confederates are hardly capable of delivering the same per-
formance time and again across a sample of participants; let
alone if that person has to act in two or more different ways
(e.g., acting happy vs. sad). Woods et al. [48,49] recommend
the use of video clips in cases where interaction is low (such
as unidirectionally delivering amessage). Therefore, human–
human studies often rely on videotaped materials that can be
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repeated multiple times without changing the contents. That
may sound as yielding to methods at the cost of ecological
validity but if we see the movie clips as a proxy of a video-
conference (cf. telemedicine), we may not deviate too far
from reality, particularly in view of future developments.

Given that humans should be videotaped to deliver the
same performance, to keep things comparable, robots also
should be videotaped. That of course, does something for the
aspect of interaction (as with humans) and for autonomous
decision making (as with humans). Nonetheless, we should
start somewhere and explore the ‘simpler’ situations first
before entering themethodological complications of real-life
interactions. And admittedly, using movie clips is way more
practical and cost-efficient than hiring professional actors
and far less work than handling a robot, which commonly
shows all kinds of technical flaws that need to be repaired
on the fly [48,49]. Fortunately, there are situations where lit-
tle interaction and decision making is required, namely in
one-way monologues where someone tells the other about a
state-of-affairs, such as notifying employees of their layoff
or breaking bad news to a patient, which is the topic of the
current study.

With reference to statistics, the human–human versus
human–robot comparison also differs from what is common
practice. In conventional (frequentist) statistical techniques
(e.g., t test, ANOVA), data are always compared to a null
hypothesis (H0). This works fine when one has no idea of
what could be going on in the data. However, this is not often
the case. Researchers have theories, expectations, and previ-
ous studies to build their case (prior knowledge). Bayesian
statistics allows prior knowledge (the prior) to support the
estimation of a model and to test hypotheses. Using this
method, one can build on earlier research, instead of starting
from scratch every time anew. Moreover, frequentist statis-
tics assume that but one true population parameter (fixed)
exists in the population.

Rejecting the null actually means that in the data signifi-
cant differences were found between two groups, confirming
the H1. In other words, frequentist analyses favor in the case
of Media Equation and CASA, the dissimilarity hypothe-
sis (H1: robots and humans are perceived as significantly
different). Because if H1 is rejected and the H0 remains, it
merely says ‘we found no difference’ rather than ‘we found
similarity.’ Hence, to be fair to the similarity hypothesis as
well, analyses should also be performedwith Bayesian statis-
tics. With Bayes, all unknown parameters can be defined by
a probability distribution. Thus, Bayesian statistics do not
result in a point estimate, but rather in an interval with a
certain probability that the true coefficient is part of that inter-
val [12,44]. Bayesian analysis exists of three parts: the prior
distribution, the data (the likelihood), and the posterior dis-
tribution. The posterior distribution is a combination of the
prior distribution and the data, an updated understanding of

the theory under question (ibid.). In other words, with Bayes
the H0 can be tested and if H1 (dissimilarity) is refuted and
H0 remains, we can assume that robots are treated similarly
to humans as Media Equation and CASA would have it.

1.1 RelatedWork

Media Equation and CASA are directed at media and com-
puters. However, other artifacts are humanized and attributed
agency just as well [16,22]. This also holds for household
appliances such as vacuums [40]. With agency assumed,
people hold computers for a messenger [39], employing dif-
ferent communication strategies [2–4]. However, not every
person responds in the same way [25]. Therefore, tailored
approaches attempted to relate the robot to the user’s person-
ality [42]. In application, the robot’s performance in real-life
situations was studied by Severinson-Eklundh et al. [37] for
services, by Mutlu and Forlizzi [31] for organizations, by
Kanda et al. [18] for tutoring, and by Sabelli et al. [36] for
eldercare.

As the latter study illustrates, an area where social robots
are advancing quickly is health care. To alleviate the care
burden, robots are employed to remind people of medicine
intake, to help exercising, and they are used as companions
(e.g., [27]).

With respect to health communication, one of the tough-
est duties of a doctor is to break bad news about health to
a patient. On the Internet and in medical journal articles
alike, tips, tricks, and training protocols are shared on how
to communicate with patients in a compassionate manner
(e.g., [1,29]). To relieve the doctor from a challenging task,
could a bad news message be brought by a robot equally
well (the similarity hypothesis)? Or can we not and shall we
not leave such a sensitive matter to robots, incapable of real
understanding of the user’s emotional state (the dissimilarity
hypothesis)? After all, bad newsmay excite anxiety reactions
and stress and if delivered wrongly, it can even aggravate the
illness [38]. So how to deliver a bad healthmessage properly?

Burgers et al. [6] looked into the effects of framing a health
message positively or negatively, while using affirmative or
negative language. These authorsworked fromProspect The-
ory [17], measuring how people responded differently to four
movie clips of a doctor communicating positive versus neg-
ative outcomes of a health diagnosis (the frame) phrased
in affirmative language versus the use of negations. Partici-
pants liked it best when the videotaped doctor said that things
“go well” (affirmative wording, positive outcome) but they
dislikedmost a positive outcome that was brought with nega-
tions (“The news is not bad”). If things went badly, they did
not want to get it straight into their face (“It’s going bad”)
but rather preferred the denial of the positive outcome (“It’s
not going well”). Burgers et al. [6] found that if done in the
wrong way, people felt negative about the doctor, about the
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health message, expected a lower quality of life, and did not
feel like following up on the doctor’s advice. Their Exper-
iment 2 will be the entrance point for our robot doctor to
communicate bad news.

1.2 Research Question and Hypotheses

Question is of course,will the effects of health-message fram-
ing by a human-doctor also be established by a robot-doctor
(the similarity hypothesis) or will it be different (the dissim-
ilarity hypothesis)? And if different, in what way? Worse?
Better? Or what?

At face value, one expects that a patient would rather talk
to a human doctor than a machine. In earlier work, how-
ever, communicationwith robots sometimes is preferred over
human communication, even or sometimes precisely because
emotional concerns are at stake (e.g., [14,50]). One could
argue then that because the doctor is human, patients expect
the highest accomplishment; better than a robot. If humans do
not live up to expectations, the human is deeply disappoint-
ing; more than a robot. Becausewe expect less of robots, they
conceivably occupy the middle ground: not as good as well-
performing human doctors, not as bad a poor-performing
humans (cf. [46]).

Therefore, we wanted to repeat Experiment 2 of Burg-
ers et al. [6] and replace the movie clips of a human doctor
by clips of a Robokind R50 Alice, bringing bad news about
Bekhterev’s rheumatic disease and compare our data with the
original human-doctor data of [6]. The similarity hypothesis
consisted of the constellation of findings in [6]. Because no
substantial differences were to be expected between human
and robot, we predicted the H0 for each effect that included
the type of doctor (human vs. robot). Hence, we anticipated a
significant interaction between frame and language for both
doctors: For news that is framed as fortunate but phrased in
a negative manner (a positive frame with negations: “Things
are not too bad”), we thought that participants would rate
the health message, the doctor, the quality of life they
expected, and the intention to adhere to the medical advice
lower than when affirmations were used (positive frame,
affirmative language: “Things go well”). Additionally, the
generally lower scores to bad news would be mitigated when
negations were used (negation of a negative frame: “Not
good”) as compared to the affirmation of negative frames
(“It’s going bad”).

For the dissimilarity hypothesis (H1), we followed [46]
in predicting that when a human does it right (affirmation
of a positive frame and negation of a negative frame), the
human will outperform the robot at the message-related out-
come variables. Yet, when the human doctor does it wrong
(negation of a positive frame and affirmation of a negative
frame), the robot outdoes the human doctor because the robot
is ‘forgiven’ for being communicatively and emotionally not

so proficient. In otherwords, the dissimilarity hypothesis was
fine-tuned by expecting that it was better to have a good robot
than a bad human but that a good human would supersede
everyone.

Apart from the message-related outcome variables (i.e.
message evaluation, doctor evaluation, quality of life, and
medical adherence), we additionally measured a number
of experiential variables not sampled in the Burgers study
[6]. These measures were taken from an empirically well-
validated model of perceiving and experiencing fictional
characters [45] such asmovie characters,mediafigures, game
characters, and robots. In other words, we also explored an
extra research question (RQ1) on how the robot doctor was
experienced in terms of ethics (a good or a bad robot), its
affordances (is the robot skilled or not), feeling involvedwith
the robot (friendly feelings towards the robot) or feeling at
a distance (cold feelings), and use intentions (to what extent
people wanted to consult the robot doctor again).

In sum, if robots follow the same pattern (H0) as for
human doctors (cf. Media Equation), they should not say,
for example: “Things are not going bad.” But rooted in the
assumption that robots are ‘cold,’ people may dislike a robot
delivering the bad news (“Inhumane”). In other words, the
pattern may be the same as for humans but on a lower level:
more negative about the doctor, about the health message,
about the expected quality of life, and less inclined to follow
the robot’s advice. Moderating this, however (H1), could be
the effect that a senseless machine that tries its best is for-
given. To test these hypotheses (H0, H1) and to explore our
extra research question (RQ1), we received the data from the
human doctor in Experiment 2 in Burgers et al. [6] directly
from the authors and collected additional data, using a robot
doctor.

2 Method

2.1 Participants and Design

Participants (N = 134; Mage = 28.02, SDage = 11.98,
61.2% female, Dutch nationality) were randomly assigned
to a 2 (Language: affirmation vs. negation) ×2 (Frame: pos-
itive vs. negative) between-subjects experiment, receiving
course credits or a small monetary compensation. Seventy
percent of the participants had higher vocational or univer-
sity training; sixteen people were familiar with Bekhterev’s
disease, 75people had experiencewith doctor-patient conver-
sations. For a comparison with [6] (also all Dutch citizens),
see Table 1. The Analysis section shows that no significant
differences were found in background information between
condition cells. Hence, we may assume that the two sets of
data were collected from the same population with compa-
rable individual differences.
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2.2 Procedure

Participants were invited through Facebook to open a link to
a Qualtrics environment, used for administering surveys and
experiments. In [6], people watched one out of 4 movie clips
of a human doctor bringing health news in Dutch (Online
Resource 1). Mimicking [6] as much as possible, the current
participants watched a YouTube clip (1.27 m) that showed
a robot doctor facing the camera and talking to the par-
ticipant the same way, according to the same scripts, and
using the same language as the human doctor in [6], Experi-
ment 2. Qualtrics randomly distributed participants over four
clips that represented the four experimental conditions (i.e.
affirmative-positive, affirmative-negative, negation-positive,
negation-negative) (Online Resource 2). The robot was a
Hanson Robokind R50 “Alice” with a human-like girlish
face and mechanical bodywork, which was visible in half
total (Fig. 1), the same way as in [6]. We chose this machine
because of its expressive face and the good results we booked
in previous studies [14]. There was also a practical reason:
This was at the time the only machine we could work with.
Texts were between 167 and 173 words long and were run
through anACAPELA speech engine, speakingwith a young
adult female voice. In the first part of the text, the robot
introduced the topic, in the second part it did the diagnosis,
the third part gave a prognosis and the doctor’s advice on
medicine intake. In the fourth part, the robot doctor offered
the option to consult her again. The stimulus text with varia-
tions in framing (bringing the message positively or not) and
language (using negations or not) go next (translated from
the Dutch):

Good morning, please sit down. I will not beat around
the bush: The news I have to bring is (not) good / (not)
bad. As you know, we have done a lot of tests in the
past week to diagnose your complaints. We made an
X-ray and took a Schober test. From all these tests
the same results were obtained. You have been tested
positively for Bechterew’s disease. In view of the cir-
cumstances, I think these results are (not) good / (not)
bad. I understand you are full of questions right now.
For now it is important to know that Bekhterev’s dis-
ease is a genetic disease. Most patients (do not) find it
easy / hard to livewith this disease. I will prescribe you
specific medication. With this medication your quality
of life will probably (not) progress / (not) deteriorate
in the coming weeks. I recommend reading this infor-
mation leaflet about Bekhterev’s disease. In addition, I
would like to make a new appointment for about two
weeks to evaluate the treatment.

This structure was the same as in [6]. After watching the
clip, participants completed a structured questionnaire that

was presented in blocks with pseudo-random sequences of
items within blocks.

2.3 Measures

Measurement scales were composed of indicative and
counter-indicative Likert-type items, rated on a 7-point scale
(1 = totally disagree, 7 = totally agree). The message-
related outcome variables were identical to [6], Experiment
2. Sample items from the scales were (translated from the
Dutch) “The doctor was tactful” forDoctor Evaluation, “The
doctor’smessagewas clear” forMessageEvaluation, “I think
the medication will work out well” for Expected Quality of
Life, and “It is a good idea to follow the treatment advice” for
Medical Adherence. The experiential variables were drawn
from [45]. Sample items from the scales were “This robot-
doctor is fair” for Ethics, “This robot-doctor raises warm
feelings” for Involvement, “… cold feelings” for Distance,
“This robot-doctor is incompetent” for Affordances, and “I
would like to visit this robot-doctor again” forUse Intentions.

2.3.1 Message-Related Outcome Variables

To assess the factor structure of the four outcome variables
Doctor Evaluation, Message Evaluation, Expected Quality
of Life, andMedical Adherence, we executed an Exploratory
Factor Analysis (EFA) (Maximum likelihood estimation)
withPromax rotation, expecting 4 factors.Model fitwas good
(χ2 = 85.75, p < .001, RMSEA = .066). All items neatly
loaded onto their own scale, with the exception of the recoded
Message Evaluation item “Took my hope away” and the first
Expected Quality of Life item “On the basis of this conversa-
tion I think the quality of my life will be high.” InWinter and
Hoorn [47], further scale analysis (Online Resource 3) indi-
cated that we should construct an Expected Quality of Life
scale that was different from [6], because that study seemed
to have a flaw in the analysis (Online Resource 3).

This left us with the following scales:Message Evaluation
(3 items, Cronbach’s alpha = .89), Doctor Evaluation (5
items, Cronbach’s alpha = .88), Expected Quality of Life (2
items, one originally from Message Evaluation, Cronbach’s
alpha= .65),Medical Adherence (2 items; Cronbach’s alpha
= .84).

2.3.2 Experiential Variables

The experiential variables in the Robot Doctor study (N =
134) were Ethics, Involvement, and Distance. Ethics per-
tained to the doctor being morally good, just, and the like,
Involvement pertained to becoming friends with the robot,
and Distance was about having cold feelings for the robot
doctor and about feeling aloof.
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To assess the factor structure of Ethics, Involvement, and
Distance, we executed an EFA (Maximum likelihood esti-
mation) with Promax rotation, expecting 3 factors. Model fit
was good (χ2 = 102.15, p = .001, RMSEA = .068). The
general factor structure looked good, with some exceptions.
First, “This robot doctor is kind” and “This robot doctor is
of good will” had a low loading on their own Ethics factor,
but a high loading on the Involvement factor. Looking at the
content of these items, it is not unexpected that they clang to
the Involvement items (e.g., “I have a good feeling about this
doctor”), thus we added them to the Involvement scale. This
way, we ended up with: Ethics (5 items, Cronbach’s alpha
= .89), Involvement (6 items, two originally from Ethics,
Cronbach’s alpha= .82), andDistance (4 items, Cronbach’s
alpha = .83).

Due to a mishap in the online survey, the experiential vari-
ables Affordances and Use Intentions were measured for a
mere sub sample of participants in the Robot Doctor study
(n = 68). Affordances related to what the user thinks the
robot is capable of doing (e.g., being skillful, knowledge-
able) and Use Intentions pointed at the willingness of the
user to engage with the robot again in the future (e.g., a new
consultation). An EFA assessed the factor structure of these
two variables (Maximum likelihood estimation) with Pro-
max rotation, expecting 2 factors.Whereas some of the items
clearly loaded onto their respective factors, other showed
cross-loadings, whereas yet other loaded on a factor they
theoretically did not belong to (Online Resource 3). Particu-
larly, three Affordances items had a low loading on their own
factor (< .30), and a higher loading on the Use Intentions
factor. These three items all had to do with how inadequate
the doctor was, and we excluded them from the scale. This
resulted into the following scales: Use Intentions (6 items,
Cronbach’s alpha = .93), and Affordances (6 items, Cron-
bach’s alpha = .95). For further details, see [47] (Online
Resource 3).

3 Results

3.1 Message-Related OutcomeVariables

3.1.1 Preliminary Analyses

Tocontrol for differences in background informationbetween
condition cells, we combined our robot data (N = 134)
with the data set of [6] for human doctors (N = 115 in
their Experiment 2). An ANOVA with age as the depen-
dent variable showed no main or interaction effects of the
condition variables (Doctor, Frame, Language). We also cre-
ated a variable that combined the three condition variables
and explored the differences with Chi-square, showing no
significant dependencies between conditions, neither with

familiarity with Bekhterev’s disease (χ2 = 5.24, p = .630,
ϕ = .145), nor experience with doctor-patient conversations
(χ2 = 9.64, p = .210, ϕ = .197), or gender (χ2 = 3.37,
p = .849, ϕ = .116). Therefore, we dismissed the back-
ground variables from further analyses. Table 1 provides the
descriptive statistics.

3.1.2 MANOVA

In testing our hypotheses for the entire data set, we ran
a 2 (Doctor: Human vs. Robot) × 2 (Language: Nega-
tion vs. Affirmation) × 2 (Frame: Negative vs. Positive)
between-subjects MANOVA. Message Evaluation, Doctor
Evaluation,Medication Adherence, and Expected Quality of
Life were the dependent variables.

3.1.3 Multivariate Results

The multivariate results showed that all main effects were
significant (Doctor: λ = .79, F(4,238) = 15.74, p < .001,
η2p = .21; Language: λ = .85, F(4,238) = 10.24, p < .001,
η2p = .15; Frame: λ = .89, F(4,238) = 7.33, p < .001,
η2p = .11). Two two-way interaction effects were significant
as well (Doctor * Language: λ = .94, F(4,238) = 3.78, p =
.005, η2p = .06; Doctor * Framing: λ = .92, F(4,238) = 5.33,
p < .001, η2p = .08).

3.1.4 Univariate Results

Doctor had a univariate effect on Doctor Evaluation
(F(1,241) = 11.18, p < .001, η2p = .04), Message Evalu-

ation (F(1,241) = 61.85, p < .001, η2p = .20), and Medical

Adherence (F(1,241) = 4.09, p = .044, η2p = .02) but not
on Expected Quality of Life (F < 1). The Robot Doctor
scored higher than the Human Doctor: Doctor Evaluation
was higher for the Robot Doctor (M = 4.11, SE = .11,
95% CI 3.89–4.33) than for the Human Doctor (M = 3.57,
SE = .12, 95% CI 3.32–4.80). Message Evaluation was
higher for the Robot Doctor (M = 4.99, SE = .12, 95% CI
4.75–5.24) than for theHumanDoctor (M = 3.55, SE = .14,
95% CI 3.29–3.82). Medical Adherence also was higher for
the Robot Doctor (M = 5.61, SE = .11, 95% CI 5.39–5.83)
than the Human Doctor (M = 5.28, SE = .12, 95% CI
5.04–5.51).

Language had a univariate effect on Expected Quality of
Life (F(1,241) = 36.16, p < .001, η2p = .13): Negation
(M = 4.57, SE = .12, 95% CI 4.33–4.81) yielded higher
scores than Affirmation (M = 3.53, SE = .12, 95% CI
3.29–3.78).

Framing had an effect on Expected Quality of Life
(F(1,241) = 17.27, p < .001, η2p = .07) and Message Eval-

uation (F(1,241) = 7.73, p = .006, η2p = .03), both showing
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higher scores for Negative Frames. Expected Quality of Life
was higher in a Negative Frame (M = 4.41, SE = .12, 95%
CI 4.17–4.66) than in a Positive Frame (M = 3.69, SE = .12,
95% CI 3.45–3.93).1 Message Evaluation also was higher in
a Negative Frame (M = 4.53, SE = .13, 95% CI 4.27–4.78)
than in a Positive Frame (M = 4.02, SE = .13, 95% CI
3.77–4.27).

The interaction between Doctor and Language had a sig-
nificant effect on Expected Quality of Life (F(1,241) = 13.20,
p < .001, η2p = .05). Pairwise comparisons showed that
there was no effect of Language for the Human Doctor
(ΔM = .41, SE = .25, p = .106, 95% CI − 0.09 to 0.92),
whereas there was an effect of Language for the Robot Doc-
tor (ΔM = 1.67, SE = .24, p < .001, 95% CI 1.21–2.13).
When the Robot Doctor used Negation, Expected Quality
of Life was on average higher than when the Robot Doctor
used Affirmation. Yet, no significant effect of Language on
Expected Quality of Life was found for the Human Doctor;
the means hardly differed (ΔM = .41).

The interaction betweenDoctor and Framewas significant
for Expected Quality of Life (F(1,241) = 7.88, p = .005,
η2p = .03) and Message Evaluation (F(1,241) = 5.73, p =
.017, η2p = .02). Pairwise comparisons for Expected Quality
of Life showed that there was a significant effect of Frame for
the Human Doctor (ΔM = 1.21, SE = .25, p < .001, 95%
CI 0.71–1.71), but not for the Robot Doctor (ΔM = .23,
SE = .24, p = .322, 95% CI − 0.23 to 0.70). When the
Human Doctor used Negative Frames, Expected Quality of
Life was higher than when the Human Doctor used Positive
Frames. For the Robot Doctor, the differences were marginal
(ΔM = .23).

The interaction effect of Doctor and Frame on Message
Evaluation showed a similar pattern. Pairwise comparisons
showed that there was a significant effect of Frame for the
Human Doctor (ΔM = .95, SE = .27, p = .001, 95%
CI 0.42–1.48), but not for the Robot Doctor (ΔM = .07,
SE = .25, p = .777, 95% CI − 0.42 to 0.56). When the
Human Doctor used Negative Frames, Message Evaluation
was higher thanwhen he used Positive Frames. For the Robot
Doctor, this differencewas near absent (ΔM = .07). As said,
however, the main effect of Doctor on Message Evaluation
was higher for the Robot Doctor across all Framing condi-
tions.

3.2 Bayes Factors

Whereas the above frequentist analyses tested for differences
between human and robot (H1), theBayes analyses presented
next will test for equality (H0). With Bayes, we looked for

1 This is the reverse result of [6], which probably had a scale-analysis
issue [see Online Resource 3, section Reanalysis of Burgers et al.
(2012)].

the amount of evidence in the data for the human and robot
doctor to be perceived ‘as similar,’ while they used the same
communication frames and language.

To compare the various models (not effects) of equality,
we calculated Bayes Factors (BF), which is a non-binary,
continuous statistical index that quantifies the evidence
for a hypothesis in comparison to the alternative hypothe-
sis. Hence, there are no cut-off points (i.e. the frequentist
.05 rejection area), which makes its interpretation context-
dependent and not a mere yes or no. For the meaning and
interpretation of BF, we follow Lee andWagenmakers’s [24,
p. 122] reading of Jeffreys [15] that 3 < BF10 < 30 is
considered moderate to strong evidence for H1 and 1/30 <

BF10 < 1/3 is moderate to strong evidence for H0.
We calculated BF in JASP (Version 0.6 [28]) and

BayesFactor (Version 0.9.10-2 [30]). Note that JASP does
not return a Bayes Factor for each effect in a full model (a
model with all main and interaction effects) but returns a
Bayes Factor for each constituent model, building from the
Null (no predictors) to a model with all main effects and
interactions included. For each step, JASP compares the cur-
rent model to the original Null and computes a Bayes Factor
based on the difference in model fit of the two models. JASP
can produce two types of Bayes Factors, one that quanti-
fies evidence in favor of the Null model as compared to the
Alternative (BF01), and another that quantifies the opposite
evidence in favor of the Alternative model as compared to
the Null model (BF10).

3.2.1 Doctor Evaluation

Table 2 shows partial output of the Bayesian ANOVA for
both types of Bayes Factors. First, all main effects were tab-
ulated individually, after which they were incorporated into
one model. Then all 2-way interactions were added to that
model and then the 3-way interaction effect.

The similarity hypothesis predicts no main effect of Doc-
tor, i.e. that theBF for theNullmodel (BF01: robot and human
perform about equally) would be higher than a model includ-
ing the Doctor main effect (BF10: robot and human perform
differently). For the model that did include the single main
effect of Doctor, BF01 was < 1, indicating that there was no
evidence in favor of theNull. Instead, it obtained a highBF10,
explaining Doctor Evaluation better than a model without
any predictors.

In fact, the model with the single Doctor main effect had
the highest BF10 of all models tested (i.e. robot and human
differ), including models tested but not reported in Table 2.
Compared to a model with all main effects, the model with
the single Doctor main effect was preferred by a Bayes Fac-
tor of 49.09 (BF_Doctor / BF_AllMain). This preference
became even more pronounced when the Doctor-only model
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Table 2 Bayesian ANOVA
results for Doctor Evaluation,
Message Evaluation, Medical
Adherence, and Expected
Quality of Life

No. Included effects on Doctor Evaluation BF01 BF10

1. Doctor .059 17.084

2. Language 6.395 .156

3. Frame 7.190 .139

4. All main effects 2.874 .348

5. No. 4. + all 2-way interactions 35.852 .028

6. No. 5. + 3-way interaction 24.130 .041

No. Included effects on Message Evaluation BF01 BF10

1. Doctor 1.35E−10 7.40E+09

2. Language 2.922 .342

3. Frame 1.021 .979

4. All main effects 1.20E−10 8.36E+09

5a. Doctor + Frame + Doctor * Frame 2.71E−11 3.69E+10

5b. No. 4. + all 2-way interactions 6.19E−10 1.62E+09

6. No. 5. + 3-way interaction 3.48E−10 2.88E+09

No. Included effects on Medical Adherence BF01 BF10

1. Doctor 1.128 .886

2. Language 4.232 .236

3. Frame 5.335 .187

4. All main effects 25.364 .039

5. No. 4. + all 2-way interactions 795.698 .001

6. No. 5. + 3-way interaction 2481.664 4.03E−04

No. Included effects on Expected Quality of Life BF01 BF10

1. Doctor 6.257 .16

2. Language 2.58E−07 3.88E+06

3. Frame .010 98.335

4. All main effects 1.79E−08 5.58E+07

5a. No 4. + Doctor * Language and Doctor * Frame 6.59E−11 1.52E+10

5b. No. 4. + all 2-way interactions 1.99E−10 5.03E+09

6. No. 5. + 3-way interaction 8.88E−10 1.13E+09

was compared to a model including all 2-way interactions as
well as the 3-way interaction (Bayes Factor = 416.68).

3.2.2 Message Evaluation

Table 2 (second panel) shows partial output of the Bayesian
ANOVA ran in JASP. We calculated all main effects alone,
after which they were compacted into one model. Sub-
sequently, the model with the highest BF10 was included
(Doctor and Frame main effects and their interaction). Then
we added all 2-way interaction effects and finally, the 3-way
interaction.

Again, the similarity hypothesis expects that the BF for
the Null would be high compared to a model with the Doctor
main effect. However, for the model with the single main
effect of Doctor, BF01 < 1, rejecting the Null. This was

confirmed by a high BF10, evidencing that the Doctor main
effect explainedMessageEvaluationbetter than amodelwith
no predictors.

While the BF10 for the All-main-effects-model was high,
one model resulted into an even higher BF10: This model
included the main effects of Doctor and Frame, and their
interaction. Compared to the All-main-effects-model, this
model was preferred by a Bayes Factor of 4.42.

3.2.3 Medical Adherence

Table 2 (third panel) shows main effects on their own, then
compiled into one model, after which the model with the
highest BF10 was included (Doctor and Frame main effects
and their interaction). Then we included the 2-way interac-
tions and lastly, the 3-way interaction.
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As before, we predicted the Null against the Doctor main
effect. Yet, the BF01 for the latter (Table 2) was 1.128, indi-
cating some evidence in favor of the Null that robot and
human acted about equally well, which was supported by
a low BF10. In predicting Medical Adherence scores, then,
human and robot doctor were about the same. None of the
other BF10 reached a level higher than 1. Instead, adding
more predictors to the model resulted in an ever-declining
Bayes Factor.

3.2.4 Expected Quality of Life

Table 2 (fourth panel) shows the main effects, followed by
all main effects combined into one model. The model with
the highest BF10 was included (All-main-effects plus the two
interaction effects that included Doctor) and then we added
all 2-way interactions, and the 3-way interaction.

The similarity hypothesis assumes the absence of a main
effect of Doctor, so that the BF would favor the Null. Indeed,
the BF01 for the main effect of Doctor was 6.257 with a low
BF10, suggesting evidence for the Null model: It seems that
Robot performed similar to Human in predicting Expected
Quality of Life scores. However, this was not the best fit. The
BF10 for the model including all main effects and two of
the two-way interactions was highest for all tested models.
Compared to a model with main effects only, this model was
preferred by a Bayes Factor of 272.29, and to a model with
all two-way interaction effects by a Bayes Factor of 3.02.

3.3 Effect of Ethics, Involvement, and Distance on
Message-Related Outcomes: MANCOVA

In the Robot Doctor condition (N = 134), we also surveyed
items on the doctor’s Ethics, the Involvement she stimu-
lated, and affectiveDistance she provoked (RQ1). To test the
effect of these dependents on the message-related outcome
variables, we treated them as covariates in a 2 (Language:
Negation vs. Affirmation)× 2 (Frame: Negative vs. Positive)
MANCOVA with all four outcome variables such as Doctor
Evaluation. This was a frequentist analysis. Descriptives can
be found in Table 1.

3.3.1 Multivariate Results

Two covariates were significant: Ethics (λ = .90, F(4,124) =
3.38, p = .012, η2p = .10) and Involvement (λ = .68,
F(4,124) = 14.43, p < .001, η2p = .32). The main effect
of Language also was significant (λ = .76, F(4,124) = 9.59,
p < .001, η2p = .24), which was to be expected in view of
the earlier MANOVA.

3.3.2 Univariate Results

Ethics had a univariate effect on Doctor Evaluation (F(1,127)

= 4.21, p = .042, η2p = .03) and Message Evaluation

(F(1,127) = 9.43, p = .003, η2p = .07): A higher Ethics
score was related to a higher score on the outcome variables.
Involvement had a significant effect on Doctor Evaluation
(F(1,127) = 51.04, p < .001, η2p = .29), Message Evalu-

ation (F(1,127) = 7.80, p = .006, η2p = .06), and Medical

Adherence (F(1,127) = 12.64, p = .001, η2p = .09). Here
too, a higher score on Involvement was related to a higher
score on the outcome variables.

3.4 Effect of Conditions on Ethics, Involvement, and
Distance: MANOVA

In the Robot Doctor condition (N = 134), we also tested
whether the experimental conditions affectedEthics, Involve-
ment, andDistance. Therefore, we performed a 2 (Language:
Negation vs. Affirmation)× 2 (Frame: Negative vs. Positive)
MANOVAon the three experiential variables.However, none
of the multivariate effects were significant (p > .154), indi-
cating that the Language and Framing conditions did not
affect Ethics, Involvement, and Distance.

3.5 Effect of Affordances and Use Intentions on
Message-Related Outcomes: MANCOVA

For a subset of participants that were in the Robot Doctor
condition (N = 68), two more experiential variables were
measured, namely Affordances and Use Intentions. To test
their effect on the outcome variables such as Doctor Eval-
uation, we included them as covariates in a 2 (Language:
Negation vs. Affirmation) × 2 (Frame: Negative vs. Posi-
tive) MANCOVA with all four outcome variables. Table 1
shows the descriptives.

3.5.1 Multivariate Results

Both covariates were significant: Affordances (λ = .83,
F(4,59) = 2.93, p = .028, η2p = .17), Use Intentions

(λ = .61, F(4,59) = 9.34, p < .001, η2p = .39). Given
the earlier results, obviously, the main effect of Language
also was significant (λ = .44, F(4,59) = 18.49, p < .001,
η2p = .56).

3.5.2 Univariate Results

Affordances had a significant effect on Message Evaluation
(F(1,62) = 7.44, p = .008, η2p = .11) and onMedical Adher-

ence (F(1,62) = 8.09, p = .006, η2p = .12). In both cases,
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Fig. 2 Revised model for experiencing the robot doctor. Standardized
estimated Bayesian parameter coefficients. The dashed path is not sig-
nificant

higher Affordances was related to higher scores on the out-
come variables.

The covariate Use Intentions had a significant effect on
Doctor Evaluation (F(1,62) = 32.65, p = .000, η2p = .35)
and Message Evaluation (F(1,62) = 4.13, p = .047, η2p =
.06).Here too, a higher score on Involvement related to higher
scores on the outcome variables.

3.6 Effect of Conditions on Affordances and Use
Intentions: MANOVA

For the participants that were in the Robot Doctor condition
with the extra two variables (N = 68), we tested whether
Affordances and Use Intentions with regard to Robot Doctor
were affected by the experimental conditions. We performed
a 2 (Language: Negation vs. Affirmation)× 2 (Frame: Nega-
tive vs. Positive) MANOVAwith both experiential variables.
Yet, none of the multivariate effects were significant (F < 1,
p > .373), indicating that the Language and Frame condi-
tions did not affect Affordances and Use Intentions.

3.7 Bayesian PathModels

The experiential variables in unison are part of a nine-factor
model for perceiving and experiencing fictional and virtual
others such as robots [45]. In as far as possible, we retrieved
this model in our data, while comparing two versions. The
first did not allow Ethics and Affordances to covary (in line
with [45]); the second did allow for such covariance (see
Fig. 2). We used Mplus 7 to assess whether this model con-
verged (for settings, see [47] in Online Resource 3).

The alternative model, which allowed for covariances,
had a smaller Bayesian Information Criterion value (BIC =
1478.91) and a smallerDeviance value (DIC= 1426.13) than
the original [45] version (BIC = 1487.40, DIC = 1437.81).
This indicates that the original model fit the data worse than
the alternative model. Raftery [34] stated that a BIC differ-
ence of > 10 is strong evidence against the model with a
higher BIC value (in this case, the original [45] model). Even

though the BIC Difference of 8.49 was below 10, the DIC
Difference of 11.68 was higher than 10.

Figure 2 shows the (standardized) estimated Bayesian
parameter coefficients of the revised engagement model for
the paths that were significant in a Bayesian sense (i.e. the
95% confidence interval excludes 0). For details, see [47]
(Online Resource 3).

One path was not significant: Ethics showed no effect on
Involvementbut instead,was a negative predictor ofDistance,
such that higher evaluations of the robot’sEthicswere related
to lower feelings of Distance. Affordances were a positive
predictor ofUse Intentions, indicating that a positive opinion
of the robot’s affordances were related to a higher evaluation
of its Use Intentions.

Affordances and Ethics were positively correlated, mean-
ing that the positive evaluations of the robot doctor’s Ethics
andAffordancesoftenwent together.Distancewasnegatively
correlated with Involvement and Use Intentions, whereas
Involvement and Use Intentions were positively correlated.
Themodel explained 13.0%of the variance inDistance, 3.4%
of the variance in Involvement (a non-significant predictor
can still explain a limited amount of variance), and 21.3% of
Use Intentions.

3.8 Interim Conclusions

With respect to the original hypotheses, then, the similar-
ity hypothesis (H0) stated that scores for the robot doctor
would follow the same pattern as for the human doctor. The
dissimilarity hypothesis (H1) suspected for the doctor who
does it right that lower scores would be given to the robot
than to the human. When the doctor does it wrong, how-
ever, H1 expected higher scores for the robot. The latter
was instilled by the idea that a robot—unskilled in human
communication—would be pardoned for its ineptness; with
higher scores than a human who did it wrong.

However, both hypotheses were strongly refuted by the
main effects onDoctor Evaluation,Message Evaluation, and
Medical Adherence, where the Robot Doctor gained signifi-
cantly higher scores than the Human Doctor. In other words,
Doctor Robot outperformed humans at these matters and did
not ‘follow the samepattern,’ thus rejectingH0.Andalthough
there was a different level of performance between the two, it
was into another direction than predicted byH1. It seems that
Doctor Robot did not need to be forgiven because no matter
what, it beat the human doctor at almost every dimension.

With respect to Expected Quality of Life, we found that it
was higher in negative than in positive frames, which is the
reverse result of [6] (see Sect. 4.1). The interaction between
Doctor and Language was significant, indicating that when
the Robot Doctor used negations instead of affirmations,
scores would increase. This effect was absent for the Human
Doctor, which is evidence against H0. There were no signif-
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icant effects of Frame for the Robot Doctor but they were
present for the Human Doctor. Hence, different patterns in
scores to human and robot behavior counteredH0 oncemore.

Bayesian analyses confirmed these conclusions. Doctor
Evaluation scores were best explained by who the doctor
was (robot raising higher scores), whereas Language and
Frame played no role here. Message Evaluation also was
best explained by the robot raising higher scores than the
human, together with how the message was framed, and by
the interaction between the two. Language played no role
here. The frequentist analysis showed that negative framing
was important for human doctors, leading to higherMessage
Evaluation scores. For robot doctors, framing did not affect
Message Evaluation. Together, these results countered H0.

With respect toMedical Adherence, scores in theBayesian
analyses were not explained by Doctor, Language, or Frame.
These results were not in agreement with the frequentist
analyses, where we found that Medical Adherence was sig-
nificantly higher for the Robot Doctor than for the Human
Doctor. This discrepancy can be explained by the relatively
small mean difference of 0.33 points between the groups
combined with a relatively large sample size. Using fre-
quentist methods with a large sample size can result in
spurious significant effects that are not necessarily mean-
ingful. Bayesian estimation can lead to decreases in BF with
increasing sample size, if the mean difference is not big and
specific (low variance within groups) enough to be mean-
ingful [20]. Therefore, if we believe the Bayesian analysis,
we can confirm that for Medical Adherence, Doctor Robot
performed similarly to a Human Doctor, confirming H0. If
we follow the frequentist analysis, Doctor Robot outdid the
human. That Language and Frame should play a role inMed-
ical Adherence could not be confirmed for the Robot Doctor,
rejecting H0.

In the Bayesian analyses, we also saw thatExpected Qual-
ity of Life scores were best explained by a combination of
who the Doctor was (Human or Robot), what Language was
used (Affirmation or Negation), and how the message was
Framed (Positive or Negative), and the interaction between
Doctor * Language and Doctor * Frame. The interaction
between Frame and Language seemed unimportant. These
results are partially in agreement with the frequentist results,
the exception being that the main effect of Doctor was not
statistically significant in the frequentist MANOVA. This is
where the difference between Bayesian ANOVA and fre-
quentist MANOVA becomes clear. Instead of testing each
effect on its own, the Bayesian ANOVA tries to find the best
fitting overall model for explaining, here, theExpected Qual-
ity of Life scores. In this context, themain effect of Doctor did
result in an improved model fit. Therefore, it was included
even if its individual effect was non-existent (see BF01 > 1
for Doctor-only model). Hence, if we focus on the high BF01
for the Doctor-only model, we can confirm that Robot and

Human worked comparably well at raising Expected Qual-
ity of Life, which could count as a corroboration of H0. Yet,
we could not confirm that a combination of Affirmative Lan-
guage and Positive Frames affected Expected Quality of Life,
as the preferredmodel did not contain this interaction. In fact,
Affirmation was associated with lower Expected Quality of
Life scores (M = 3.53, SE = .12, 95% CI 3.29–3.78) than
Negation (M = 4.57, SE = .12, 95%CI 4.33–4.81). Regard-
ing Frame, we found that Positive Frames actually lowered
Expected Quality of Life scores (M = 3.69, SE = .12, 95%
CI 3.45–3.93) compared to Negative Frames (M = 4.41,
SE = .12, 95% CI 4.17–4.66).

Finally, RQ1wondered how participantsmight have expe-
rienced the robot doctor, measuring its moral fiber and the
like. Was Doctor Robot seen as distant and clumsy? Actually
not: Ethics had a positive effect on Doctor Evaluation and
Message Evaluation.The attribution of bettermoral behavior
made the robot a better doctor, delivering a better message.
The Robot Doctor was not seen as cold since the multi-
variate effects of Distance were not significant (λ = .95,
F(4,124) = 1.79, p = .135). Involvement with ‘warm’ Doc-
tor Robot had (sometimes strong) positive effects on Doctor
Evaluation, Message Evaluation, and Medical Adherence.
Feeling more involved with the robot made it a better doctor,
delivering a better message that would be followed up. Doc-
tor Robot appeared to be skillful: Affordances had positive
effects onMessage Evaluation andMedical Adherence. Bet-
ter skills and action possibilities made a better robot doctor,
offering advice that was followed. Participants also wished
to see ‘warm’ Doctor Robot more often: Use Intentions had
positive effects on Doctor Evaluation and Message Evalu-
ation. Increased intentions to use the robot made it a nicer
doctor, delivering a better message.

The model of perceiving and experiencing fictional char-
acters and virtual others (Fig. 2) based on [45] showed that
Ethics and Affordances were interconnected (good was also
skillful) and (again) they were main determinants of engage-
ment, loweringDistancewhen the robot was seen as morally
good and raising Use Intentions when the robot was seen as
competent.

4 Discussion

Different from Kelsey and St. Amant [19, p. 867], to regard
robots as social, they do not need to express emotions too
much, do not have to show a specific personality, nor work
with natural cues, and do not have to be capable of conducting
high-level dialogue. We repeated Experiment 2 of [6] with
positive-negative framing and affirmative-negative language,
confronting 134 participants with a robot doctor that brought
bad news about Bekhterev’s rheumatic disease. H0 expected
effects to be quite similar to the assorted effects of a human
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doctor. H1 predicted mediocre scores for robots with human
doctors obtaining the highest and lowest scores dependent
on the way they communicated the health message.

At three out of four dimensions (Doctor Evaluation,Mes-
sage Evaluation, andMedical Adherence), the robot beat the
human doctor (main effects). At Expected Quality of Life,
the two tied. To increase Expected Quality of Life, the robot
had to use negations, whereas the human had to use neg-
ative frames. The human also had to use negative frames
to enhance Message Evaluation. Looking into the stimulus
materials, Expected Quality of Lifewas said to (not) progress
or (not) deteriorate. If a robot is to use negations (not progress
and not deteriorate), the robot actually is preferred when
things remain stable; when nothing changes compared to
how it was. If for a human the emphasis is on the negative
outcome but not so much on the language (not progress and
deteriorate), then a human doctor seems the preferred option;
when things get serious andworsen.Note, however, that there
were some issues with the measurement of Expected Quality
of Life (Online Resource 3), so that results should be taken
with caution.

Putting it differently, robot and human did equally well at
times, supporting H0; or the robot surpassed the human, even
in cases where H1 did not expect it. Ergo, the human doc-
tor never outperformed Doctor Robot except (if we trust the
measurement) when someone’s quality of life was expected
to worsen.

There may be some nuance to these conclusions, depen-
dent on the type of analysis one adheres to. If the reader
follows the frequentist analyses, proper framing seemed
more of an issue for humans (Message Evaluation, Expected
Quality of Life) than for robots. If the reader followsBayesian
analysis, robots had similar restrictions on how to convey the
news. At one point (Expected Quality of Life), language was
important for robots (i.e. negation use) but not for humans.
In other words, robots could frame it and say it any way
they wanted with sometimes an exception. Nevertheless, the
robot outperformed the human at Doctor Evaluation (robot
was nicer) andMessage Evaluation (robot delivered a better
message), and performed about equally well as a human on
Medical Adherence (if you do not believe Bayes, then the
robot performed even better). The main effects on Expected
Quality of Life were insignificant so that may count as a tie.

We alsomeasured how the robot was experienced in terms
ofEthics,Affordances, Involvement,Distance, andUse Inten-
tions [45]. Doctor Robot was not seen as distant but rather
involving,morally good, skillful, and evoking thewillingness
to see her again.

Yet, it is strange that we obtained these results although
the robot lacked interactive capacity and just delivered a pre-
recorded message. Imagine what the robot would be capable
of if it adapted its tone of voice and facial expression to the
gravity of the diagnostic, show empathy, or adaptive behav-

iors [8]? Would that improve the appreciation of the robot
even more? The question that arises is why the robot doc-
tor performed so well at her communication tasks in spite
of its lack of interaction and why, moreover, it was regarded
as ‘ethical’ (although she made no moral statements), not
cold and distant but rather warm (although no emotion sim-
ulator was running), and involving (although it spoke with
monotonous voice)? Doctor Robot was considered ‘skilled’
(but merely recited a predefined message) and she invited
future use although the electronic girlish machine hardly
resembled a realistic physician.

In view of the Media Equation [35] and Computers Are
Social Actors, the CASA paradigm [32], our results may be
interpreted that indeed people listen to a robot as if it were
human. However, only occasionally do they take the same
factors into consideration and evaluate the performance as
high. The as if is important here, because people are not
mistaken by who the source of communication is (i.e. a non-
human) and hence apply a different yardstick [9] as they do
with pet animals for instance. In other words, human-like
behaviors evoke human-like, not human-equal, evaluations.

Why was Doctor Robot a better messenger of bad news
than the human doctor? Doctors prefer to sweeten the bitter
pill by using negations such as “The news is not so good,”
whereas patients wish to know what doctor actually thinks
[7]. Could it be that the robot is not suspected of doubt and
reservation? That the robot is not expected towant to regulate
its own emotions nor those of its patient?

Perhaps that, reversely, the patient does not want to regu-
late the emotions of the doctor. After all, delivering bad news
is as demanding for themessenger as it is for the patient. If the
patient has to deal with more emotions than his or her own,
less cognitive capacity will be available to process the infor-
mation of the message. Perhaps that a doctor’s well-meant
empathy and his sorry face are too much. Maybe profes-
sional distance should be restored so that the patient can
share her emotions with the ones she loves, not with the one
who brings her the bad news. In facing a robot, you do not
have to feel embarrassed if you start crying nor will it have
second thoughts about you.

Robots are not humans and perhaps people assume that
robots have no desires of their own. Therefore, people prob-
ably believe that robots have no hidden agendas. They are
not judgmental, have no critique. They merely deliver the
message, without further ado. And without these negative
features, they may gain more credibility. The absence of neg-
ative qualities may heighten the acceptance of the message
(cf. [33]).

For example, only twice were there effects of framing for
the robot (according to Bayes) and at one time did language
play a role. It seemed that how a message was framed was
important when the source of the message was a human, less
so when it was a machine. In that case, predictions based on
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Prospect Theory [17] are limited by who the sender of the
message is (i.e. humans).

BuhlmannandGisler [5] observed thatmessengers receive
more credibility when they are direct, brief, and result-
oriented, things a robot does naturally. The absence of goals
of its ownmay perhaps count as an indicator of ethical behav-
ior of the robot (e.g., honest, sincere, trustworthy). Based on
this assumed integrity, receivers would tend to believe the
message. And even if they did not remember the message
content too well, they probably did recall how the messenger
made them feel (cf. [5]); in the case of the robot doctor, as an
ethical entity, which reduced the receiver’s affective distance
(Fig. 2).

Would it be ethical, then, to employ a robot for bad
news conversations? For now, this question comes too early
because we do not know the ins and outs of what the robot
is allowed to do morally. Yet, certain people may regard the
robot as more ethical than humans because it has no hidden
agenda. For others, it would not be a sign of ‘good care’ to
leave sensitive matters to machines. However, what is always
good is that people have the opportunity to choose between
a human and a machine as the bearer of bad news. And for
the human messenger, that might be a relief as well.

It seems, then, that direct, almost impolite, communica-
tion works best for robots. That is to say, Torrey et al. [43]
found that when robot as well as human cooking assistants
communicated with or without ‘hedges’ (words that miti-
gate the impact of an utterance), respondents found them
more friendly, empathic (i.e. considerate), and less control-
ling. Robots even outdid human helpers on these dimensions
when they modulated their communication through hedges.
On the one hand, this supports our finding that robots can be
better communicators than humans. On the other hand, the
robot in the cooking study achieved this result by using subtle
communicationswhereas in our study, it did so in the absence
of communicative modifications. Perhaps that the different
tasks explain the different communications required: If you
help a novice to achieve amodest goal (e.g., to bakemuffins),
it is good to be gentle but if bad news about serious matters
(i.e. illness) has to be delivered, perhaps that is seen as beat-
ing around the bush and people prefer to get to the point
straight away.

4.1 Limitations

We could replicate the response patterns for the message-
related outcome variables in the human-doctor data of [6],
Experiment 2, but not always for Expected Quality of Life.
In [6], negative frames yielded higher scores than positive
frames but not for Expected Quality of Life: positive was
higher than negative. In our data set (both human and robot),
Expected Quality of Life always raised higher scores in nega-
tive frames. We suspected a difference in scale construction.

Therefore,Winter andHoorn [47] analyzed all fourmessage-
related outcome variables in three ways (Online Resource 3):
We established divergent validity of Expected Quality of Life
through EFA—something [6] did not do; we did a full repli-
cation of [6], using their exact scale items, and we followed a
best-performing single-item approach. There were but a few
differences in the results but one of them was crucial. In the
full replication of [6], the effects of Frame onExpectedQual-
ity of Life were not significant and the Doctor * Language
interaction effect onMessageEvaluationwas significant only
in the general ANOVA, not in the pairwise contrasts. That
Positive Frame scored higher on Expected Quality of Life
than Negative Frame could only be replicated for the human
doctor using a single item, not with the exact same scale [6]
used, which rendered insignificant results (Online Resource
3, [47, Table 16]). This led us to think that we should stick
to our own approach of calculating divergent validity and
constructing the scale based on factor analysis, and hence to
conclude that Negative Frames were preferred for each of the
four outcome variables.

Nonetheless, the finding remains that irrespective of inter-
action effects, the robot excelled at delivering bad news;
comparable or even better than a human.Of course, this result
is limited by the specific robotweused and the specifichuman
that was tested. We did not show it for other robots or other
humans. But according to good Popperian tradition, finding
one example refuting the theory already is scientific progress
and it is still remarkable that even one single robot can do bet-
ter than a human in affect-sensitive communications (which
is support of H1).

There might have been confounds: Maybe the Dutch cul-
ture favored the rather direct way of news delivery by the
robot. In Asian cultures, such directness may be seen as rude
and may not be the preferred communication style. Maybe
a facially expressive robot does the job but a machine with
fewer human features not. Or it might be that less human-
ness increases credibility because humans are associatedwith
hidden intentions and being judgmental? Perhaps that the
robot exerted a novelty effect that boosted the scores to its
performance. Perhaps it was enthusiasm for robotics for its
own sake, surprise, self-efficacy, locus of control or lack
thereof, and so forth.However, it is infeasible to bother partic-
ipants with each possible variable that might confuse results
although admittedly, adding a novelty scale would have done
no harm. Yet, although we cannot exclude the interference
by some sort of confounding variable and hence we cannot
conclude what exactly made the robot a better messenger
of bad news, the fact remains that the robot was the better
messenger. Was it then that Doctor Robot did better because
both doctors were on film and not present in real life? The
human doctor was on film to exactly replicate the stimulus.
Yet, maybe a real doctor in real life has so much presence
that s/he is still preferred over a robot.
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That begs the question what the robot would do in a real
hospital setting with real patients? Howwould people react if
they are told by the robot that they are diagnosed for cancer,
for instance? Probably for severe cases, people should be
informed by a human but for the minor ailments (e.g., skin
condition, constipation, or haemorrhoids), the robot might
suffice.

Yet, we should take one thing at a time. Perhaps the cur-
rent study should be regarded as a good first start. Next we
should conduct a fully controlled study in a lab-like envi-
ronment or at least a computer classroom-like environment
where multiple participants can engage in experimental ses-
sions with their own terminals. The proof of the pudding
would be to conduct yet another study with a real doctor in
an actual setting contrasted with a (lookalike) robot doctor
in the same setting. We could also measure the experiential
variables (ethics, affordances, etc.) for the human doctor to
provide more backdrop to the message-related outcomes.

5 Conclusion

In all, the Media Equation thesis holds that people treat com-
puters as social actors. Similarly do people treat robots as
social actors; not like humans but as species of their own.
People are not as simple as Reeves and Nass [35] thought.
That the robot shows no signs of a personal egowith its selfish
goals and concerns may make it an ethical social entity. Per-
haps that in addition, reduced emotional expressions puts the
locus of attention on the information (here, health) and less
so on the inner struggle of the sender. In view of our results,
telemedicine with a human may not always be the preferred
way of communication: A humanoid robot on a screen may
work just as well, sometimes even better. Media do not equal
real life but they come close and in the case of social robots
their near-humanness is what makes them stand out against
‘conventional’ humans with all their personal issues.

We started this study from the wisdom that it was better
to have a good robot than a bad human. But reality is more
harsh on humanist and human-centric certainties: Our results
suggest that the new saying should be that a robot a day keeps
the doctor away. No one likes having to bring bad news, but
a robot does not care. And we think that is why it does it
better.
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