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Magnetorheological (MR) damper has received great attention from structural control engineering because it provides the best
features of both passive and active control systems.However,many studies on the application ofMRdampers to large civil structures
have tended to center on the modeling of MR dampers under seismic excitations, while, to date, there has been minimal research
regarding the MR damper model under impact loads. Hence, this paper investigates nonlinear models of MR dampers under a
variety of impact loads and control signals. Two fuzzy models are proposed for modeling the nonlinear impact behavior of MR
dampers. They are compared with mechanical models, the Bingham and Bouc-Wen models. Experimental studies are performed
to generate sets of input and output data for training, validating, and testing the models: the deflection, acceleration, velocity, and
current signals. It is demonstrated that the proposed fuzzy models are effective in predicting the complex nonlinear behavior of the
MR damper subjected to a variety of impact loads and control signals. The proposed fuzzy model resulted in an accuracy of 99%
to predict the impact forces of the MR damper.

1. Introduction

1.1. Collision Load. In recent years, the threat of impact or
explosive loads has become an important topic to be taken
into account in the design of structures [1–7].The impact and
impulsive loads due to accidents, collisions, and terrorist or
military conditions can threaten the integrity of structures
(Figure 1). For instance, the nonlinear material behaviors
and high velocity responses, which are not considered in
most of the existing structural design methods, can cause
severe damage to the structural components. The partial or
complete collapse of load bearing elements and shifting or
unseating failures of upper parts in structures are the most
common failure mechanisms due to such impact loadings.
To address such issues, structural control systems have been
proposed as smart impact energy absorbers [8]. However, it
is quite challenging to develop an effective structural control
algorithm due to the complicated nonlinear behavior of
the integrated systems and the uncertainties of high impact
forces.

1.2. Impact Response Mitigation: Structural Controls. A con-
trol system can be implemented into a structure to adjust
the stiffness or damping of the structure [9–12]. Such control
systems can be categorized into three main groups: passive,
active, and semiactive systems [13–16]. Due to their low cost
and relative easy design, passive dampers are the most widely
used devices for structural control system design in the field
of civil structures [10]. Passive control systems do not require
any external power source to operate the control device
to damp the responses of excited structures. However, the
effectiveness of the passive control systems is dependent on
the design spectra of destructive environmental forces since
they do not have the capability of a feedback-based parameter
updating [17]. On the other hand, active control systems
adjust the force levels of the mechanical devices within
the structure based on the structural response feedback
[9]. However, active controllers are highly dependent on
a large external power suppliers to operate large actuators
[18, 19]. If there is an electricity cut or some of the control
feedback components such as wires and sensors are damaged,
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Figure 1: Vessel-bridge collision.
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Figure 2: Nonlinear behavior of an MR damper under high impact
loads.

a malfunction of the active controllers may occur [20, 21]. To
address such issues, a solution could be found in semiactive
control systems, which combines the good features of both
passive and active control systems. Semiactive controller
adjusts the level of control forces of smart control devices
within structural systems in real time without requiring large
power sources [7, 22].

1.3. MR Damper Modeling. As a smart controller, magne-
torheological (MR) damper has received great attention from
various fields of engineering [13, 23] due to the favorable
features such as fast response time, reliable operation, and
low manufacturing cost [15, 24–29]. MR damper is a viscous
liquid damper that consists of small magnetically polarized
particles whose flow rate can be adjusted according to the
strength of the applied magnetic field [30]. To fully use the
MR damper technology in implementing into high impact
resistant infrastructural systems, a robust computational
model that can describe the complex nonlinear behavior of
the MR damper first needs to be developed.

One of the biggest challenges in semiactive control system
design is the development of an accuratemathematicalmodel
of the MR damper system due to the highly nonlinear behav-
ior of MR damping device [31–35]. Moreover, the nonlinear
behavior becomes more complex when the MR damper is
excited by unexpected high impact loads. Figure 2 depicts the
nonlinear relationship between the high impact forces and
the corresponding strains, which is one of the parameters
that affect the highly nonlinear hysteretic behavior of the MR
damper. Note that the strain is a dimensionless quantity; that

is, it has no units.When a variety of impact forces and various
control current signals are considered, the complex behavior
will be much more complicated. Hence, it would be very
challenging to develop an idealized parametric mechanical
model for an MR damper under a variety of impact forces
and control current control signals.

1.4. System Identification. Such a challenging issue on the
complex modeling can be addressed by applying nonlinear
system identification (SI) methodologies [36]. SI method-
ologies can be categorized into two parts: parametric and
nonparametric [31, 37–39]. The parametric approach uses
the physical quantities of systems while the nonparametric
SI method trains the input-output map of the system to
define the architecture of the mathematical model [32, 40–
42]. There exist few studies that performed the parametric
system identification of MR dampers subjected to high
impact loads [3, 43, 44]. Xiang et al. [44] presented a
parametric study to predict the shock isolation performance
of MR dampers under impact loads. A RD-1005-3-type MR
damper was tested under impact loads at different constant
current signals. The results demonstrated that the area of the
hysteric response curves has a highly nonlinear relationship
with the current that is applied to the MR damper. Thus,
instead of using a typical Bouc-Wen model, they proposed a
modified Bouc-Wen model to predict the nonlinear behavior
of MR dampers under impact loads. It was demonstrated
that the modified Bouc-Wen model has a good performance
in predicting the impact response of MR dampers [44].
However, the model was not tested under a variety of current
signals; that is, not random but constant current signals were
investigated. Lee et al. [43] used the Herschel-Bulkley shear
model, which is a modified version of Bingham model, to
evaluate the performance of ER-MR impact damper systems.
The equation of motion of the impact dampers was derived
and its computer simulations were performed to analytically
evaluate the characteristics of the ER-MR impact damper
system under impact loads with constant current signals.
The effects of flow behavior index on the performance of
the impact damper system were evaluated. However, they
investigated the MR damper performance under a single
impact scenario using constant current signals.

As previously discussed, all of the aforementioned
approaches have focused on the application of parametric
models to the impact force estimation of MR dampers under
constant current and limited impact scenarios. It is very chal-
lenging to develop a robust model for impact force prediction
of an MR damper under a variety of applied current signals
and impact scenarios. Note that the relationship between
the collision forces and the associated MR damping forces
is highly nonlinear. The nonlinear relationship between the
applied current and the MR damper under impact loads
makes the modeling process much more difficult. With
this in mind, a nonparametric approach, fuzzy models are
proposed for the development of anMRdampermodel under
a variety of impact scenarios and random current signals.
The reason is that the fuzzy model is effective in modeling
the complex nonlinear behavior of dynamic systems with
parameter uncertainties.
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1.5. Neurofuzzy Modeling. The neurofuzzy approaches have
been commonly applied to civil engineering problems [35,
37, 40, 45–50]. Muzzammil [51] proposed an adaptive neu-
rofuzzy inference system (ANFIS) to predict the maximum
possible scour depth for bridge abutments. In the study,
a regression model (RM) and artificial neural networks
(ANNs) were used as baselines. It was demonstrated that
the ANFIS model in predicting the scour depth outperforms
other models. Na et al. [52] used the ANFIS to predict
the compressive strength of concrete systems. The mix
proportions and the results of nondestructive tests such as
ultrasonic pulse velocity and rebound hammer test were used
as inputs. Four different models were assessed using different
inputs. The results showed that the ANFIS model can be
reliably used to predict the compressive strengths of con-
cretes without performing costly experimental investigation.
Balasubramaniam et al. [53] investigated the characteristics
of glass fiber strengthened reinforced concrete beams due
to corrosion damage. An experimental study was performed
including 21 specimens with and without corrosion damage.
The percentage of corrosion, the type of fiber reinforced
polymer (FRP) laminate, and the thickness of the FRP plate
were used as inputs in the ANFIS model to predict the load
bearing, cracking, and ductility behaviors of the concrete
system. It was shown that the ANFIS is very effective in
predicting the defined outputs for the given system.

Because of their proven usefulness to estimate incomplete
and incoherent measurements, the use of neurofuzzy models
to identify the behavior of MR dampers has attracted a great
deal of attention [30, 54, 55]. Schurter and Roschke [30]
proposed the use of the ANFIS to describe the behavior of
the SD-l000 MR damper subjected to sine, step, triangle, and
pseudorandom signals. Data for training and validating the
ANFIS were obtained from the mathematical model of the
MR damper proposed by Spencer et al. [13]. Displacement,
velocity, and voltage were used as inputs to predict the MR
damping force. Various constant voltage signals in the range
of 0–3V was used in the experiments. The results showed
that the proposed ANFIS model successfully represented
the behavior of the MR damper. Another application was
performed byWang and Hu [56].They proposed a novel way
to describe the direct and inverse model of the MR damper.
The direct and inverse ANFIS models were developed for the
identification of theMRdamper subjected to sinusoidal load-
ing. In the training of the direct ANFIS model, the relative
velocity, relative acceleration, and the control current were
used as inputs while the MR damping force was an output.
As an inverse model of an MR damper, the MR damping
forces, the relative velocity, and the relative acceleration were
used as input signals to predict the applied current. The
numerical simulation demonstrated that the ANFIS systems
can precisely model the direct and inverse problems of the
MR damper under sinusoidal loading. Zeinali et al. [57] pro-
posed the use of the ANFIS modeling approach for modeling
of two MR dampers (long- and short-stroke dampers). The
MRdampers employing constant current signals (0-1 A) were
tested under low frequency loads (1.9Hz–12.6Hz). Current
signal, displacement, and velocity data obtained from the
experimental study were used as inputs to predict the MR

damping force. It was demonstrated that the proposedANFIS
models successfully predict the behaviors of MR dampers.

Although all of the aforementioned approaches have
successfully modeled the behavior of the MR damper under
low frequency excitations, the modeling of the MR damping
forces under a variety of impact scenarios and random
control currents still remains far from being fully answered.
With this in mind, this paper focuses on the neurofuzzy
system identification of an MR damper itself subjected to
a variety of high impact loads and random current signals.
It should be noted that a dynamic load can be designated
as an impact load if the magnitude is over 0.2 tons with an
average of 0.5ms peak force duration [58, 59]. It is indicated
that the frequency of collision loads such as barge impact
force can reach up to 50Hz [60, 61]. Thus, the capture of the
rapid and nonlinear changes in the system responses may be
challenging for conventional models. In this context, a new
experimental setup and a variety of numerical models are
investigated for modeling the complex impact behavior of an
MR damper, including a neurofuzzy, a modified neurofuzzy,
a modified Bingham, and a modified Bouc-Wen models.

This paper is organized as follows. Section 2 discusses
both parametric SI (Bouc-Wen and Bingham) as well as
nonparametric (neurofuzzy models) approaches. The exper-
imental setup and its procedures are described in Section 3.
In Section 4, the results of the models including training,
validation, and testing are presented. Concluding remarks are
given in Section 5.

2. System Identification

As baselines, the Bouc-Wen model and the Bingham model
are described in brief and then the neurofuzzy models are
discussed.

2.1. Bouc-Wen Model. A Bouc-Wen model has been com-
monly accepted in the field of MR damper technology [13,
44, 62]. The restoring force of the MR damper is described as
follows:

𝑓MR = 𝐶0𝑢̇ + 𝐾0𝑢 + 𝛼0𝑧, (1)

where the evolutionary variable 𝑧 is described by the first-
order differential equation

𝑧̇ = −𝛾 |𝑢̇| 𝑧 |𝑧|
𝑛𝑎−1 − 𝛽𝑢̇ |𝑧|

𝑛𝑎 + 𝑄𝑢̇, (2)

where 𝑓MR, 𝑢̇, and 𝑢 are the damping force, velocity, and
deflection of the piston rod, respectively. 𝐶

0
is the damping

coefficient, 𝐾
0
is the elastic coefficient, and 𝛼

0
, 𝛾, 𝛽, 𝑛𝑎,

and 𝑄 are shape parameters related to current signals.
Although the Bouc-Wen model has been extensively used
for modeling the hysteretic behavior of dynamic systems, it
is very challenging to optimize its characteristic parameters.
It may be hard to generalize the characteristic parameters
for different excitations. The reason is that the parameters
of traditional Bouc-Wen models are not functions of the
frequency, amplitude, and current signal [63]. The estimated
parameters would need to be reestimated, which is a hard
and computationally expensive process, when it is expected
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that the MR damper is excited by different excitations. In this
context, Dominguez et al. [64] proposed a newmethodology
to determine the constant parameters of the Bouc-Wen
model. The following relationships were proposed:

𝑓MR = (𝑑1𝜔
𝑑
2) (𝑑
3
𝑢𝑑4max) [𝐶0 (𝐼) 𝑢̇ + 𝐾0 (𝐼) 𝑢 + 𝛼0 (𝐼) 𝑧] ,

𝐶
0
(𝐼) =

{{
{{
{

𝐶
1
+ 𝐶
2
(1 − 𝑒−𝐶3(𝐼−𝐼𝑐)) 𝐼 > 𝐼

𝑐

𝐶
4
+
𝐶
4
− 𝐶
1

𝐼
𝑐

𝐼 𝐼 ≤ 𝐼
𝑐
,

𝐾
0 (𝐼) = −𝐾1 + 𝐾2𝐼,

𝛼
0
(𝐼) =

{{
{{
{

𝛼
1
+ 𝛼
2
(1 − 𝑒−𝛼3 (𝐼−𝐼𝑐)) 𝐼 > 𝐼

𝑐

𝛼
1
+
𝛼
4
− 𝛼
1

𝐼
𝑐

𝐼 𝐼 ≤ 𝐼
𝑐
,

𝛾
0 (𝐼) = −𝛾1 + 𝛾2𝐼,

𝑓
𝑍0 (𝐼) =

{{
{{
{

𝑓
𝑍1
+ 𝑓
𝑍2
(1 − 𝑒−𝑓𝑍3(𝐼−𝐼𝑐)) 𝐼 > 𝐼

𝑐

𝑓
𝑍4
+
𝑓
𝑍4
− 𝑓
𝑍1

𝐼
𝑐

𝐼 𝐼 ≤ 𝐼
𝑐
,

(3)

where 𝜔 is the frequency of the excitation; 𝑑
1
, 𝑑
2
, 𝑑
3
, and

𝑑
4
are constants; 𝐶

1
, 𝐶
2
, 𝐶
3
, 𝐶
4
, 𝐾
1
, 𝐾
2
, 𝛼
1
, 𝛼
2
, 𝛼
3
, 𝛼
4
, 𝑓
𝑍1
,

𝑓
𝑍2
, 𝑓
𝑍3
, and 𝑓

𝑍4
are the constant parameters used to relate

the characteristic shape parameters to current signal;𝑓
𝑍0
(𝐼) is

defined as the offset force of the MR damper; 𝐼 is the current
signal; 𝐼

𝑐
is the critical current in which the linear behavior

changes into nonlinear one or vice versa. By using the above
parameters the evolutionary variable 𝑧 can be modified as
follows:

𝑧 (𝐼) =
1

√𝛾 (𝐼)
tanh{√𝛾 (𝐼) [𝑢̇ + 1

√𝛾 (𝐼)

×𝑎 tanh(
𝑓
𝑍0 (𝐼)√𝛾 (𝐼)

𝛼
0
(𝐼)

)]}

for (𝑧 < 0, 𝑥 < 0) or for (𝑧 ≥ 0, 𝑥 < 0) ,

𝑧 (𝐼) =
1

√𝛾 (𝐼)
tanh{√𝛾 (𝐼) [𝑢̇ + 1

√𝛾 (𝐼)

×𝑎 tanh(−
𝑓
𝑍0 (𝐼)√𝛾 (𝐼)

𝛼
0
(𝐼)

)]}

for (𝑧 ≥ 0, 𝑥 ≥ 0) or for (𝑧 < 0, 𝑥 ≥ 0) .

(4)

It was demonstrated that the proposed model was very
effective in predicting the behavior of MR dampers subjected
to different harmonic excitations (0.25, 2.5, 5.0, 7.5, and
10.0Hz) and various constant current signals (0.00, 0.25, 0.50,
0.75, 1.00, 1.25, and 1.50A).

To apply the Bouc-Wen model by Dominguez et al. [64]
to the high impact force estimation of the MR damper,

Xiang et al. [44] updated the equations of Dominguez et al.
[64] to estimate the dynamic behaviors ofMRdampers under
high impact loads. Xiang et al. [44] modified the damping
coefficient, the elastic coefficient, and the evolutionary vari-
able as follows:

𝑓MR = 𝐶0 (𝐼) 𝑢̇ + 𝐾0 (𝐼) 𝑢 + 𝛼0 (𝐼) 𝑧 + 𝑓𝑠,

𝐶
0
(𝐼) = 𝐶

𝑅1
+ (𝐶
𝑅2
× 𝐼) ,

𝐾
0
(𝐼) = −𝐾

𝑅1
(𝑒−𝐼/𝐾𝑅2) + 𝐾

𝑅3
,

𝑧 (𝐼) =
1

√𝛾 (𝐼)
tanh {√𝛾 (𝐼) × [𝑢̇ + 𝑢̇ℎ (𝐼)]} ,

𝑢̇
ℎ
= 𝑢
ℎ1
− (𝑢
ℎ2
× 𝐼) ,

(5)

where 𝑓
𝑠
is the offset force due to the accumulator; 𝐶

𝑅1
, 𝐶
𝑅2
,

𝐾
𝑅1
,𝐾
𝑅2
, 𝑢
ℎ1
, and 𝑢

ℎ2
are the characteristic shape parameters

of the modified equations. It was demonstrated that the
modified Bouc-Wen model is very effective in predicting the
high impact forces of MR dampers under passive controlled
case. However, it will be shown in this paper that themodified
Bouc-Wenmodel is not effective in predicting various impact
responses ofMR dampers under random current signals.The
simulation results are described in Section 4.2.1.

2.2. BinghamModel. ABinghammodel is used to understand
and predict the behavior of an MR damper by modeling
the viscous magnetic liquid in it. It is an effective way to
investigate the flow properties and yield stress of MR fluids
in liquid, quasisolid, and solid phases. The equation of the
Bingham model can be expressed as [65]

𝑓MR = 𝑐𝑑𝑢̇ + 𝜏 (sgn (𝑢̇)) , (6)

where 𝑐
𝑑
is the viscosity coefficient of MR fluids and 𝜏

represents the yield strength of theMR fluids. 𝜏 is formulated
as follows:

𝜏 = (𝑎 × 𝐼3) + (𝑏 × 𝐼2) + (𝑐 × 𝐼) + 𝑑, (7)

where 𝑎, 𝑏, 𝑐, and 𝑑 are the identification parameters for the
current signal between 0A and 2A. However, it is assumed
that the Bingham model has a linear relationship between
the stress and the rate of deflection when the yield stress
exceeded. Due to the assumption on the linear postyield
damping, the shear thinning observed in impact damper
applications cannot be accounted for in the Bingham model.
The results showed that the Bingham model would not be
effective in reproducing the nonlinear impact behavior ofMR
dampers. In this context, different nonlinear SI frameworks,
which are described below, are used to improve the perfor-
mance on the MR damper impact response prediction under
a variety of impact loads and current signals.

2.3. Neurofuzzy Model. A neurofuzzy model can be simply
described as a system that integrates the neural network
and fuzzy set theory [16]. Neural network is used to mimic
the human brain to improve the pattern recognition and
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Figure 3: Typical neurofuzzy architecture.

the adaptability of the system, while fuzzy inference is used
in the decision making. The premise parameters of the
Takagi-Sugeno (TS) fuzzy model are determined using the
grid partition approach. By using a backpropagation neural
network learning algorithm, the consequent parameters of
the model are updated until they reach the optimal solution
[66]. A typical neurofuzzy system with four inputs and one
output is presented in Figure 3.

After the data is processed in the current layer, it moves
forward to the next layer. The process can be described as
follows. (i) Layer 1 determines the fuzzy membership of
inputs. (ii) The output of the Layer 2 is the product of all
the incoming signals. (iii) In Layer 3, the data is normalized.
(iv) Node functions are applied in Layer 4 to solve the output
of each fuzzy rule. (v) Overall output of the fuzzy system is
summated in Layer 5. A typical four-rule neurofuzzy model
[67] is as follows:

Rule 1: If 𝑥 is 𝐴
1
, 𝑦 is 𝐵

1
, 𝑧 is 𝐶

1
, 𝑚 is 𝐷

1
,

then 𝑓
1
= 𝑝
1
𝑥 + 𝑞
1
𝑦 + 𝑘
1
𝑧 + 𝑙
1
𝑛 + 𝑟
1

Rule 2: If 𝑥 is 𝐴
2
, 𝑦 is 𝐵

2
, 𝑧 is 𝐶

2
, 𝑚 is 𝐷

2
,

then 𝑓
2
= 𝑝
2
𝑥 + 𝑞
2
𝑦 + 𝑘
2
𝑧 + 𝑙
2
𝑛 + 𝑟
2

Rule 3: If 𝑥 is 𝐴
3
, 𝑦 is 𝐵

3
, 𝑧 is 𝐶

3
, 𝑚 is 𝐷

3
,

then 𝑓
3
= 𝑝
3
𝑥 + 𝑞
3
𝑦 + 𝑘
3
𝑧 + 𝑙
3
𝑛 + 𝑟
3

Rule 4: If 𝑥 is 𝐴
4
, 𝑦 is 𝐵

4
, 𝑧 is 𝐶

4
, 𝑚 is 𝐷

4
,

then 𝑓
4
= 𝑝
4
𝑥 + 𝑞
4
𝑦 + 𝑘
4
𝑧 + 𝑙
4
𝑛 + 𝑟
4
,

(8)

where 𝑥, 𝑦, 𝑧, and 𝑛 are the inputs and 𝑓 is the output of the
TS fuzzy system. The consequent parameters are defined as
𝑝
𝑖
, 𝑞
𝑖
, 𝑘
𝑖
, 𝑙
𝑖
, and 𝑟

𝑖
. The function of Layer 1 is presented as

𝑂1
𝑖
= 𝜇

[
[
[
[
[

[

𝐴
𝑖 (𝑥)

𝐵
𝑖
(𝑦)

𝐶
𝑖
(𝑧)

𝐷
𝑖 (𝑛)

]
]
]
]
]

]

, (9)

where 𝜇 is the appropriate parameterized membership func-
tion (MF). 𝑂1

𝑖
(𝑖 = 1, 2, 3, 4) is the output that specifies the

degree to which the given input 𝑥 satisfies the quantifier 𝐴.
After the application ofMFs to each input, the datamoves

to the second layer. The function of Layer 2 is presented as

𝑤
𝑖
= 𝜇𝐴
𝑖
(𝑥) × 𝜇𝐵

𝑖
(𝑦) × 𝜇𝐶

𝑖
(𝑧) × 𝜇𝐷

𝑖
(𝑛) , 𝑖 = 1, 2, 3, 4.

(10)
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Figure 4: OF neurofuzzy architecture showing four input and one output model.

Theoutput of the Layer 2 is the product of all incoming inputs.
In order to normalize the output of Layer 2, the ratio of the
output is taken in Layer 3 as follows:

𝑤
𝑖
=

𝑤
𝑖

𝑤
1
+ 𝑤
2
+ 𝑤
3
+ 𝑤
4

, 𝑖 = 1, 2, 3, 4. (11)

In Layer 4, node functions (𝑓
𝑖
= 𝑝
𝑖
𝑥 + 𝑞
𝑖
𝑦 + 𝑘

𝑖
𝑧 + 𝑙
𝑖
𝑛 + 𝑟
𝑖
,

𝑖 = 1, 2, 3, 4) are applied to output of Layer 3:

𝑂4
𝑖
= 𝑤
𝑖
× 𝑓
𝑖
= 𝑤
𝑖
× (𝑝
𝑖
𝑥 + 𝑞
𝑖
𝑦 + 𝑘
𝑖
𝑧 + 𝑙
𝑖
𝑛 + 𝑟
𝑖
) ,

𝑖 = 1, 2, 3, 4.
(12)

As a last step, Layer 5 summates the layer inputs as follows:

𝑂5
𝑖
= overall output = ∑

𝑖

𝑤
𝑖
× 𝑓
𝑖
=
∑
𝑖
𝑤
𝑖
× 𝑓
𝑖

∑
𝑖
𝑤
𝑖

,

𝑖 = 1, 2, 3, 4.

(13)

In the optimization of the results, the neurofuzzy system
uses adjustable parameters such as the number of MFs, types
of MFs, the iteration, and the step size. Various input-output
data sets with different MF types are studied in this study in
order to improve the effectiveness of the neurofuzzymodel. In
order to obtain input-output data for training and validating
the neurofuzzy model, a number of experimental studies are
performed.The responses such as acceleration and deflection
are obtained under a variety of combinations of the impact
loads and the current signals. In this study, the displacement,
acceleration, velocity, and current signals are used to train
the neurofuzzy model to model the impact force of the
MR damper. At the end of the research, it is observed that
about 75% of the actual impact force of the MR damper
is correctly predicted by the neurofuzzy model. Howerer,
only 44% of the peak values of impact forces are accurately
predicted. It is also observed that the effectiveness of peak
impact value predictions decreases as the level of the impact
loads increases. In high impact scenarios, the MR damper
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model in the controlled structure may be effective due to
the underestimated impact load when the neurofuzzy cannot
predict the peak forces. In order to increase the accuracy
between the trained and the actual high impact test data, a
slightly modified fuzzy model can be used, which is defined
below. It uses the outputs of the previous steps to predict the
features of the following output.

2.4. Output Feedback- (OF-) Based Neurofuzzy Model. The
OF neurofuzzy model with four inputs and one output is
presented in Figure 4.

Although the architectures of both neurofuzzy and OF
neurofuzzymodels are similar, theOFneurofuzzymodel uses
the observations obtained from the previous steps to predict
the features of the following output. The unit-time delay
operator block, 𝑧𝑒−𝑑, is used to implement the proposed OF
neurofuzzymodel [68].The dynamic system is approximated
as a functional representation of the time lagged inputs and
outputs [69]. The model preserves the time sequence of the
output vector and utilizes the past of the time series as an
input. The input-output mapping can be expresed as follows:

𝑓
𝑗 (𝑡) = 𝑓 (in

𝑡

𝑗
, 𝑓𝑡−𝑑, 𝑒𝑡−𝑑) + 𝑒 (𝑡) , 𝑗 = 1, 2, 3, 4, (14)

where in𝑡
𝑗
represents the input, 𝑓𝑡 is the output, and 𝑒𝑡 is the

error for time 𝑡. In this study, the time delay term𝑑 is assigned
as 1, which means that the model uses the observations from
the previous step (𝑡 − 1) to estimate the output at time 𝑡. The
OF neurofuzzy model is as follows:

𝑂5
𝑗
= overall output = ∑

𝑗

𝑤
𝑗
× 𝑓
𝑗
=
∑
𝑗
𝑤
𝑗
× 𝑓
𝑗

∑
𝑗
𝑤
𝑗

. (15)

It is observed that the OF neurofuzzy approach increases
the accuracy of the trained model significantly. The accuracy
of peak response value predictions is about over 97%. The
simulation results will be described in the following section.

3. Experimental Setup

A set of experimental tests are conducted to study the
effectiveness of the proposed models on anticipating the
nonlinear behavior of MR dampers under a variety of high
impact loads. The proposed test framework includes drop
tower tests, MR dampers, a data acquisition system, and
sensors.

3.1. Drop Tower Test Facility. The high impact load test
facility in Smart Impact Mitigation and Mechanics (SIMM)
Laboratory in the Civil and Environmental Engineering
Department at Worcester Polytechnic Institute (WPI) has
been used to apply the controlled impact loads to the MR
damper. The maximum capacity to apply the impact load of
the testing facility is 22,500 kg. In this study, the impact loads
are applied by releasing a falling drop-mass from different
combinations of the drop release heights.

3.2. Magnetorheological (MR) Dampers. In general, an MR
damper consists of a hydraulic cylinder, the magnetic coils,

MR fluidMR coil

Piston

Figure 5: Schematic of RD-8040-1 MR damper.

Acceleration,
displacement, and

impact load,

Data acquisition
system

Impact load

Figure 6: Details of the test framework.

and MR fluids. The MR fluid consists of micron-sized
magnetically polarized particles within an oil-type fluid [13].
Some of the distinguishing characteristics ofMR dampers are
can be listed as follows. (i) MR dampers require low power
sources when they are operated as active controllers. (ii) The
performance is stable in a broad range of temperatures. (iii)
They have a very fast response time. (iv) They have a high
yield stress level [15, 23]. The RD-8040-1-type MR damper
developed by Lord Corporation is used in the experimental
study (Figure 5).

A test framework as depicted in Figure 6 is prepared. An
MR damper is fixed to the ground and the lateral plates to
prevent it from shifting during the application of the high
impact loading. To apply the impact loads and connect the
sensors, a special housing system ismanufactured.The lateral
plates and the impact plate are assembled with a special rail
system and oiled before each test in order to minimize the
friction. For the consistency, the load is applied to the center
of the impact plate.

3.3. Data Acquisition. During the impact tests, a National
Instruments (NI) LabView data acquisition is used to obtain
the acceleration, deflection, impact force, and current signal
data. The displacement data is measured by R.D.P. product
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Figure 7: Configuration of the data acquisition system.

ACT1000A-type LVDT, while a PCB-type 302A accelerome-
ter and a 4,500 kg capacity Central HTC-10K type load cells
are used in the acceleration and impact force measurements,
respectively. As a sampling rate of the data acquisition system,
10,000 data points per second are selected. The locations of
the sensors are depicted in Figure 7.

3.4. Test Details. In this paper, all the data is partitioned
into three sets: training, validation, and testing. First, the
proposed models are trained by pairing the input signals
with the expected output signals. Then the trained models
are evaluated using different data sets that are not used
for the training process: various design parameters such as
membership functions and themodel architecture such as the
number of input signals are evaluated through the validation.
The determination of the best model is achieved through
an iterative process. The final model is further tested using
different data sets that are not used for both the training and

validation processes. Details of the performed tests can be
found in Table 1.

Experimental study contains a total of 225 impact tests
that investigate the dynamic responses of the MR damper
under five different drop release heights (65, 130, 254, 380, and
500mm) by various current signals. Three types of current
signals are used in the tests such as several constants (0, 0.2,
0.6, 1, 1.5, and 1.9 A), the sinusoidal signals with different
frequencies (0.75, 1, 1.5, 2, 3, 5, 7, and 10Hz), and random
signals (0A–1.9 A). The high impact test is repeated for each
current level.

4. System Identification Results

4.1. Parameter Setting

4.1.1. Bouc-Wen Model. The parameters of the impact Bouc-
Wen model are adopted from Xiang et al. [44] as shown in
Table 2.
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Table 1: Experimental test details.

Case studies Drop release height (mm) Type of output signal Impact velocity (mm/s)
Trained data Validation data Test data
6 cases 6 cases 6 cases

65
Constant

11298 cases 8 cases 8 cases Sinusoidal
1 case 1 case 1 case Random
6 cases 6 cases 6 cases

130
Constant

22588 cases 8 cases 8 cases Sinusoidal
1 case 1 case 1 case Random
6 cases 6 cases 6 cases

254
Constant

44128 cases 8 cases 8 cases Sinusoidal
1 case 1 case 1 case Random
6 cases 6 cases 6 cases

380
Constant

66008 cases 8 cases 8 cases Sinusoidal
1 case 1 case 1 case Random
6 cases 6 cases 6 cases

500
Constant

86858 cases 8 cases 8 cases Sinusoidal
1 case 1 case 1 case Random

Table 2: Parameters of Bouc-Wen model.

Parameter Value
𝐶
𝑅1

1528N⋅s⋅m−1

𝐶
𝑅2

1994N⋅s⋅m−1

𝐾
𝑅1

53346N⋅m−1

𝐾
𝑅2

69003N⋅A−1

𝐾
𝑅3

0.3584
𝛾
1

280m−2

𝛾
2

8.66m−2

𝑢
ℎ1

0.0345
𝑢
ℎ2

0.0138
𝛼
1

1514N⋅m−1

𝛼
2

4200N⋅m−1

𝛼
3

2.2 A−1

𝛼
4

5728N⋅m−1

𝐼
𝑐

0.25A

The result of the Bouc-Wen model is discussed in the
following section.

4.1.2. Bingham Model. Table 3 shows the parameters used
in the development of the impact Bingham model. The
parameters come from the results of Fu et al. [65].

4.1.3. Neurofuzzy Model. To develop the neurofuzzy model,
many sets of input and output data are collected and prepared
for training, validation, and testing. In the simulation process,
to get the best match, an iterative method is used by changing
the training iteration, step size, and type and quantity ofMFs.
Figure 8 shows the type ofMFs used. Table 4 depicts the effect
of MFs on the accuracy of the developed neurofuzzy models.

After performing the extensive simulations, it was
observed that the best match was obtained from the Gaussian

Table 3: Parameters of Bingham model.

Parameter Value
𝑐
𝑑

252.0898
𝑎 −15.821146
𝑏 27.469656
𝑐 14.631534
𝑑 2.229533

MF. Hence, using the Gaussian MFs, the parametric studies
on the combination of input-output data sets are conducted
in this study. A total of 15 combinations are evaluated. Table 5
compares the performance of fuzzymodels for different input
data sets.

It is demonstrated that the choice of input-output data
set has a significant effect on the accuracy of the neurofuzzy
model.When theMRdamper ismodelled using a single input
and single output data set, the accuracy of the model does
not reach up to 50%. To obtain a better performance, the
number of inputs is increased step by step. The fitting rates
of the fuzzy model are about over 50% for the three inputs-
one output data set. As seen from Table 5, the fuzzy model
trained using the input-output data set that was used inWang
and Hu [56] produced around the fitting rate of 47%, which
is the case of 14. The best model for identifying the nonlinear
behavior ofMR dampers is obtained by using four inputs-one
output data set. It is found that all the defection, acceleration,
and velocity data significantly contribute to the performance
of the neurofuzzy model. Figure 9 shows a selected set of the
input-output signals for training the neurofuzzymodel, while
Figures 10 and 11 depict the input-output data sets used in
validation and testing. The deflection, acceleration, velocity,
and current signals are used as the inputs while the high
impact load applied on the MR damper is used as an output
signal.



10 Shock and Vibration

Table 4: Simulation parameter studies.

Inputs Output MF type Accuracy (%)
Deflection Acceleration Velocity Current Impact load

Gaussian 74.68
Bell 68.57

Neurofuzzytraining (4 inputs-1 output) Triangular 71.37
Sigmoidal 73.75
Trapezoidal 65.10
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Figure 8: The type of MF: (a) Gaussian MF, (b) bell MF, (c) triangular MF, (d) sigmoidal MF, and (e) trapezoidal MF.
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Table 5: Simulation parameter studies for neurofuzzy models.

Model number Input
Deflection Acceleration Velocity Current Accuracy (%)

1

1 input-1 output

+ 32.52
2 + 40.34
3 + 39.72
4 + 2.09
5

2 inputs-1 output

+ + 60.65
6 + + 63.4
7 + + 37.32
8 + + 61.74
9 + + 41
10 + + 41.58
11

3 inputs-1 output

+ + + 68.23
12 + + + 58.34
13 + + + 56.55
14 + + + 47.45
15 4 inputs-1 output + + + + 74.68

Table 6: Simulation parameter studies for the OF neurofuzzy models.

Model number Input
Deflection Acceleration Velocity Current Accuracy (%)

1

1 input-1 output

+ 85.66
2 + 86.16
3 + 85.68
4 + 85.67
5

2 inputs-1 output

+ + 91.05
6 + + 91.05
7 + + 92.02
8 + + 91.13
9 + + 91.35
10 + + 91.08
11

3 inputs-1 output

+ + + 99.81
12 + + + 99.78
13 + + + 99.79
14 + + + 99.81
15 4 inputs-1 output + + + + 99.84

4.1.4.TheOFNeurofuzzyModel. Thesameparametric studies
are performed to investigate the effect of the input-output
data set on the performance of the OF neurofuzzy model.
The performance of the models for different input data sets
are evaluated in Table 6.

In general, the behavior of the MR damper is a function
of the system responses, for example, velocity, displacement,
and acceleration, among others as well as current signals.
To find the best model, both the model architecture such as
the number and type of input variables and the fuzzy model
parameters (i.e., number and type of membership functions)
are investigated. Among them, the model without current
signals can be considered as a passive shock absorber. It is
observed that using current signals, as an input, enhances the
accuracy of the prediction model.

Tables 5 and 6 showed that the accuracy of the neuro-
fuzzy models can be enhanced by increasing the number
of inputs. Note that Table 5 shows the results of the neu-
rofuzzy model while Table 6 represents the performance of
the output-feedback neurofuzzy model. However, the results
demonstrated that the OF neurofuzzy model outperforms
the neurofuzzy model. For example, the 4 inputs-1 output
OF neurofuzzy model has predicted 99% of the impact data
correctly, while the accuracy of the neurofuzzy model with
the same input-output data is about 75%. It is seen that the
accuracy of the OF neurofuzzy model is over 85% for all
input-output data sets.

In order to be persistent in the evaluation of the results,
the same input-output data set was used to train the OF
neurofuzzy model with the bare neurofuzzy model.
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Figure 9: Input-output data sets to train the neurofuzzy models.

4.2. System Identification Results

4.2.1. Bouc-Wen Model. The time history responses of the
Bouc-Wen model employing various currents and different
drop release heights are depicted in Figure 12.

It is shown from Figure 12 that the Bouc-Wenmodel does
not capture the nonlinear behavior of theMR damper system
under a variety of impact loads and current signals. The
fitting rates of models are about 3%. This could be inferred
from two facts. (1) The parameters of the Bouc-Wen model
[44] are determined using a single current level. Thus, the
model may not accurately predict the experimental data for
other currents levels. (2) The model only uses one auxiliary
nonlinear differential equation to describe the hysteretic
behavior of the MR damper, which makes it very challenging
to incorporate different impact load cases with a variety of
current signals.

4.2.2. BinghamModel. Figure 13 compares the real measured
impact load with the estimates from the Bingham models.
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Figure 10: Input-output data sets to validate the neurofuzzymodels.

As seen in Figure 13, the predicted results of the Bingham
model are not in an agreement with the measurements of the
actual impact loads. Only 5% of the MR damper behavior
under a variety of impact loadings and control inputs is
accurately predicted. As previously discussed, it is difficult to
predict the complicated behavior of the MR dampers under
a variety of impact forces and current signals. The reason
is that the Bingham model is implemented with constant
parameters.

4.2.3. Neurofuzzy Modeling. A variety of the neurofuzzy
model architectures have been considered, including various
combinations of input and output data sets. Figure 14 repre-
sents a selected architecture of the neurofuzzy model.

Figure 15 compares the real measured impact load data
with the estimations of the neurofuzzymodel for five different
force levels under various current levels.

The results show that the neurofuzzy predictions give
reasonable match between the trained and actual test data.
The fitting rate of the model for the four inputs-one output
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Figure 11: Input-output data sets to test the neurofuzzy models.

data sets is about 75%. However, as mentioned in the
previous sections, the performance of the neurofuzzy model
to capture the peak impact values decreases as the impact
loads increase.The underestimation of the impact load in the
control system design can reduce the effectiveness of the MR
damper to dissipate the impact energy. For this reason, the
OF neurofuzzy model is used to increase the accuracy of the
predictions.

4.2.4. The OF Neurofuzzy Modeling. Figure 16 represents the
conceptual configuration of the proposed OF neurofuzzy
models.

The selected MFs of the OF neurofuzzy model are
presented in Figure 17. Left column shows the initial MFs
values, while the right column represents the optimally tuned
MFs.

Figure 18 depicts the time steps and the iteration of the
OF neurofuzzy model. For the model, a total of iterations of
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Figure 12: Comparison of the impact load measurements with the
Bouc-Wen model for various currents and drop release heights.

10.8 11 11.2 11.4 11.6 11.8 12 12.2 12.4 12.6

Bingham 

Time (s)

Training data

−2000

−1500

−1000

−500

0

500

1000

−800

−600

−400

−200

0

200

400

Im
pa

ct
 lo

ad
 (k

g)
Im

pa
ct

 lo
ad

 (k
g)

0 5 10 15 20 25 30 35 40

Figure 13: Comparison of the impact load measurements with
Binghamplasticmodel for various currents and drop release heights.

10 are assumed adequate since the modeling performance is
satisfied with the 10 iterations.
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Table 7: Error quantities of the SI models.

𝐽
1
(unit) 𝐽

2
(unit) 𝐽

4
(unit) 𝐽

4
%

Training
Bouc-Wen 1.532𝑒 + 4 1.996𝑒 + 3 1.083𝑒 − 5 2.27
Bingham 1.663𝑒 + 3 55.138 1.836𝑒 − 5 5.70

Neurofuzzy 1.1193𝑒 + 3 26.216 1.957𝑒 − 5 74.67
OF neurofuzzy 131.55 1.028 1.605e − 7 99.84

Test

Bouc-Wen-1 1.032𝑒 + 4 2.125𝑒 + 3 1.083𝑒 − 5 2.09
Bouc-Wen-2 1.032𝑒 + 4 2.120𝑒 + 3 1.083𝑒 − 5 2.10
Bingham-1 1.668𝑒 + 3 55.715 7.594𝑒 − 5 5.42
Bingham-2 1.668𝑒 + 3 55.722 4.556𝑒 − 5 5.43
Neurofuzzy-1 1.054𝑒 + 3 26.241 8.089𝑒 − 6 74.28
Neurofuzzy-2 1.008𝑒 + 3 26.111 7.594𝑒 − 5 73.59

OF neurofuzzy-1 184.59 1.027 2.966e − 8 99.76
OF neurofuzzy-2 240.38 1.045 4.093e − 7 99.72
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Figure 14: Configuration of the neurofuzzy model: impact load
prediction.
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Figure 15: Neurofuzzy training results: constant, sinusoidal, and
random currents for different drop release heights.

With these parameter settings, Figure 19 compares the
measured force of the MR damper with the predicted force
of the OF neuro-fuzzy model. The MR damper forces were

Deflection
Acceleration
Velocity
Current

A mathematical model for
describing nonlinear

behavior of the MR damper

Impact load

Figure 16: Configuration of the OF neurofuzzy model: impact load
prediction.

measured under various control signals (constant, sinusoidal,
and random) and a variety of impact loads.

As can be seen from the Figure 19 there is a great
agreement between the fuzzy estimates and the original
measurements. It is expected that the identified model that
incorporates a variety of control signals such as the constant,
sinusoidal, and random current signals will be useful to smart
control system design to effectively dissipate the high impact
energy [70].

To generalize the trained model, different data sets that
are not used for the training process are used for testing the
trained fuzzy model. Figures 20 and 21 exhibit the graphs of
validated and test data sets.

As shown in figures, the proposed OF neurofuzzy models
precisely predict the impact force of the MR damper. To
investigate the constitutive relationship of the proposed
model, hysteric response behaviors such as impact force-
displacement and impact force-velocity curves are also
modeled. Figures 22, 23, and 24 depict the comparison of
the measured impact force-displacement and impact force-
velocity curves with the predictions of the OF neurofuzzy
models. Figure 22 shows the impact force-displacement and
impact force-velocity curves for the MR damper subjected to
different impact loads and sinusoidal current signal, while
Figures 23 and 24 show the same curves for random and
constant current signals, respectively. The simulation results
demonstrate that the OF neurofuzzy model is very effective
in predicting the hysteric response behaviors of MR dampers
under high impact loads.
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Figure 19: OF neurofuzzy training results: constant, sinusoidal, and
random currents for different drop release heights.

4.3. Evaluation of Results. Several evaluation indices are also
used to quantify the performance of the proposed neurofuzzy
models. As a first evaluation index, the maximum absolute
error is calculated as

𝐽
1
= max 󵄨󵄨󵄨󵄨𝑦 − 𝑦

󵄨󵄨󵄨󵄨 , (16)

where 𝑦 is the trained data and 𝑦 is the actual measurements.
Second evaluation criterion is defined as themean of absolute
error

𝐽
2
= mean 󵄨󵄨󵄨󵄨𝑦 − 𝑦

󵄨󵄨󵄨󵄨 . (17)

Third criterion index is minimum absolute error

𝐽
3
= min 󵄨󵄨󵄨󵄨𝑦 − 𝑦

󵄨󵄨󵄨󵄨 . (18)

The fourth evaluation index is formulated as follows:

𝐽
4
= [1 −

var (𝑦 − 𝑦)
var (𝑦)

] × 100, (19)
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where var represents the variance of data. The fitting rate of
index 𝐽

4
shows the accuracy of the predictions of the models.
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curves: different drop release heights and sinusoidal current signal.

The better the trained model predicts the measurement
results accurately, the more the fitting rate of index 𝐽

4
will

become close to 100.
Table 7 shows the results of the error analysis between the

trained and actual data for the different SI approaches.
It is observed from training, validation, and testing pro-

cesses that the fuzzy models achieved a great performance.
But the performance of the OF neurofuzzy model, in terms
of accuracy and peak impact load predictions, is better than
the conventional neurofuzzy model. The accuracy of the OF
neurofuzzy model is about 99% for training, validation, and
testing in terms of the evaluation index 𝐽

4
, which means that

the OF neurofuzzy is very effective in predicting the dynamic
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Figure 23: Impact load-displacement and impact load-velocity
curves: different drop release heights and random current signal.

responses of the MR damper under high impact loads. It is
also found that 𝐽

1
, 𝐽
2
, and 𝐽

3
of the OF neurofuzzy model

are better than those of the benchmark models. For example,
in the training of the OF neurofuzzy model, the maximum
difference between the estimate and the measurement is
131.55 kg, which is 8% of the measurement (1557.6 kg) for the
trained model.

5. Conclusion

Various parametric and nonparametric SI approaches for
estimating the nonlinear impact response of MR dampers
under a variety of high impact loadings and current signals
are studied in this paper. The Bingham, Bouc-Wen, and two
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Figure 24: Impact load-displacement and impact load-velocity
curves: different drop release heights and constant current signal.

Takagi-Sugeno fuzzy models are investigated. To obtain the
input-output data set, a series of experimental studies are
performed. The MR damper fluids are controlled with con-
stant, sinusoidal, and randomcurrents under different impact
loads. A large number of drop release testing is performed
three times to train, validate, and test themodels. In the train-
ing of the fuzzy models, the deflection, acceleration, velocity,
and current signals are used as input signals to predict the
applied high impact force of the MR damper. Various input-
output data combinations with different types ofmembership
function (MF) are considered in this study. It is confirmed
from the extensive testing and modeling that the appropriate
selections of current levels, the training data set, and the MF

types are very important in improving the performance of
the neurofuzzy models. Although the benchmark parametric
models were effective in estimating the behavior of MR
dampers when the velocity of the applied forces is low and/or
the applied currents are constant, they do not produce the
reasonable match for random current signals under a variety
of high impact loads. The conventional neurofuzzy model
gives reasonable match between the predicted and actual test
data. However the peak impact value predictions, which is
essential in design of a control system to dissipate the impact
energy, is not accurate. In conclusion, it is demonstrated
from both the training and validation and testing results that
the OF neurofuzzy model is very effective in modeling the
nonlinear behaviors of an MR damper employing random
current signals under a variety of high impact loads.
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