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Various data mining techniques have been applied to fault diagnosis for wireless sensor because of the advantage of discovering
useful knowledge from large data sets. In order to improve the diagnosis accuracy of wireless sensor, a novel fault diagnosis for
wireless sensor technology by twin support vector machine (TSVM) is proposed in the paper. Twin SVM is a binary classifier that
performs classification by using two nonparallel hyperplanes instead of the single hyperplane used in the classical SVM. However,
the parameter setting in theTSVMtraining procedure significantly influences the classification accuracy.Thus, this study introduces
PSO as an optimization technique to simultaneously optimize the TSVM training parameter.The experimental results indicate that
the diagnosis results for wireless sensor of twin support vector machine are better than those of SVM, ANN.

1. Introduction

In the past years, various data mining techniques including
artificial neural networks have been applied to fault diagnosis
for wireless sensor because they have the advantages of
discovering useful knowledge from large data sets [1–5].
Though fault diagnosis for wireless sensor based on artificial
neural networks can show encouraging results, there are
also many problems that need to be solved, such as local
optimization and overfitting in the artificial neural networks
[6–11]. Support vector machine (SVM), based on structure
risk minimization principle can use nonlinear mapping to
transform an input space to a high-dimension space based on
an internal integral function and then looks for a nonlinear
relationship between inputs and outputs in that space [12–
14]. SVM can find global optimum solutions for problems
with small training samples, high dimensions, nonlinear
[15, 16]. Twin SVM is a binary classifier that performs
classification by using two nonparallel hyperplanes instead
of the single hyperplane used in the classical SVM. However,
the choice of the training parameters has a heavy impact on
the classification accuracy of twin support vector machine.
Particle swarm optimization is an evolutionary computa-
tion technique, which is inspired by social behavior among

individuals. Thus, particle swarm optimization is used to
optimize the TSVM parameters.

In the study, a novel classificationmethod by twin support
vector machine (PSO-TSVM) is proposed to fault diagnosis
for wireless sensor, where particle swarm optimization is to
find the optimal settings of parameters of SVM. Then, we
collect 260 samples to study the diagnosis performance of
twin support vector machine classifier, where 170 of them
are used to train the diagnosis model of twin support vector
machine classifier, and others are used to test the diagnosis
performance of twin support vector machine classifier. The
experimental results indicate that the diagnosis results for
wireless sensor of twin support vectormachine are better than
those of SVM, ANN.

2. Twin Support Vector Machine

Based the Karush-Kuhn-Tucker theorem of optimization
theory [17, 18], the nonlinear decision function is:

𝑓 (𝑥) = sign(
𝑁

∑
𝑖=1

𝛼
𝑖
𝑦
𝑖
𝐾(𝑥
𝑖
, 𝑥
𝑗
) + 𝑏) . (1)



2 Mathematical Problems in Engineering

The most commonly used kernel function is the radial
basis function (RBF) kernel, which can be reproduced as
follows:
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where 𝜎 is a positive real number.
Thenonlinear TWSVMseeks two nonparallel hyperplane

in 𝑅𝑛:

𝑤
1
⋅ 𝜙 (𝑥) + 𝑏1 = 0,

𝑤
2
⋅ 𝜙 (𝑥) + 𝑏2 = 0.

(3)

For finding the hyperplanes, it is required to get the
solutions to the primal problems.
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vectors of ones of appropriate dimensions.

3. Parameters Optimization of TSVM by PSO

Particle swarm optimization is an evolutionary computa-
tion technique, which is inspired by social behavior among
individuals. Each particle moves in the direction of its
previously best position and its best global position during
each generation [19–21]. Thus, particle swarm optimization
is used to optimize the TSVM parameters.

In the study, we use the RBF kernel function for the
TSVM classifier because the RBF kernel function can analyze
higher-dimensional data, and TSVM with RBF kernel func-
tion only has two parameters,𝐶 and 𝜎 determined.Therefore,
the particle is comprised of two parts, 𝐶 and 𝜎, when the
RBF kernel is selected. The process of optimizing the TSVM
parameters with PSO can be summarized as follows.

Step 1. Randomly generate initial population, initial particle
and initial velocity.
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Figure 1: The output signal of shock failure.
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Figure 2: The output signal of biasing failure.

Step 2. Set the learning parameters 𝑐
1
and 𝑐

2
, the inertia

weight 𝜔, and the maximum number of iterations.

Step 3. Fitness evaluation: the fitness function is defined as
the following formula:

Fitness = (1 − 𝑇

𝐹 + 𝑇
) × 100%, (8)

where 𝑇 denotes the correct classification and 𝐹 denotes the
false classification.

Step 4. Update velocity and position of the particle.

Step 5. If maximum iterations predefined are met, the pro-
gram is stopped. Otherwise, go to Step 3.
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Figure 3: The output signal of short-circuit failure.
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Figure 4: The output signal of shifting failure.

4. Experimental Study for Fault Diagnosis of
Wireless Sensor

In the study, the four fault types of wireless sensor including
shock, biasing, short circuit, and shifting are applied to
test the diagnosis ability of TSVM compared with other
diagnosticmethods.The normal data belongs to class 1, shock
belongs to class 2, biasing belongs to class 3, short circuit
belongs to class 4, and shifting belongs to class 5. The typical
output signals of the above four fault types of wireless sensor
can be described in Figures 1, 2, 3, and 4, respectively.

The values of the features and the corresponding state
types of wireless sensor are used to train twin support vector
machine classifier. In the study, we collect 260 samples to
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Figure 5: The diagnosis results of twin support vector machine.
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Figure 6: The diagnosis results of support vector machine.

study the diagnosis performance of twin support vector
machine classifier, where 170 of them are used to train the
diagnosis model of twin support vector machine classifier,
and others are used to test the diagnosis performance of twin
support vector machine classifier. Some of the experimental
data are given in Table 1.

Figure 5 gives the diagnosis results of twin support vector
machine, state types of wireless sensor including normal
state, shock, biasing, short circuit, and shifting are given in
Figure 5, which are denoted as 1∼ 5, respectively; Figure 6
gives the diagnosis results of the support vector machine;
Figure 7 gives the diagnosis results of artificial neural net-
work. The number of incorrect diagnosis of TSVM, SVM,
and ANN is 96.7, 91.1, 83.3, respectively. The comparison of
the diagnosis results for wireless sensor among TSVM, SVM,
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Table 1: The experimental data.

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 𝑋8 𝑋9 𝑋10 Fault type
0.1461 0.1219 0.7039 1.754 0.7042 0.7212 0.6884 0.7134 0.6879 0.6333

Shock

0.1457 0.1227 0.7033 1.605 0.7122 0.6991 0.7017 0.7121 0.6671 0.6748
0.1462 0.1225 0.7052 1.669 0.7001 0.712 0.6657 0.7145 0.67 0.6501
0.1463 0.1226 0.7044 1.590 0.7183 0.7056 0.6775 0.7043 0.681 0.6630
...

...
...

...
...

...
...

...
...

...
0.1458 0.1221 0.6988 1.609 0.7211 0.7255 0.7011 0.7126 0.7028 0.684
0.1461 0.1228 0.7052 1.603 0.6847 0.6939 0.6507 0.6802 0.6613 0.6217
0.1460 0.1221 0.7045 1.713 0.7137 0.6977 0.6670 0.6930 0.6741 0.643
0.1462 0.1223 0.6997 1.119 1.149 1.164 1.164 1.148 1.18 1.161

Biasing

0.1460 0.1222 0.7027 1.137 1.153 1.107 1.149 1.159 1.166 1.179
0.1458 0.1221 0.6988 1.126 1.137 1.1 1.172 1.146 1.172 1.181
0.1459 0.1224 0.7051 1.153 1.164 1.124 1.171 1.164 1.161 1.163
...

...
...

...
...

...
...

...
...

...
0.1461 0.1228 0.7052 1.201 1.357 1.035 1.192 1.169 1.161 1.159
0.1460 0.1221 0.7045 1.163 1.167 1.122 1.153 1.144 1.172 1.169
0.1459 0.1224 0.7051 0.1853 0.0038 0.0053 0.001 0.00082 0.0126 0.0086

Short circuit

0.1462 0.1225 0.7052 0.1752 0.0016 0.0031 0.0012 0.0012 0.0115 0.0064
0.1460 0.1221 0.7045 0.1755 0.0003 0.0055 0.0017 0.0009 0.0127 0.0063
0.1458 0.1221 0.6988 0.1849 0.0011 0.0049 0.0013 0.00115 0.0086 0.0078
...

...
...

...
...

...
...

...
...

...
0.1462 0.1225 0.7052 0.1752 0.0016 0.0031 0.0012 0.0012 0.00115 0.0064
0.1461 0.1228 0.7052 0.1855 0.0002 0.0012 0.001 0.0088 0.0096 0.0082
0.1460 0.1221 0.7045 3.546 3.786 4.046 4.183 4.492 4.673 4.942

Shifting

0.1462 0.1225 0.7052 3.581 3.812 4.069 4.156 4.438 4.619 4.923
0.1459 0.1224 0.7051 3.527 3.846 4.057 4.191 4.493 4.615 4.879
0.1460 0.1222 0.7027 3.588 3.819 4.051 4.168 4.513 4.692 4.851
...

...
...

...
...

...
...

...
...

...
0.1457 0.1227 0.7033 3.593 3.779 4.053 4.163 4.472 4.701 4.928
0.1458 0.1221 0.6988 3.649 3.798 4.055 4.161 4.485 4.688 4.899
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Figure 7: The diagnosis results of artificial neural network.

Table 2:The comparison of the diagnosis results for wireless sensor
among the three classifiers.

Classifier The number of incorrect
diagnosis Diagnosis accuracy/%

TSVM 3 96.7
SVM 8 91.1
ANN 15 83.3

and ANN is given in Table 2. Then, we can conclude that the
diagnosis results of twin support vector machine are better
than those of SVM andANN in the fault diagnosis of wireless
sensor.

5. Conclusion

A novel classification method by twin support vector
machine (TSVM) is proposed to fault diagnosis for wireless
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sensor in this paper, where PSO is to find the optimal settings
of parameters in SVM. In the study, the four fault types of
wireless sensor including shock, biasing, short circuit, and
shifting are applied to test the diagnosis ability of TSVM
compared with other diagnostic methods. The experimental
results indicate that the diagnosis results for wireless sensor
of twin support vector machine are better than those of SVM
and ANN.
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