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#### Abstract

In this paper, research of a class of state feedback control model which is mainly used in crop pests management, with Bendixson-Dulac discriminance, proves that this model has an unique and globally stable positive equilibrium under the weak time-delay kernel function. Also, we adopt the subsequent function method in the ordinary differential equation of the geometric theory to prove that a sufficient condition holds for the existence of an order one period solution in the system. At the same time, it also proves that the periodic solution is asymptotically stable.
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## 1 Introduction

Crop is an essential part of the human food resources for sustainable development. Therefore, crop yields directly affect social and economic development as well as social stability. In recent years, in order to improve the yield of crops and meet the needs of human survival, people used a lot of pesticide [1-4] to keep pest down to improve the yield of crops, but the excessive use of pesticides will make the pests drug-resistant, pollute the environment, and also do some harm to people and animals. So how to reduce the effect caused by pests but doing no harm to the living environment of human beings and animals is an issue which has attracted extensive concern of ecologists and biomathematics researchers. In [5-10], the authors established a specific pest management model based on the actual problem and analyzed pest management issues by the corresponding mathematical theory. We will explore the feasibility of the crop pest management from the mathematical model of state feedback control in this paper.

In recent years, the research on the pest management has made many achievements. It can be classified into two categories: one is using farm chemicals, but this method will strengthen the drug resistance of the pests and it is harmful to the environment. The other is adopting a biological treatment [11-13] such as taking advantage of the characteristics of inter-restriction between the beneficial organisms and pests, it can effectively maintain a long-term balance with the effects on the food chain. The latter treatment is a more extensive pest treatment at present. It is a better measure to control pest by cultivating natural enemies of the pests to destroy pests, but the delivery of natural enemies and use of pesticides are not regular, depending on the amount of pests. Therefore, we must give full consideration to the natural inhibition in the agricultural ecological system. Meanwhile,
delivery of a natural enemy and use of pesticides are transient phenomena, which we call a pulse phenomenon. In biological control, we do not need to reduce the amount of pests to zero, but we usually control the indicator of the state of an illness under a certain indicator, and this cannot only boost the yields of crops, but also it has no negative influences on the environment. We call the indicator of the state of an illness the economic index (EI), also known as the control index.
The infinite delay logistic model of classic single species is expressed as

$$
\begin{equation*}
\frac{d x(t)}{d t}=x(t)\left[a-b x(t)-c \int_{-\infty}^{t} k(t-s) x(s) d s\right] . \tag{1}
\end{equation*}
$$

Here, $x(t)$ is the population density at $t, a, b, c$ are positive constants, $a$ expresses the innate capacity of increase, $b, c$ express the density restriction coefficient, the integral kernel $k$ is continuous and meets $\int_{0}^{\infty} k(s) d s=1$ and $\int_{0}^{\infty} s k(s) d s<+\infty$. In system ( 1 ), when $b \neq 0$, one has a so-called non-pure time delay, and when $b=0$, it is called a pure time delay. Corresponding to system (1), Fengde Chen [14] also put forward the model of an infinite delay logarithmic population:

$$
\begin{equation*}
\frac{d x(t)}{d t}=x(t)[a-b \ln x(t)-c k(t-s) \ln x(s) d s] \tag{2}
\end{equation*}
$$

It has biological significance for the above system (1); and meets $\int_{0}^{\infty} k(s) d s=1$ and $\int_{0}^{\infty} s k(s) d s<+\infty$.

In practical pest management, we do not periodically use the pesticide before we determine the pesticide. So, on the basis of system (2), this paper studies the impulsive state feedback control with continuous weak delay logarithm population,

$$
\begin{cases}\frac{d x(t)}{d t}=x(t)\left[a-b \ln x(t)-c \int_{-\infty}^{t} k(t-s) \ln x(s) d s\right], & x<h,  \tag{3}\\ \Delta x=-\beta x, & x=h .\end{cases}
$$

Under the condition of a weak integral kernel, the given specific integral kernel $k(t-s)=$ $e^{-d(t-s)}$, we make a transformation, assuming $u(t)=\ln x(t), v(t)=\int_{-\infty}^{t} e^{-d(t-s)} \ln x(s) d s$; then

$$
\begin{aligned}
& u^{\prime}(t)=\frac{1}{x(t)} x^{\prime}(t)=a-b \ln x(t)-c \int_{-\infty}^{t} k(t-s) \ln x(s) d s=a-b u-c v, \\
& v^{\prime}(t)=\left(e^{-d t} \int_{-\infty}^{t} e^{d s} \ln x(s) d s\right)^{\prime}=-d v+u, \\
& x\left(t^{+}\right)-x(t)=\Delta x=-\beta x, \quad x\left(t^{+}\right)-x(t)=\Delta x=-\beta x, \\
& x\left(t^{+}\right)-x(t)=\Delta x=-\beta x, \quad \Delta u=u\left(t^{+}\right)-u(t)=-\beta \ln h .
\end{aligned}
$$

System (3) turns into the following system:

$$
\begin{cases}\frac{d u}{d t}=a-b u-c v,  \tag{4}\\ \frac{d v}{d t}=u-d v, \\ \Delta u=-\beta u, & u<\ln h \\ u=\ln h\end{cases}
$$

Among them, $u$ refers to crop pest density, $v$ refers to the hysteresis effect of the pest, $\ln h$ is the economic index, $a$ means the intrinsic rate of increase, $b$ and $c$ are density restriction
factors, $d$ is positive constant, which refers to the parameters of the normal distribution, $\int_{0}^{\infty} e^{s} d s=1,0<\beta<1$ is the ratio of spraying pesticide pests.

## 2 Preparation

First of all the related definition is given [15].
Consider the state impulsive differential equations

$$
\left\{\begin{array}{lll}
\frac{d x}{d t}=f(x, y), & \frac{d y}{d t}=g(x, y), & (x, y) \in M(x, y),  \tag{5}\\
\Delta x=\alpha(x, y), & \Delta y=\beta(x, y), & (x, y) \notin M(x, y) .
\end{array}\right.
$$

Here, $M(x, y)$ and $N(x, y)$ are straight lines or curves on the plane $R^{2}(x, y), M(x, y)$ is the pulse set, $N(x, y)$ is the phase set, $\varphi(M)=N$, system (5) is called a constituted power system. It is a straight line or curve in $R_{2}^{+}=\left\{(x, y) \in R^{2} \mid x \geq 0, y \geq 0\right\}$.

Definition 2.1 Assume $M$ is the pulse set, $N$ is the phase set, and $M$ and $N$ are both straight lines, as shown in Figure 1. Assume the coordinate of the point of intersection $Q$ of $N$ and $x$ is $O$, and the distance between $E$ and $Q$ on the line $N$ is denoted $c$. The path line through the point $E$ intersects with the pulse set at point $G$, the phase point of the point $G$ in the phase set $N$ is $F$, and the coordinate is $d$. We define point $F$ to be the subsequent point of the point $E$ and the successor function of the point $E$ is $G(E)=d-c$.

For convenience in our discussion, the following definitions are used in this article in terms of the subsequent function.

Definition 2.2 The point of intersection between the path line $L$ and the phase set $u=$ $(1-\beta) \ln h$ is $N$, the point of intersection between the path line $L$ and the pulse set $u=\ln h$ is impulsing and its $v$ coordinate difference to the phase point $N_{1}$ on the phase set $u=$ $(1-\beta) \ln h, G(N)=N_{1 v}-N_{v}$.

Lemma 2.1 [16] The subsequent function $G(E)$ is continuous.

Lemma 2.2 Assume in the continuous dynamical system $(X, \Pi)$, there are two points, $x_{1}$, $x_{2}$ in pulse phase set, to make the successor functions, $G\left(x_{1}\right)>0, G\left(x_{2}\right)<0$, then there must be a point $E$ between $x_{1}$ and $x_{2}$ to make $G(E)=0$. Thus, there must be a periodic solution of order one through $E$ between $x_{1}$ and $x_{2}$.

Figure 1 The schematic diagram with $F$ as subsequent point of $G$.


Lemma 2.3 (Similar Poincaré norm) Assume the periodic solutions of $T$ - in the following system are $x=\varphi(t), y=\phi(t)$ :

$$
\left\{\begin{array}{lll}
\frac{d x}{d t}=f(x, y), & \frac{d y}{d t}=g(x, y), & \Phi(x, y) \neq 0 \\
\Delta x=\alpha(x, y), & \Delta y=\beta(x, y), & \Phi(x, y)=0
\end{array}\right.
$$

The path asymptotically stable. Assume the multiplier $u_{2}$ meets $\left|u_{2}\right|<1$. Here,

$$
\begin{gathered}
u_{2}=\prod_{k=1}^{q} \Delta_{k} \exp \left[\int_{0}^{T}\left(\frac{\partial f}{\partial x}(\varphi(t), \phi(t))+\frac{\partial g}{\partial y}(\varphi(t), \phi(t))\right) d t\right], \\
\Delta_{k}=\frac{f_{+}\left(\frac{\partial \beta}{\partial y} \cdot \frac{\partial \Phi}{\partial x}-\frac{\partial \beta}{\partial x} \cdot \frac{\partial \Phi}{\partial y}+\frac{\partial \Phi}{\partial x}\right)+g_{+}\left(\frac{\partial \alpha}{\partial x} \cdot \frac{\partial \Phi}{\partial y}-\frac{\partial \alpha}{\partial y} \cdot \frac{\partial \Phi}{\partial x}+\frac{\partial \Phi}{\partial y}\right)}{f\left(\frac{\partial \Phi}{\partial x}\right)+g\left(\frac{\partial \Phi}{\partial y}\right)}
\end{gathered}
$$

and $f, g, \frac{\partial \alpha}{\partial x}, \frac{\partial \alpha}{\partial y}, \frac{\partial \beta}{\partial x}, \frac{\partial \beta}{\partial y}, \frac{\partial \Phi}{\partial x}, \frac{\partial \Phi}{\partial y}$ the value at the point $\left(\varphi\left(\tau_{k}\right), \phi\left(\tau_{k}\right)\right)$,

$$
f_{+}=f\left(\varphi\left(\tau_{k}^{+}\right), \phi\left(\tau_{k}^{+}\right)\right), \quad g_{+}=g\left(\varphi\left(\tau_{k}^{+}\right), \phi\left(\tau_{k}^{+}\right)\right)
$$

Lemma 2.4 (Bendixson-Dulac discriminance [17]) Consider the system

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=P(x, y),  \tag{6}\\
\frac{d y}{d t}=Q(x, y) .
\end{array}\right.
$$

If in a connected area $D, P(x, y)$ and $Q(x, y)$ have continuous partial derivatives, $\frac{\partial P}{\partial x}+\frac{\partial Q}{\partial y}$ maintains a constant value and it is zero all the time in any subdomain, then system (6) has no closed trajectory in $D$.

## 3 Existence and stability of the periodic solution of order one for the impulsive differential equation of plant diseases and insect pests

In system (4), if $\beta=0$, then we will obtain a mathematical model for control of the class-A crops diseases and insect pests without pulse,

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=a-b u-c v,  \tag{7}\\
\frac{d v}{d t}=u-d v .
\end{array}\right.
$$

If $\beta>0$, then system (4) obeys the following.
Lemma 3.1 The positive equilibrium point of system (4) $E\left(u^{*}, v^{*}\right)=E\left(\frac{a d}{c+b d}, \frac{a}{c+b d}\right)$ has global stability.

Proof Assume

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=a-b u-c v \equiv P(u, v), \\
\frac{d v}{d t}=u-d v \equiv Q(u, v)
\end{array}\right.
$$

As a result the system's variational matrix is

$$
\left(\begin{array}{cc}
\frac{\partial P}{\partial u} & \frac{\partial P}{\partial v} \\
\frac{\partial Q}{\partial u} & \frac{\partial Q}{\partial v}
\end{array}\right)=\left(\begin{array}{cc}
-b & -c \\
1 & -d
\end{array}\right) .
$$

So, the characteristic equation in the $E\left(u^{*}, v^{*}\right)$ is

$$
\left|\begin{array}{cc}
\lambda+b & c \\
-1 & \lambda+d
\end{array}\right|=(\lambda+b)(\lambda+d)+c=0 \text {. }
$$

Namely, $\lambda^{2}+\lambda(b+d)+b d+c=0$.
We obtain $\lambda_{1,2}=\frac{-(b+d) \pm \sqrt{(b+d)^{2}-4(b d+c)}}{2}$, in which $b, d, c$ are all constant.
Assume $\Delta=T^{2}-4 D=(b+d)^{2}-4(b d+c), T=-(b+d), D=b d+c$.
(1) When $\Delta=0, T<0, D>0$, the two characteristic roots $\lambda_{1}=\lambda_{2}$ is a multiple negative real root, at this point, the solution curve tends to equilibrium, called the degenerate node.
(2) When $\Delta>0, T<0, D>0$, the two characteristic roots $\lambda_{1} \neq \lambda_{2}$ is a pair of negative real roots, at this point, the solution curve tends to equilibrium, called the stable node.
(3) When $\Delta<0, T<0, D>0$, the two characteristic roots $\lambda_{1}, \lambda_{2}$ have real parts and they are negative conjugate complex roots, at this point, the solution curve tends to equilibrium, and the equilibrium is called a focal point.
From the above analysis, we can see the characteristic roots shall be two conjugate complex roots of which two are negative or a pair with a negative real part and this shows that the positive equilibrium point $E\left(u^{*}, v^{*}\right)^{T}$ is locally stable. It can also be noticed that on the $R^{2}$ plane, constantly

$$
\frac{\partial P}{\partial u}+\frac{\partial Q}{\partial v}=-(b+d)<0 .
$$

From Lemma 2.4 we know that on the whole plane the system has no limit cycle, and because there is only a balance in the system, so all the path lines take $E\left(u^{*}, v^{*}\right)^{T}$ as the limit set, the system is stable at the balance point $E\left(u^{*}, v^{*}\right)^{T}$ and on the plane $R^{2}$. It is hereby proved.

When the positive constants $b, c, d$ meet $(b+d)^{2}<4(b d+c)$, the positive equilibrium is a stability focal point, namely when the real part of the two characteristic roots $\lambda_{1}, \lambda_{2}$ are negative conjugate complex roots, of which $v_{1}=\frac{a-b \ln h}{c}$ is the intersection point $D\left(\ln h, v_{1}\right)$ between the pulse set $u=\ln h$ and the line $\frac{d u}{d t}=0$, and when $h \geq 1$, we have the following theorem.

## Theorem 3.1

(1) If the pulse set $0<\ln h \leq \frac{a d}{c+b d}$, then system (4) has a periodic solution of the order one.
(2) If the pulse set $\ln h>\frac{a d}{c+b d}>0$, there are the following four conditions:
(i) When $c_{1 v}<\nu_{1}, c_{2 v}<v_{1}$, system (4) has a periodic solution of order one.
(ii) If the subsequent point $B_{1}$ overlaps $B$, the other path line $\Gamma_{1}$ has no intersection point with the pulse set, then system (4) has a periodic solution of order one.
(iii) If $c_{2 v}<v_{1}$, the system path line $\Gamma_{1}$ has no intersection point with the pulse set $\ln h$, then system (4) has no periodic solution of order one, but for any $t$, we have $v(t) \leq v_{1}+\frac{b \beta \ln h}{c}$.
(iv) If the system path lines $\Gamma_{1}, \Gamma_{2}$ have no intersection point with the pulse set $\ln h$, then system (4) has no periodic solution of order one, but, for any $t$, we have $\nu(t) \leq \nu_{1}+\frac{c \ln h \beta}{c}$.


Figure 2 When $\ln h<\frac{a d}{c+b d}$, there is a periodic solution of order one in the diagram.

Proof (1) Assume the pulse set $\ln h \leq u^{*}=\frac{a d}{c+b d}$, namely $v_{1}>v^{*}=\frac{a}{c+b d}$, like Figure 2.
From the equation $\left\{\begin{array}{l}u=\ln h, \\ a-b u-c v=0,\end{array}\right.$, we obtain $v_{1}=\frac{a-b \ln h}{c}$.
From the equation $\left\{\begin{array}{l}u=(1-\beta) \ln h, \\ a-b u-c v=0\end{array}\right.$, we obtain $v=\frac{a-b u}{c}=\frac{a-b(1-\beta) \ln h}{c}=v_{1}+\frac{b \beta \ln h}{c}$.
So, the system trajectory $\Gamma_{1}$ passing through the point $A\left((1-\beta) \ln h, v_{1}+\frac{b \beta \ln h}{c}\right)$ in the phase set $(1-\beta) \ln h$ intersects with the pulse set $\ln h$ at $C_{1}\left(\ln h, c_{1 v}\right)$, and this results in a pulse action in the phase set $u=(1-\beta) \ln h$, the phase point is $A_{1}\left((1-\beta) \ln h, c_{1 v}\right)$, obviously, the vertical coordinate of the point $A_{1}$ is less than that of the point $A$, we have

$$
G(A)=A_{1 v}-A_{v}=c_{1 v}-\left(v_{1}+\frac{c \ln h \beta}{c}\right)<0
$$

Assume $u=(1-\beta) \ln h$ intersects with $\frac{d v}{d t}=0$ at $B\left((1-\beta) \ln h, \frac{(1-\beta) \ln h}{d}\right)$, then select the system path line $\Gamma_{2}$ passing the point $B$ intersects with the pulse set $\ln h$ at $C_{2}\left(\ln h, c_{2 v}\right)$ and results in a pulse action in the phase set $u=(1-\beta) \ln h$ at $B_{1}\left((1-\beta) \ln h, c_{2 v}\right)$. And because the path line $\Gamma_{2}$ 's segmental arc is below the straight line $\frac{d v}{d t}=0$, so on the segmental $\operatorname{arc} B C_{2}$ we have $\frac{d v}{d t}>0$, namely $v$ monotonically increases, with the nature of monotonic function we can obtain $c_{2 v}>\frac{(1-\beta) \ln h}{d}$, so there is a successor function $G(B)=B_{1 v}-B_{v}=$ $c_{2 v}-\frac{(1-\beta) \ln h}{d}>0$.
According to Lemma 2.2, in the phase set $u=(1-\beta) \ln h$, there must be $P$ which meets $B_{v}<P_{v}<A_{v}$, to make $G(P)=P_{v}-P_{1 v}=0$, namely there is a periodic solution of order one in system (4).
With the same method, we can prove that when $\ln h=\frac{a d}{c+b d}$, system (4) has a periodic solution of order 1, like Figure 3. Select the path line $\Gamma_{1}$ intersecting with the pulse set $(1-\beta) \ln h$ at $A\left((1-\beta) \ln h, \frac{b \beta \ln h}{c}\right)$, and intersecting with the pulse set at $C_{1}\left(\ln h, c_{1 v}\right)$, the phase point after the pulse is $A_{1}\left((1-\beta) \ln h, c_{1 v}\right)$, as the path line $\Gamma_{1}$ is below the $\frac{d u}{d t}=0$, the segmental arc above the $\frac{d v}{d t}=0$ has $\frac{d v}{d t}<0$, namely the $v$ monotonically decreases, therefore, the vertical coordinate of the point $A_{1}$ is less than that of the point $A$, we have $G(A)=A_{1 v}-A_{v}=c_{1 v}-\left(v_{1}+\frac{c \beta \ln h}{c}\right)<0$. In the same way, select the path line $\Gamma_{2}$ intersecting with the pulse set $(1-\beta) \ln h$ at the point $B\left((1-\beta) \ln h, \frac{(1-\beta) \ln h}{d}\right)$ and intersecting with the pulse set at $C_{2}\left(\ln h, c_{2 v}\right)$, the phase point after the pulse is $B_{1}\left((1-\beta) \ln h, c_{2 v}\right)$, and because the segmental arc $B C_{2}$ of the path line $\Gamma_{2}$ is below the straight line $\frac{d v}{d t}=0$, in $B C_{2}, \frac{d v}{d t}>0$, namely $v$ monotonically increases, with the nature of


Figure 3 When $\ln h=\frac{a d}{c+b d}$, there is a periodic solution of order one in the diagram.


Figure 4 Meeting (i) a periodic solution of order one in the diagram.
the monotonic function, we can obtain $c_{2 v}>\frac{(1-\beta) \ln h}{d}$, so the successor function of $B$ obeys $G(B)=B_{1 v}-B_{v}=c_{2 v}-\frac{(1-\beta) \ln h}{d}>0$.
According to Lemma 2.2, in the phase set $u=(1-\beta) \ln h$, there must be $\exists P(P)$, this meets $B_{v}<P_{v}<A_{v}$, and it enables $G(P)=P_{v}-P_{1 v}=0$, namely there is a periodic solution of order one in system (4).
(2) If the pulse set obeys $\ln h>\frac{a d}{c+b d}$, under this condition, there are four situations as follows.

When $(1-\beta) \ln h<u^{*}=\frac{a d}{c+b d}<\ln h$, namely $\nu_{1}<\nu^{*}=\frac{a}{c+b d}<\nu_{1}+\frac{c \beta \ln h}{c}$.
(i) If $c_{1 v}<\nu_{1}, c_{2 v}<\nu_{1}$, then system (4) has a periodic solution of order one, as shown in Figure 4. Assume the intersection point between the pulse set $\ln h$ and the line $\frac{d u}{d t}=a-b u-c v=0$ is $D$, the coordinate of $D$ is solved by the following equation set:

$$
\left\{\begin{array}{l}
u=\ln h \\
a-b u-c v=0
\end{array}\right.
$$

We can obtain

$$
\left\{\begin{array}{l}
u=\ln h \\
v=\frac{a-b \ln h}{c}
\end{array}\right.
$$

So for point $D\left(\ln h, \frac{a-b \ln h}{c}\right)$, we can select the path line $\Gamma_{1}$ passing the intersection point $A$ between the phase set $(1-\beta) \ln h$ and the line $\frac{d u}{d t}=0$, the coordinate of the point $A$ is $A\left((1-\beta) \ln h, v_{1}+\frac{b \beta \ln h}{c}\right)$, intersecting with the pulse set at $C_{1}$ and acts on the phase set with the pulse action, the phase point is $A_{1}$, the segmental arc of the path line $\Gamma_{1}$, $\frac{d v}{d t}<0$, is below the line $\frac{d u}{d t}=0$ and above $\frac{d v}{d t}=0$, so the $v(t)$ monotonically decreases. Therefore, according to the nature of the monotonic function, we can obtain a vertical coordinate of the point $A$ that is greater than that of the point $A_{1}$, namely $A_{v}>$ $A_{1 v}$, so the successor function of $A$ is $G(A)=A_{1 v}-A_{v}<0$. In the same way, select the path line $\Gamma_{2}$ passing the intersection point $B$ between the phase set $(1-\beta) \ln h$ and the line $\frac{d u}{d t}=0$, intersecting with the pulse set at $C_{2}$, the phase point of the corresponding phase set after the pulse is $B_{1}$, because the segmental arc $B C_{2}$ of the path line $\Gamma_{2}$ is below the line $\frac{d v}{d t}=0, \frac{d v}{d t}>0$, we can thus know the $v(t)$ monotonically increases, with the nature of the monotonic function, we can obtain vertical coordinate of the point $B$ is less than that of the point $B_{1}$, namely $B_{1 v}>B_{v}$, so the successor function of $B$ is $G(B)=B_{1 v}-B_{v}>0$.
According to Lemma 2.2, in the phase set $u=(1-\beta) \ln h, P$ must meet $B_{v}<P_{v}<A_{v}$, and this enables $G(P)=P_{v}-P_{1 v}=0$, namely there is a periodic solution of order one in system (4).
(ii) If the path line passes the $\Gamma_{2}$ and the point $B_{1}$ of the phase set, intersects with the point $B$ in the pulse set (the point $B$ coincides $D$ ), through the pulse action, the subsequent point of $B_{1}$ coincides $B_{1}$, that is, the $\Gamma_{2}$ parts monotonically increase and decrease on both sides of the line $\frac{d v}{d t}=0$ are equal, and with Lemma 2.2, we must have $G\left(B_{1}\right)=0$, at the same time, the other path line $\Gamma_{1}$ has no intersection point with the pulse set, then there is a periodic solution of order one in system (4). This is shown in Figure 5.
(iii) If $c_{2 v}<v_{1}$, the system's path line $\Gamma_{1}$ has no intersection points with the pulse set $\ln h$, then there is no periodic solution of order one in system (4), but for any $t$, we have $v(t) \leq$ $v_{1}+\frac{b \beta \ln h}{c}$, as shown in Figure 6. Due to considering the actual biological significance, the path line does not intersect with the pulse line, indicating there are not many pests, with

Figure 5 Meeting (ii) a periodic solution of order one.


Figure 6 Meeting (iii) schematically.


Figure 7 Meeting (iv) schematically.

little harm to crops, so it cannot be controlled, that is to say, we can always find a path line cut in the phase set $A$, and the path line is fully near the pulse set, but it has no intersection with the pulse to constitute one biggest attraction domain, all of the path lines eventually arrive at the traction domain, with no intersection with pulse set, we do not need pulse control, pest populations in this area cannot meet the monitoring limit. Therefore, there is no periodic solution of order one. But any constituted attraction domain has $v(t) \leq$ $v_{1}+\frac{b \ln h \beta}{c}$ for any $t$.
(iv) If the system path lines $\Gamma_{1}, \Gamma_{2}$ have no intersection point with pulse set $\ln h$, then there is no periodic solution of order one in system (4), but for any $t$, we have $v(t) \leq v_{1}+$ $\frac{b \ln h \beta}{c}$, as shown in Figure 7. There is no intersection point between the path line and the pulse set, not meeting the definition of the periodic solution of order one, so there is no periodic solution of order one. Considering the actual biological significance, the analysis is the same as (iii). Theorem 3.1 is proved.

When $0<h<1$, namely the pulse set $\ln h<0<\frac{a d}{c+b d}$, then there is no periodic solution of order one in system (4). This case has no real biological meaning, so it is no longer considered.

Theorem 3.2 When $h \geq 1$ and $(b+d)^{2}<4(b d+c)$, the positive equilibrium is a stable focus and $a-c \phi_{0}<b(1-\beta) \ln h$, then the periodic path line I of order one in system (4) passing the point $\left(\ln h, \phi_{0}\right)$ is asymptotically stable.

Proof By system (4) we can obtain

$$
\begin{aligned}
& \frac{\partial f}{\partial u}=-b, \quad \frac{\partial g}{\partial v}=-d, \quad \frac{\partial \alpha}{\partial u}=-\beta, \\
& \frac{\partial \beta}{\partial v}=0, \quad \Phi(u, v)=u-\ln h, \quad \frac{\partial \Phi}{\partial u}=1, \\
& \frac{\partial \Phi}{\partial v}=0, \quad(\varphi(T), \phi(T))=\left(\ln h, \phi_{0}\right), \\
&\left(\varphi\left(T^{+}\right), \phi\left(T^{+}\right)\right)=\left((1-\beta) \ln h, \phi_{0}\right), \\
& \Delta_{1}=\frac{f_{+}\left(\frac{\partial \beta}{\partial v} \cdot \frac{\partial \Phi}{\partial u}-\frac{\partial \beta}{\partial u} \cdot \frac{\partial \Phi}{\partial v}+\frac{\partial \Phi}{\partial u}\right)+g_{+}\left(\frac{\partial \alpha}{\partial u} \cdot \frac{\partial \Phi}{\partial v}-\frac{\partial \alpha}{\partial v} \cdot \frac{\partial \Phi}{\partial u}+\frac{\partial \Phi}{\partial v}\right)}{f\left(\frac{\partial \Phi}{\partial u}\right)+g\left(\frac{\partial \Phi}{\partial v}\right)} \\
&=\frac{f_{+}}{f}=\frac{f_{+}\left(\varphi\left(T^{+}\right), \phi\left(T^{+}\right)\right)}{f(\varphi(T), \phi(T))} \\
&=\frac{f_{+}\left((1-\beta) \ln h, \phi_{0}\right)}{f\left(\ln h, \phi_{0}\right)} \\
&=\frac{a-b(1-\beta) \ln h-c \phi_{0}}{a-b \ln h-c \phi_{0}}, \\
& \mu_{2}=\Delta_{1} \cdot \exp \left\{\int_{0}^{T}\left(\frac{\partial f}{\partial u}(\varphi, \phi)+\frac{\partial g}{\partial v}(\varphi, \phi)\right) d t\right\} \\
&=\Delta_{1} \cdot \exp \left\{\int_{0}^{T}[-(b+d)] d t\right\} \\
&=\Delta_{1} \cdot \exp \left\{\int_{(1-\beta) \ln h}^{\ln h}[-(b+d)] d t\right\} \\
&=\Delta_{1} \cdot \exp \{-\beta(b+d) \ln h\} .
\end{aligned}
$$

Assume $m=\beta(b+d) \ln h$, because $\beta, b, d$, are all positive constants greater than 0 , when $h \geq 1$, we have $\ln h \geq 0$, so $m \in[0,+\infty) . \forall m \in(0,+\infty)$, as $e^{-m}$ is a decreasing function, so $e^{-m} \leq 1$.

Take $\Delta_{1}$ into the following formula:

$$
\begin{aligned}
\mu_{2} & =\frac{a-b(1-\beta) \ln h-c \phi_{0}}{a-b \ln h-c \phi_{0}} e^{-m} \\
& \leq \frac{a-b(1-\beta) \ln h-c \phi_{0}}{a-b \ln h-c \phi_{0}} \\
& =1+\frac{b \beta \ln h}{a-b \ln h-c \phi_{0}} .
\end{aligned}
$$

When $h \geq 1, \mu_{2}=1+\frac{b \beta \ln h}{a-b \ln h-c \phi_{0}}=1-\frac{b \beta \ln h}{b \ln h+c \phi_{0}-a}$, we can see that when it meets $(b+d)^{2}<$ $4(b d+c)$, the positive equilibrium is a stable focus and $a-c \phi_{0}<b(1-\beta) \ln h$, namely when $a-c \phi_{0}<b(1-\beta) \ln h, 0<\mu_{2}<1$, so the path line $I$ of the order one cycle in system (4) is asymptotically stable.

Theorem 3.3 When $h \geq 1$ and $(b+d)^{2}<4(b d+c)$, the positive equilibrium is a stable focus and $a-c \phi_{0}<b(1-\beta) \ln h$, then the periodic path line I of the order one in system (4) is asymptotically stable.

## 4 Conclusion

This paper focuses on an ecosystem model of class-A plant diseases and insect pests to analyze the stability of the equilibrium of the model; it discusses the sufficient condition for the existence of a periodic solution of order one of the system, and at the same time, it also proves the conditions under which the periodic solution is asymptotically stable. On the basis of the model, it carried on the qualitative and quantitate analysis, to draw some conclusions under certain conditions. That is to say, there is a periodic solution of order one in this paper and it is asymptotically stable, under this situation the number of pest is controlled to a certain extent, it will be finally controlled to a be a periodic solution of order one in which the once-occurring pulse finally controls the number of pest. It can be seen from the article that, according to the different crop growth cycle, the observation and record of the quantity of pests in production can help the crop-dusting to control pest populations, so as to protect crops.
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