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Low visibility is one of the reasons for rear accident at night. In this paper, we propose a method to detect the leading vehicle based
on multisensor to decrease rear accidents at night.Then, we use image enhancement algorithm to improve the human vision. First,
by millimeter wave radar to get the world coordinate of the preceding vehicles and establish the transformation of the relationship
between the world coordinate and image pixels coordinate, we can convert the world coordinates of the radar target to image
coordinate in order to form the region of interesting image. And then, by using the image processing method, we can reduce
interference from the outside environment. Depending on D-S evidence theory, we can achieve a general value of reliability to test
vehicles of interest.The experimental results show that the method can effectively eliminate the influence of illumination condition
at night, accurately detect leading vehicles, and determine their location and accurate positioning. In order to improve nighttime
driving, the driver shortage vision, reduce rear-end accident. Enhancing nighttime color image by three algorithms, a comparative
study and evaluation by three algorithms are presented. The evaluation demonstrates that results after image enhancement satisfy
the human visual habits.

1. Introduction

According to the statistics, the number of traffic accidents
was up to 196812 in 2014; they caused 58523 fatalities, 211882
injuries, and 1075.42-million direct property loss [1]. While
rear collision accidents represented 17.27% of total traffic, the
represented 9.84% of fatalities, 10.7% of injuries, and 20.8% of
direct economic loss in 1995 in China [2].

With the development of processor technology and
sensor technology, more and more security systems are
applied to the field of the vehicle. To reduce rear accident,
a preceding vehicle detecting method at night based on
multisensor and image enhancement method are proposed.
Owing to a lack of enough light at night, most of vehicle
feature information during the daytime is not available, so
daytime vehicle detection algorithm is basically ineffective.
Vehicle taillight is obvious vehicle features at night; at present,
the studies on leading vehicle detection and recognition at
night mainly use single vision sensor to obtain preceding
vehicle’s visual information and identify preceding vehicle

based on image information extracting taillight features. Liu
et al. combine vehicle taillight color and brightness to detect
taillight in [3]; Wu et al. track vehicles through using a pair
of headlights [4]; Tang et al. extract the region of interest
by using the frame difference method [5]; Wang present
an image segmentation method based on fuzzy theory,
extracting the license plate and taillights feature in [6]; Qi
and Chen distinguish the vehicle position based on the HSV
color model to segmental taillight color information in [7];
Zhou segments image based on R channel histogram in RGB
color space by the use of adaptive threshold, and the effect
is not very satisfactory [8]. Digital camera is an effective
sensor for detecting a vehicle, but it has some limitations,
considering digital camera, and laser radar information to
detect target vehicle was put forward in the literature [9, 10].
To a certain extent, although laser radar and digital camera
are complementary, laser radar is very sensitive to weather,
lighting, and surface smoothness of obstructions, so it is not
suitable for complex road environment. Since the millimeter
wave radar is less susceptible to outside interference and the
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distance measurement accuracy is high, it also can get the
exact preceding vehicle speed, angle, and so forth.We present
a technique for leading vehicle detection at night by the use
of millimeter wave radar and digital camera fusion getting
multisensor data, screening obstacles data that was detected
by using millimeter wave radar through prior knowledge,
establishing initial dynamic region of interest (ROI) by the
use of radar data and image information, and extracting
the vehicle feature within the narrow range based on vision
sensors; we use D-S evidence theory information to reduce
the amount of calculation and subjective threshold impact
on detection accuracy and improve the accuracy of vehicle
location and execution efficiency.

While the detection system of preceding vehicles can
reduce the risk of rear vehicle, it cannot reduce the driver
psychological pressure during driving at night. Since the
distance that the system detected is in the range of 60m–70m
and rear collision may be in an emergency situation when
we detected vehicle, in this case, using this system cannot
completely avoid rear collision accidents. The statistics show
that more than 80% of the road environment information is
acquired by the driver vision. Thus, in order to avoid traffic
accidents fundamentally, we need to improve the driver visual
perception in the traffic scene at night.

Driver visual is limited at nighttime and visual range is
short, so it is easily prone to fatigue and it is hard to observe
road traffic conditions. According to the statistics, the driver
is more intense and the reaction time is longer during driving
at nighttime than at daytimewhen emergency braking, which
may result in a serious accident. The night image enhanced
algorithm remains to be study.

This paper is organized as follows. Section 2 presents
the preceding vehicle detecting method at night based on
multisensor. Section 3 presents image enhancement theories.
The result of image enhancement methods is illustrated in
Section 4. Finally, we conclude the paper in Section 5.

2. Nighttime Vehicle Detection Algorithm

The approach consists of hypothesis generation (HG) and
hypothesis verification (HV). In hypothesis generating pro-
cess, we can obtain candidate target distance, angle, speed,
and other pieces of information by radar and then get the
world coordinates of the candidate target, on the basis of an
inverse, the camera calibration principle; we obtain conver-
sions relationship between the world coordinates and image
pixel coordinates, initially identified region of candidate
targets on the image, namely, the region of interest (ROI).
Hypothesis verification process for image segmentation is
processed through improved OTSU and then we use the
image processing method, prior knowledge, and D-S evi-
dence theory to detect the presence of the vehicle features in
ROI. Algorithm flow chart is shown in Figure 1.

2.1. Processing Radar Data andDetermining Candidate Target.
Millimeter wave radar receives hexadecimal data; according
to the agreement, we can calculate radar data and extract
useful information that can be used to detect a vehicle;
the data include angle of preceding vehicle relative to our
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Figure 1: Night preceding vehicle detectionmethod flowchart based
on information fusion of the millimeter wave radar and digital
camera.

vehicle, distance, speed, and reflection intensity. In actual
measurement, a part of millimeter wave radar signal is empty
target signal, the inactive target signal, and stationary target
signal. First, we remove the interference of three target signals
(empty target signal, the inactive target signal, and stationary
target signal). If the signal value is in the range of distance
threshold and the relative velocity threshold, the data are
stored. According to the longitudinal width threshold, we
judge the target vehicle and own vehicle in the same lane
and then further record preceding goal vehicle that has been
screened in accordance with from near to far principle. Radar
scan plane is shown in Figure 2, in which 𝑅 indicates the
radar scan radius that detected vehicle (the distance threshold
is 50m and the relative velocity threshold is 30m/s and the
width of the lane is 4m; |𝑅 × sin𝛼| ≤ 2).

The valid targets are shown in Table 1. Assuming the front
vehicle is stationary, relative velocity threshold is the speed of
our vehicle relative to leading vehicle; it is positive or negative.
If relative velocity threshold is a negative value, it indicates
that our vehicle speed is higher than the front vehicle; a
positive value indicates that our vehicle speed is lower than
the leading vehicle.

2.2. Fusion Digital Image and Radar Data. Coordinate sys-
tems of radar sensors and digital image are different; we
must establish conversion model of two sensor coordinate
systems to achieve spatial integration of radar and machine
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Table 1: Primary effective target signal.

ID Angle (∘) Distance (m) Relative velocity
(m/s)

Reflectivity
(db) Screening condition

39 10.0 10.00 −7.23 −6
The same lane from close to far

57 2.2 12.50 −0.02 2
53 −2.0 17.00 −8.05 21
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Figure 2: Radar scan plane.

radar vision so that it can convert from the radar coordinates
to image pixel coordinates [11]. We established coordinate
system in accordance with the principles of the right-handed
coordinate system, and then we can establish the spatial
relationship between the radar coordinate system and the
image pixel coordinates by formulas (1)-(2).(𝑋𝑊, 𝑌𝑊, 𝑍𝑊) of the world coordinate system is con-
verted to (𝑢, V) of the image pixel coordinates. Let 𝑓 be focal
length: distance between the image plane and the projection
center. (𝑋𝐶, 𝑌𝐶, 𝑍𝐶) expressed the camera coordinate system;
let (𝑢0, V0) be principal point, let 1/𝑑𝑥 and 1/𝑑𝑦 be the dis-
tance adjacent pixels in the horizontal and vertical directions
of the image sensor, and 𝑍𝐶 expressed the optical axis of the
camera. The conversion equals the following:

𝑍𝐶[[
[
𝑢
V

1
]]
]

= [[
[
1/𝑑𝑥 0 𝑢00 1/𝑑𝑦 V00 0 1

]]
]
[[
[
𝑓 0 0 0
0 𝑓 0 0
0 0 1 0

]]
]
[𝑅 𝑡
0𝑇 1]

[[[[[
[

𝑋𝑊𝑌𝑊𝑍𝑊1

]]]]]
]
.
(1)
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Figure 3:The relationship between theworld coordinate system and
the camera coordinate system radar scan plane.

Among them, there is a relationship shown in Figure 3
coordinates between the world coordinate system and the
camera coordinate system: let 𝑅 be rotation matrix, and 𝑡
expressed translation matrix.

[[[[[
[

𝑋𝐶𝑌𝐶𝑍𝐶1

]]]]]
]
= [𝑅 𝑡

0𝑇 1]
[[[[[
[

𝑋𝑊𝑌𝑊𝑍𝑊1

]]]]]
]
. (2)

The transform between the camera coordinates and
image physical coordinates is shown:

𝑍𝐶[[
[
𝑥
𝑦
1
]]
]
= [[
[
𝑓𝑋 0 0 0
0 𝑓𝑌 0 0
0 0 1 0

]]
]
[[[[[
[

𝑋𝐶𝑌𝐶𝑍𝐶1

]]]]]
]
. (3)

The transform between the physical coordinates and
image pixel coordinates is shown:

[[
[
𝑢
V

1
]]
]
= [[
[
1/𝑑𝑥 0 𝑢00 1/𝑑𝑦 V00 0 1

]]
]
[[
[
𝑥
𝑦
1
]]
]
. (4)
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Figure 4: Positional relationship between the radar coordinate
system and theworld coordinate system:𝑂0−𝑋0𝑌0𝑍0 expressedmil-
limeter wave radar coordinate system and 𝑂0 − 𝑋𝑊𝑌𝑊𝑍 expressed
the world coordinate system.

Preceding obstacle information we acquired by millime-
ter wave radar is two-dimensional information in polar
coordinates; the information of the barrier 𝑃 (Figure 2) is
converted from polar coordinates under a two-dimensional
Cartesian coordinate system to rectangular coordinate sys-
tem.𝑋0𝑌0𝑍0 plane of radar coordinate system and 𝑋𝑊𝑂𝑍𝑊
plane of the world coordinate system are parallel (Figure 4),
the distance between the two planes is 𝑌0, and center point of
preceding vehicle can be projected to radar plane as the point𝑃; we can obtain relative distance 𝑅 and angle 𝛼 that point𝑃 relative to the radar and we can determine the coordinates
of the point 𝑃 in the world coordinate system; its conversion
relationship is as follows:

𝑋𝑊 = 𝑅 × sin𝛼 × 1000
𝑌𝑊 = −𝑌0 × 1000
𝑍𝑊 = −𝑅 × cos𝛼 × 1000.

(5)

We get center point of the preceding vehicle by the
radar as input. By the use of the relationship between the
radar coordinates and image pixel coordinates, we can get
projection of the preceding vehicle on the pixel plane. Based
on a common shape of the vehicle (aspect ratio) being
projection on the pixel plane, we can establish a dynamic
region of interest which will change according to the change
of distance, so we can shorten search time on the image and
reduce the amount of calculation. Dynamic region of interest
in pixel coordinates was shown in Figure 5.

According to the statistics, we found that in general the
aspect ratio of the vehicle is in the range of 0.7 to 2.0; for
example, the aspect ratio of car, SUV, van, and commercial
vehicle models is in the range of 0.7 to 1.3 [12]. In order
to avoid missing target vehicle taillights in the subsequent
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Figure 5: Dynamic region of interest in pixel coordinates.
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Figure 6: Derivation of ℎ.

taillight detection process, in our paper we select 1.3 as
maximumaspect ratio of several commonmodels. According
to (3), the recognized dynamic region of interest was shown
in Figure 3.

𝑥𝑙𝑡 = 𝑥 − 12 ⋅ 𝑊𝐻 ⋅ ℎ
𝑦𝑙𝑡 = 𝑦 − 12ℎ
𝑥𝑟𝑏 = 𝑥 + 12 ⋅ 𝑊𝐻 ⋅ ℎ
𝑦𝑟𝑏 = 𝑦 + 12ℎ
ℎ = 𝑓𝑅 cos𝛼 ⋅ 𝐻.

(6)

It is assumed that ℎ expressed the height at which the object
is projected onto the image plane, the scan radius of the radar𝑅, and vehicle height 𝐻, in order to adapt to every vehicle.
We assume it as 2m, so we obtained ℎ and dynamic region
of interest changing according to the distance to the radar
scans preceding vehicle, so that the identification frame of
the front vehicle becomes larger with the distance becoming
smaller and becomes smaller with the distance becoming
larger. Figure 6 shows derivation of ℎ.(𝑥𝑙𝑡, 𝑦𝑙𝑡), (𝑥𝑟𝑏, 𝑦𝑟𝑏), respectively, represent the pixel coor-
dinates of the top left corner point and bottom right corner
point of the rectangular area in dynamic region of interest,(𝑥, 𝑦) represent the pixel coordinates of the vehicle center
point, and𝑊/𝐻 is aspect ratio of the vehicle common shape.
Target vehicle of radar coordinates is shown as the region of
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Figure 7: Radar target on the image of ROI. From top to bottom: the distance between detected leading vehicle and our vehicle was 5.6m,
7.6m, and 18.3m.

interest of image by the coordinate transformation. As shown
in Figures 7(a)–7(c), Figures 7(d)–7(f), respectively, represent
an enlarged view of the radar scans (a), (b), and (c). Size of the
dynamic region of interest will vary according to the distance
from our vehicle to the target vehicle, in order to obtain more
appropriate size of the region of interest to satisfy the next test
verifications; narrowing the detection range, we can reduce
the amount of computation and improve real-time detection.
Region of interest was shown in Figure 8.

2.3. Image Segmentation. There is significant difference
between vehicle taillight and the road surface background
in gray scale; using threshold segmentation method, we can
segment taillights quickly and accurately. In this paper, we use
the improvedOTSU algorithm to segment image to highlight
taillight section that can represent features of the vehicle.
The improved OTSU algorithm is based on traditional OTSU
algorithm; it traverses every pixels from the minimum gray
value to maximum gray value, according to the following

equation: 𝜎2 = 𝑤0 × 𝑤1 × (𝜇0 − 𝜇1)2, where 𝑤0 expressed
after image segmentation percentage of foreground pixels
representing the total image pixels points,𝑤1 expressed, after
image segmentation, percentage of background pixels repre-
senting the total image pixels points, 𝜇0 expressed average
gray of foreground pixels, and 𝜇1 expressed average gray of
background pixels. When 𝜎2 is maximum, the distinction
between vehicle taillight and the road surface background is
maximum, so we get threshold value 𝑇 and initial vehicle
taillight image. By use of conventional OTSU algorithm
again, we get threshold value 𝑇0 that is bigger than 𝑇 and
binary segment region of interest with 𝑇0; 1 represents target
gray and 0 represents background gray, as shown in Figure 9.

2.4. Image Processing Based on Prior Knowledge and Image
Morphology. Due to the effect of noise, the image boundaries
after threshold are not very smooth. There are some noise
holes in object region and the background areas are dotted
with small noise objects, so, after image segmentation, we
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(a) (b) (c)

Figure 8: ROI image.

(a) (b) (c)

Figure 9: Segmented image.

process image by the use ofmorphological opening operation
process and closing operation process to eliminate small
objects, isolated slim object point, and smooth border of
larger objects, but it does not significantly change the area.
Erosion operation will remove the object edge point. All the
points of small objects will be regarded as an edge point, so
the points will be entirely omitted. Then, we perform dilate
process; the large object left behind will be changed to its
original size and small objects that have been deleted will be
gone forever. Dilation operation causes outward expansion
to the object boundary. If there are some small holes inside
the object, these holes will be filled up through the dilation
operation, so it is no longer a border. Then, we perform
erosion operation again, external border will be changed back
to its original appearance, and these internal voids will be
gone forever [13]. Operational rules of opening operation and
closing operation are as follows:

OPEN (𝐴, 𝐵) = (𝐴 ⊝ 𝐵) ⊕ 𝐵
CLOSE (𝐴, 𝐵) = (𝐴 ⊕ 𝐵) ⊝ 𝐵. (7)

𝐴 expressed the input image and 𝐵 expressed structural
element, ⊝ expressed morphological dilation operation, and⊕ expressed morphological corrosion operation.

We collect 253 pieces of images with 768 ∗ 576 pixels
at different distances, and after processing we conclude that
areas of vehicle bright block are not less than 10 and not
exceeding 300; for the same vehicle, horizontal distance
between left vehicle taillight bright blocks and right vehicle
taillight bright blocks is not less than 20 and not greater than
300. At the same time, the literature [14] presents that, in the
range of 0–100 meters, bright block area of vehicle taillight
image collected at different distances is not less than 10.
Therefore, according to the area threshold level of the bright
spots and horizontal distance threshold, we can remove some
interference bright spots on the region of interest, as shown
in Figure 10.

2.5. D-S Evidence Theory Fusion Characteristic Information.
We label connected region on the region of interest after the
image processing and extract vehicle features such as area
ratios of connected area and overlap rates in the vertical
direction. We can obtain the total confidence value by fusion
of D-S evidence theory and vehicle feature information.

Definition 1. Assuming that the elements of collection 𝑈 are
incompatible, the basic probability function value 𝑚(𝐴) is
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(a) (b) (c)

Figure 10: Image after image processing based on a priori knowledge and morphology.

a mapping that, from collection 2𝑈 to [0, 1], the following
conditions are met:

𝑚(𝑓) = 0
∑
𝐴⊆𝑈

𝑚(𝐴) = 1. (8)

In the paper, we defined identified framework as 𝑈 ={true, false}, the area ratio of connected area and overlap ratio
in the vertical direction were two propositions under the
frame of discernment, respectively, representing 𝐴1, 𝐴2, and
the evidence probability functions of 𝐴1, 𝐴2, respectively,
represent 𝑚1, 𝑚2. When area ratio of connected region is
close to 1, the probability that the two connected regions
belong to the same vehicle is relatively large. If overlap rate
in the vertical direction is closer to 1, there is a greater proba-
bility that two connected regions belong to the same level, so
the basic probability function values of two propositions are
determined by the following formula:

𝑚1 (true) = AR

𝑚1 (false) = 1 − AR
(9)

𝑚2 (true) = OR

𝑚2 (false) = 1 −OR, (10)

where AR represents area ratio of connected region and OR
represents overlap rate of connected region in the vertical
direction. If probability of two car taillights area ratio AR is
close to 1, the probability value 1−AR is close to 0. Probability
of two car taillights vertical overlap ratio OR is close to 1 and
the probability value 1 − OR is close to 0. Results are in line
with formula (8) D-S evidence theory.

According to D-S evidence theory combination rules, we
integrate probability distribution values for compatible prop-
osition, so we get the probability distribution values of these
intersection propositions of compatible proposition. We
assume that the focal element of two basic probability func-
tions𝑚1, 𝑚2, respectively, represents 𝐵1 ⋅ ⋅ ⋅ 𝐵𝑘, 𝐶1 ⋅ ⋅ ⋅ 𝐶𝑘, by

the use of orthogonal rules; the two bodies of evidences were
combined output:

𝑚(𝐴) = ∑𝐵𝑖∩𝐶𝑗=𝐴𝑚1 (𝐵𝑖)𝑚2 (𝐶𝑗)1 − 𝐾 , 𝐴 ̸= ⌀, (11)

where 𝐾 = ∑𝐵𝑖∩𝐶𝑗=⌀𝑚1(𝐵𝑖)𝑚2(𝐶𝑗), 𝑚(𝐴) represents inte-
grated probability value of 𝑚1, 𝑚2, 𝐵𝑖 represents (9), and𝐶𝑖 denotes (10). In this article, if 𝑚(𝐴) is more than 0.9, we
believe that two taillights come from the same car. Eventually,
we establish trust threshold to verify the vehicle, as shown in
Figure 11.

2.6. Results. In the paper, we present a method to fuse
data based on millimeter wave radar and digital image,
focusing on researching the detection method of how to
identify the preceding vehicle under complex environment at
night. The hardware operating environment is Intel Pentium
E6500CPU, software environment including Windows XP
system, VC ++ 6.0 integrated development environment, and
Opencv open source computer vision library [15].We transfer
data between themillimeter wave radar system and the visual
system to achieve preceding vehicle identification at night as
shown in Figure 12.

3. Color Image Enhancement

By leading vehicle detection system, the real-time gray
images are captured to detect the preceding vehicle. Although
nighttime vehicle detection system can effectively identify the
leading vehicle, the statistics show that driver’s reaction time
at nightwas significantly longer than during the day. Figure 13
shows that different braking distance is caused by different
reaction times at different brake initial velocity.When vehicle
detection systemdetects leading vehicle, the braking timewas
extended and increases the risk of rear-end.

In the meanwhile, the human eye is more sensitive to
color images than gray images. Currently, most of image
enhancement methods are used to enhance the gray image.
Based on the human perception of color, while the human
visual system can perceive about twenty different gray levels,
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(a) (b) (c)

Figure 11: Detection of the vehicle taillight by the use of the D-S evidence theory.

(a)

(b)

(c)

Figure 12: Preceding vehicle identification at night.

it can identify thousands of colors. In generally, a three-
channel RGB color image can be obtained by in-vehicle
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Figure 13: Different braking distance caused by different reaction
times at different brake initial velocity.

camera, such as automobile data recorder. In this paper, we
enhance color images under nighttime conditions.

There are several methods to enhance image degraded
by irregular illumination, including image contrast enhance-
ment, histogram equalization [16], and retinex [17, 18]. These
methods usually enhance an input image by increasing
its contrast. Retinex can process color images, which can
improve image quality caused by insufficient lighting at night.
It has become a hot research field of image enhancement
processing. This part will discuss how to enhance overall
nighttime image by McCann99 Retinex, Frankle-McCann
Retinex, and single-scale retinex (SSR).

3.1. The SSR Algorithm. Retinex theory plays an important
role in the development of image enhancement. The color of
the object is determined by reflectivity that is the inherent
property of the object within some band, and it does not
depend on the light source. In the SSR, based on the
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Figure 14: Gaussian function with different scales; scale parameters of (a), (b), and (c) are chosen as 250, 110, and 30.

image formation model, each color component image is as
follows:

𝐼𝑖 (𝑥, 𝑦) = 𝑅𝑖 (𝑥, 𝑦) ∗ 𝐿 𝑖 (𝑥, 𝑦) , (12)

where ∗ represents convolution operator, 𝐼𝑖(𝑥, 𝑦) represents
the input color component image, 𝐿 𝑖(𝑥, 𝑦) represents the illu-
mination, and 𝑅𝑖(𝑥, 𝑦) represents the reflectance component,𝑖 = {𝑅, 𝐺, 𝐵}. The illumination is estimated by applying a
Gaussian function to the input color component image as
follows:

𝐿𝑖 (𝑥, 𝑦) = 𝐼𝑖 (𝑥, 𝑦) ∗ 𝐹 (𝑥, 𝑦) , (13)

where 𝐿𝑖(𝑥, 𝑦) represents the estimated illumination and𝐹(𝑥, 𝑦) represents the Gaussian filter function as follows:

𝐹 (𝑥, 𝑦) = 𝑘𝑒−((𝑥2+𝑦2)/𝑐2), (14)

where 𝑐 represents the scale parameter; in Figure 14, (a)
Gaussian template was very smooth, dynamic range of
enhanced image was compressed, and image become locally
blurred. (b) Gaussian function is relatively smooth; although
the pixel dynamic range is smaller than (a), image fidelity

is better. (c) Gaussian function is sharper, the central pixel
receives more impact from neighbor pixels, and the details
of enhanced image are better and include greater dynamic
range, but enhanced image is dark and has more distortion.
In this paper, we select 110 as scale parameter and 𝑘 represents
normalized factor. Finally, the output color component image
is as follows:

𝑅𝑖 (𝑥, 𝑦) = log 𝐼𝑖 (𝑥, 𝑦) − log 𝐿𝑖 (𝑥, 𝑦) . (15)

𝑅𝑖 (𝑥, 𝑦) represents the output of Retinex. By using SSR
algorithm to enhance nighttime image, we can overcome the
situation that leading vehicle cannot be recognized properly
at night, and ultimately we obtain a similar visual effect as in
daytime.

3.2. McCann99 Retinex Algorithm and Frankle-McCann Ret-
inex Algorithm. McCann99 Retinex algorithm and Frankle-
McCann Retinex algorithm come from Retinex algorithm
based on multiple iteration strategy. Essentially, there is
no difference between McCann99 Retinex algorithm and
Frankle-McCann Retinex algorithm. The two algorithms,
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rows ∗ cols

(rows · 2) ∗ (cols · 2)

(rows · 2n−1) ∗ cols · 2n−1( )

(rows · 2n) ( )∗ cols · 2n

...
...

...

Figure 15: Pyramid model of McCann99 Retinex algorithm.

including taken points, compare and average iterate operat-
ing. But retinex mccann99 algorithm is more time-consum-
ing than Frankle-McCann Retinex algorithm.

McCann99 Retinex selects pixels by using the image
pyramidmodel layer by layer. Topmost layer image resolution
is theminimum size of rows×cols and the bottom layer image
resolution is the maximum size of 𝑛rows ⋅ 2𝑛 × 𝑛cols ⋅ 2𝑛,
rows ≥ cols, and 1 ≤ cols, rows ≤ 5, where 𝑛 represents
the number of layers. In the calculation process, each pixel
compares with its eight neighboring pixels to obtain esti-
mated reflectance component from top layer to bottom layer.
We use the estimated reflectance component interpolating
operation at the previous layer. So the size of the upper layer
of the pyramid image is the same size as the image size of the
lower layer by interpolating operation. Repeat interpolation
and comparison operation until the end of the bottom of
the pyramid image. Eventually, we can get the final color
enhanced image after comparing with the original image
(Figure 15).

Frankle-McCann Retinex uses spiral path to select the
gray value of the estimated pixel to estimate and remove
luminance component of the image.The closer to the predic-
tion the center point is, the more points should be selected,
because the point that is near the center point ismore relevant
to the center point. Each step will be relatively rotated 90
degrees clockwise; the distance is halved until it reaches the
unit pixel distance (Figure 16).

3.3. Comparison and Analysis on Results. We used software
environment including MATLABR2009a development envi-
ronment and Windows XP operating system. The camera
system provides images with a resolution of 640 ∗ 480
pixels. The image is obtained under night conditions. They
compared the performance of the SSR, that of the Frankle-
McCann Retinex, and that of McCann99 algorithm as shown
in Figures 17–20.

(8, 0)

(2, 0)

(0, 0) (0, 2)
(0, −4) (−1, 0)

(0, −1)

(−4, 0)

(0, 8)

Figure 16: Spiral structure path of Frankle-McCann Retinex algo-
rithm.

4. Image Enhancement Evaluation

Looking at the results of the enhanced image, we can see
that the nighttime color image is really well restored. We
realize the restoration from nighttime image to the daytime
image. Although the human visual system is an effective
image evaluation standard, it is a subjective standard. The
distribution of visual effect is proposed as shown in Figure 21;
the region of gray average between 100 and 200 and the
standard deviation between 35 and 80 is the optimal visual
[19].

It is difficult to acquire a reference image of normal
daytime in the same scene. Therefore, we evaluate enhanced
image by the use of no-reference objective quality evaluation
methods. In order to illustrate the results objectively, we use
objective evaluation criteria to evaluate the image quality
and the effectiveness of the algorithms. Five simple and
effective indicators are proposed, including time, average
gray, standard deviation, average gradient, and color image
information entropy. Specifically, average gray denotes the
quantity of lighting. Standard deviation indicates the contrast
of the image. Average gradient indicates the structural fea-
tures of the image. Color image information entropy indicates
the image information [17] (the larger value contains themore
information). The results are shown in Tables 2–6.

The evaluation results are presented in Tables 2–6. Specif-
ically, (1) the results of the average gray show that the entire
image is excessively bright by McCann99 retinex algorithm
and Frankle-McCann Retinex algorithm, compared to the
original image, the average gray of the SSR algorithm is
improved significantly, the overall image brightness is mod-
erate, and it is consistent with human visual experience. (2)
For standard deviation, Table 6 shows that the SSR algorithm
is better than the other two algorithms. It indicates that by
the SSR algorithm image contrast is significantly enhanced
and image detail is obviously restored. (3) For average
gradient, the value after image enhancement is significantly
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(a) (b) (c) (d)

Figure 17:The comparative results of nighttime imageswith different algorithms. From left to right, respectively, the following are represented:
original image, result image of the SSR, result image of Frankle-McCann, and result image of McCann99.

(a) (b) (c) (d)

Figure 18:The comparative results of nighttime imageswith different algorithms. From left to right, respectively, the following are represented:
original image, result image of the SSR, result image of Frankle-McCann, and result image of McCann99.

(a) (b) (c) (d)

Figure 19:The comparative results of nighttime imageswith different algorithms. From left to right, respectively, the following are represented:
original image, result image of the SSR, result image of Frankle-McCann, and result image of McCann99.

(a) (b) (c) (d)

Figure 20: The comparative results of nighttime images with different algorithms. From left to right, respectively, the following are
represented: original image, result image of the SSR, result image of Frankle-McCann, and result image of McCann99.
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Table 2: Value of objective quality evaluation indicators in Figure 17.

Image Time/s Average gray Standard deviation Average gradient Entropy
Original image 31.92982 34.98492 3.5399 12.33508
SSR 1.4016 141.8557 41.64908 6.273184 12.28285
Frankle-McCann 5.1601 199.6077 37.73374 6.524014 15.21484
McCann99 11.8914 214.7166 31.36178 6.272066 15.53807

Table 3: Value of objective quality evaluation indicators in Figure 18.

Image Time/s Average gray Standard deviation Average gradient Entropy
Original image 37.94249 39.99101 4.507647 12.5453
SSR 1.2482 150.6972 40.35202 6.813414 12.38998
Frankle-McCann 5.2597 203.9687 36.41923 6.963894 14.86078
McCann99 11.9153 216.4873 31.04334 6.892464 15.06419

Table 4: Value of objective quality evaluation indicators in Figure 19.

Image Time/s Average gray Standard deviation Average gradient Entropy
Original image 38.59828 40.25505 4.488318 12.44471
SSR 1.2267 151.7639 40.02642 6.728982 12.29864
Frankle-McCann 5.3112 203.4209 37.85475 7.044147 14.73618
McCann99 12.294 215.9715 31.64369 6.91563 14.95177

Table 5: Value of objective quality evaluation indicators in Figure 20.

Image Time/s Average gray Standard deviation Average gradient Entropy
Original image 40.37639 34.98972 4.077814 13.34691
SSR 1.3189 158.1363 35.42366 5.541599 13.25223
Frankle-McCann 5.154 208.9884 33.03515 5.65034 14.97016
McCann99 12.3286 217.2379 30.50799 5.569753 15.2272

Table 6: Average value of objective quality evaluation indicators.

Image Time/s Average gray Standard deviation Average gradient Entropy
Original image 37.212 37.555 4.153 12.668
SSR 1.298 150.613 39.363 6.339 12.556
Frankle-McCann 5.221 203.996 36.260 6.545 14.945
McCann99 12.107 216.103 31.139 6.412 15.195
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Figure 21: Distribution of visual effect.

higher than the original image; it means that we obtain the
better structural features. (4) In terms of entropy, McCann99
algorithm is better than the other two algorithms; it indicates
that the enhanced images by McCann99 algorithm have
more information. (5) Processing time, the SSR algorithm is
shorter than the other two algorithms. In order to reduce the
statistical errors, the data in Table 6 is the average of Tables
2–5.

According to five objective criteria for evaluation, the
restored images that are produced by the SSR enhancement
algorithm appear more naturally than the other two algo-
rithms, and, according to the subjective judgment of the
human visual system, its color scenes reproduction capability
is the strongest. The SSR can effectively improve visibility of
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the nighttime color image and restore the image details and
image enhancement results satisfy the human visual habits.

5. Conclusion

In this paper, in order to reduce rear accident at night, a
leading vehicle detection method at night based on mil-
limeter wave radar vision is proposed, using the fusion of
data from multisensor to detect the preceding vehicles. Our
results show that radar can determine the preceding vehicle
distance, speed information, and form a region of interest.
In the region of interest, we verify vehicle based on digital
image information, which not only reduces the interference
of the external environment, but also reduces the scope of
inspection and the amount of calculation. Test results show
that the method based on fusion of millimeter wave radar
and digital image can be used to identify preceding vehicle
effectively at night. The method for vehicle taillight with the
other shapes also has good recognition results, since taillights
overlap or block will cause verifying fault, which is focus of
our study in the future.

By the image enhancement algorithms, night images
are enhanced and results have been assessed by objective
evaluation and subjective evaluation. The evaluation results
show that the image enhancement results satisfy the human
visual habits. We believe that SSR algorithm is the best
compared to Frankle-McCann andMcCann99. In this paper,
visual enhancement algorithms have the following disadvan-
tages. The image enhancement algorithms cannot apply to
real-time process and all nighttime images. In particular,
the efficiency of the algorithm needs to be optimized and
improved based on the actual the application process. Visual
image enhancement algorithms applied to general image are
worth to be further studied.
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