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Multivariate analysis is increasingly used to include all dimensions of quality concept, in light of rapid development of customer
requirements. With the recent advances in information technology and in recording, large amounts of multivariate data are now
needed to be analyzed. Many charting procedures are based on Mahalanobis distance, but their applicability relies heavily on the
requirement of normality and their performance is related to the choice of a type I error rate. An alternative charting scheme based
on data depth is pursued and its performance is assessed through a real example. This performance and that of a T2 chart for
individual observations are discussed. Using the centre-outward ranking, this new method named DD-diagram is used to detect
any multivariate quality datum that one of its components exceeds its limiting variation interval. For a given error-free sample, the
DD-diagram can be used to signal out any point of another observed sample taken from a multivariate quality process. This new
scheme based on data depth uses a properly chosen limiting variation line or Lvalue in order to evaluate the outlyingness of every
point in the observed sample in all directions of the considered P-variates of quality process.

1. Introduction

Control charts are standard tools that are used to monitor
quality process to identify instability within the manufactur-
ing process. In practice, the quality of a product is deter-
mined by the interaction of multiple characteristics that are
correlated, it is a multivariate phenomenon by nature. So
adequate techniques need to be used to monitor the multi-
variate quality process.

Multivariate Shewhart control chart was first introduced
in 1947. It was based on the T2 test statistic and known as
Hotelling’s T2 chart. Then, a number of multivariate control
charts were designed to suit different situations such as
multivariate CUSUM and multivariate EWMA charts. These
classical monitoring charts have been developed under a
number of assumptions quoted by [1].

The performance of the multivariate control charts relies
heavily on the hypothesis that the underlying distribution of
the quality process is multivariate normal. It is well known
that in practice this hypothesis rarely holds. Alternative pro-
cedures are needed to overcome this limit. Based on a data
depth notion, [2] refined a visual procedure named DD-
diagram which uses data depth plot to monitor any multi-
variate quality data and does not require any assumptions

about the underlying distribution of the process. This graph-
ical method provides a visualization of a change in position
and/or in scale between an empirical sample with respect to a
reference one. Furthermore, this diagram permits for easier
interpretation and a rapid adjusting action in the multi-
variate quality process through the use of newly suggested
control limits detecting any out-of-control signal.

In this paper, an application of both T2 control chart and
DD-diagram is investigated using individual observations
taken off a real case of quality process from the Tunisian in-
dustry. The data of the samples are collected during two dif-
ferent times of the production process. The reference sample
measures are drawn from a production process during which
the process is considered in control. However, the empirical
sample measures are drawn later in the frame work of a
quality control routine. The T2 chart and the DD-diagram
are given in Sections 2 and 3, respectively. In Section 4 these
monitoring techniques are applied. The results and conclud-
ing remarks are provided in Section 5.

2. The T2 Control Chart

Let ω be the quality of an item X at time period i, so if this
level of quality is characterized by p quality characteristics
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X1,X2, . . . ,Xp then Xi(ω) = [Xi1 (ω),Xi2 (ω), . . . ,Xip(ω)]′ or
simply

Xi =
(
Xi1 ,Xi2 , . . . ,Xip

)
′ (1)

is a vector-valued output at time i = 1, 2, . . .. The com-
ponents of the sample X1,X2, . . . are assumed to be indepen-
dent and identically distributed multivariate normal random
variables with mean vector μ = [μ1,μ2, . . . ,μp]′ and covari-
ance matrix Σ.

It is clear that the T2 control chart is the suitable mon-
itoring technique for the above vector-valued output series.
So, the above assumptions make it possible to say that

Qi =
(
Xi − μ

)′
Σ−1(Xi − μ

)
(2)

has a χ2
p distribution. The statistic Qi is the Mahalanobis dis-

tance of the vector Xi from the mean μ.
When the mean vector μ and the covariance matrix Σ are

known, the control chart for the Xi’s series is constructed
using the statistic in (2). As stated by [3], its lower control
limit (LCL) and upper control limit (UCL) are specified by

LCL = χ2
(

1− α

2
; p
)

,

UCL = χ2
(
α

2
; p
)

,

(3)

where χ2(α; p) is the 1 − α percentile of the chi-distribution
with p degrees of freedom. In reality, however, the parame-
ters μ and Σ are rarely known so they have to be estimated
from a base period of n observations when the process is in
control. If the base period sample referred to as a reference
sample of size n is denoted by X1,X2, . . . ,Xn, then the mean
vector μ is estimated by μ̂ = Xp×1 = (x1, x2, . . . , xp)′ such
that

x j = 1
n

n∑

j=1

xj , j = 1, 2, . . . , p, (4)

and the covariance matrix Σ is estimated by

Σ̂ = Sp×p = 1
n− 1

n∑

i=1

(
Xi − X

)(
Xi − X

)
′. (5)

Replacing μ and Σ by their respective estimators in (2), the
empirical version of the Qi statistic is obtained by

Qi =
(
Xi − X

)′
S−1
(
Xi − X

)
. (6)

When the ith observation Xi is independent of both X and S,
then according to [3] the statistic of (6) has an exact F distri-
bution and the control limits of the T2 control chart are given
by

LCL = p(n− 1)(n + 1)
n
(
n− p

) F(1−α/2; p, n−p),

UCL = p(n− 1)(n + 1)
n
(
n− p

) F(α/2; p, n−p),

(7)

where F(α; p, n−p) is the 1 − α percentile of the F distribution
with p and n− p degrees of freedom. The process is declared
out of control whenever an observation has its Qi value not
lying in the band defined by (7).

3. The DD-Diagram

Many charting procedures are based on Mahalanobis dis-
tance, but their applicability relies heavily on the requirement
of normality and their performance is related to the choice of
a type I error rate. An alternative charting scheme based on
data depth is pursued. For a given error free sample, this new
method named DD-diagram can be used to signal out any
point of another observed sample taken from a multivariate
quality process. This new scheme based on data depth uses
a properly chosen limiting variation line or Lvalue in order to
evaluate the outlyingness of every point in the observed sam-
ple in all directions of the considered P-variates of quality
process.

Let F be a probability distribution in Rp, p ≥ 1.
Throughout the following, unless stated otherwise, we as-
sume that F is absolutely continuous and also that the ref-
erence sample (X1,X2, . . . ,Xn) is derived from F. Therefore,
if the quality of the ith observed unit is denoted by ω, then
Xi(ω) = (Xi1 , Xi2 , . . . , Xip)′.

According to [4], a data depth is a way of measuring how
deep or central a given point x(ω) ∈ Rp is with respect to F
or to a given data cloud (X1,X2, . . . ,Xn). Then using (2), the
Mahalanobis depth at x(ω) with respect to F is defined to be

D(F, x(ω)) = 1

1 +
(
x(ω)− μ

)′
Σ−1

(
x(ω)− μ

) . (8)

The sample version of (8) is obtained by replacing the mean
vector μ and the covariance matrix Σ of F as in [4], with their
respective sample estimates in (4) and (5), then

Dn(F, x(ω)) = 1

1 +
(
x(ω)− X

)′
S−1
(
x(ω)− X

) . (9)

Henceforth, D or Dn will be used to indicate the datum
depth notion and a larger value of D•(F, x(ω)) always implies
a deeper (or more central) x(ω) with respect to F.

Given a notion of data depth, one can compute the
depths of all quality measures (X1,X2, . . . ,Xn) and order
them according to decreasing depth values. This gives a rank-
ing of the sample point associated with the ith highest depth
value. Consequently, X[1],X[2], . . . ,X[n] is the order statistics,
with X[1] being the deepest or the most central point or sim-
ply the centre, and X[n] the most outlying point. The implica-
tion is that a larger rank is associated with a more outlying
position with respect to the data cloud. These order statistics
induced by a data depth are different from the usual order
statistics on the real line, since the latter are ordered from the
smallest sample point to the largest, while the former start
from the middle sample point and move outwards in all di-
rections, see [4].

Given definitions (8) or (9), the sample becomes X[1],
X[2], . . .; there is a natural choice of location parameter for
the observed distribution. Specifically, the centre ν(ω) is the
most central point so

ν(ω) = X[1]. (10)

When the depth-equivalence class contains more than
one point measure, X[11],X[12], . . . ,X[1K] according to [4]
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the median or the centre is the average of the deepest points,
so in this case

ν(ω) = 1
K

K∑

k=1

X[1k]. (11)

On this basis and using data depth, (10) and (11) fix out
a centre or a multivariate median. Moreover, [4] stated that if
Mahalanobis depth is used, the central point defined in (10)
and (11) turns out to be the mean of the observed data. This
suggests concepts of location which are intermediate between
the mean and the median.

A data depth plot is a graphical comparison between two
multivariate distributions based on data depth. So in addi-
tion to the reference sample (X1,X2, . . . ,Xn), let (Y1,Y2,
. . . ,Yn) be another sample referred to as an empirical sample
of distribution G characterizing the observed quality process.
The reference sample X(ω) is taken when the production
process is in control and the empirical sample Y(ω) is drawn
when inspecting the process during another period of time
later. The DD-diagram is obtained when plotting data depth
values of a sample versus the other. Precisely, the DD-dia-
gram is defined by

DD(F,G) = {(D(F, x(ω)), D
(
F, y(ω)

))
,

for any x(ω), y(ω) ∈ Rp
}
.

(12)

Since DD(·, ·) is a subset of R2, the resulting graph is
one-dimensional curve in the plane. If the two distributions
are identical, the DD-diagram in (12) turns out to be the dia-
gonal line from the point (0, 0) to (1, 1). Different patterns
of deviations from the diagonal line in the DD-diagram are
indications of differences in specific characteristics of F and
G.

In general, the distributions are rarely known so instead
we use an empirical version of the DD-diagram. If F and G
are unknown distributions for the samples X(ω) and Y(ω),
then the DD-diagram is obtained when plotting

DD(Fn,Gn) = {(Dn(F, x(ω)),Dn
(
F, y(ω)

))
,

for any x(ω), y(ω) ∈ Rp
}
.

(13)

if (9) is used to compute the data depth.
If p ≥ 2 and if F and G are both absolutely continuous,

then DD-diagram corresponds to a region with nonzero area.
The area of this region can serve as a measure of the discrep-
ancy between F and G, see [4]. If the two distributions are
identical, the data cloud of the DD-plot should be concen-
trated along the diagonal line. Other patterns are indications
of differences in specific characteristics of F and G, that is, in
position, in scale, in skewness, and so forth.

In most cases, the departure from the diagonal line usu-
ally takes the form of pulling down from the point (0.5, 0.5)
to the origin, leaving the upper right corner empty and
spreading out the points as a scatter plot diagram pointing at
(0, 0). In order to bring out scale differences, the centre of the
samples should be equalized first by subtracting the obtained
centre of (10) or (11) from the data points. Suppose that G is

more spread out than the reference sample F, then the points
in DD-diagram tend to arch toward the F sample around the
origin.

In analogous manner to the multivariate Shewhart
chart, [2] has suggested the control limits Lmax =√
D•(F, x(ω))[2−D•(F, x(ω))] and Lmin = 1 −√
1−D2•(F, x(ω)), in order to detect visually the shifts in lo-

cation and/or in dispersion. The region under control is
located between the limits Lmax and Lmin. This marked region
turns out to be so large. In order to make the DD-diagram
more sensitive, it is best to include the centre defined in (10)
or in (11) in detecting any out of control shift so we suggest
to use instead the following control limit:

Lvalue = 1(
p − 1

)× [D•(F, ν(ω)) + Log
(
n + p − 1

)− 1
] ,

(14)

as a least critical value for a data depth according to which the
corresponding point will be considered to have components
not satisfying the variation intervals.

This control limit, Lvalue, is conversely proportional to the
sum of the depth of the reference sample centre, D•(F, ν(ω)),
and the Log function of modified degrees of freedom of the
empirical sample, Log(n + p − 1), minus the depth of the
closest point to the centre, 1, all multiplied by (p− 1) with p
being the number of the considered variables affecting qual-
ity. So, Lvalue is the defined function of the p-variates that
characterize the quality of a product, the sample length, n,
and the data depth of the deepest point (or the centre) of the
reference observed distribution F. It appears to be sensitive to
any change in the values of these three parameters. The role
of this limiting value line is to decide graphically if the pro-
duction process is in control or not. Therefore, if a point
computed using (12) or (13) is lower than this Lvalue, the ob-
served process is out of control and an investigation must be
made in order to point out which characteristic is responsible
among the considered p-variates.

4. Application of T2 Chart and DD-Diagram

The basic idea is to collect individual observations data from
a production process during which the process is considered
in control. These observations are used to identify the pa-
rameters of the distribution F of the observed process. Then,
another series of individual observations are drawn from the
same process when its distribution has drifted to G. Both
series of observations are used to construct and to argue the
performance of the monitoring schemes: the T2 chart and
the DD-diagram.

4.1. Quality Processing of the Firm. Kairouan Tobacco Manu-
facture (KTM) and National Tobacco and Matches Corpora-
tion represent the monopoly of the tobacco in Tunisia. This
study focuses on the quality of cigarettes manufactured by
KTM. Aiming to improve quality, to satisfy consumers, and
to comply with the legislation standards, both companies
have equipped their laboratories with equipments that en-
able a rigorous quality control during all phases of manufac-
turing process. KTM produces several types of cigarettes, but
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in this application only the quality data of “Cristal light” cig-
arettes will be seen. The quality control activities cover all
steps of the production process. It begins with the supervi-
sion of manufacturing sheets of tobacco, until conditioning
the cigarettes in packages. In the tobacco industry, quality is
defined by a plenty of requirements imposed by state. These
requirements are considered when setting up the cigarettes
specifications. Hence, tolerance limits are defined for each
measure of quality characteristic of the cigarettes. The firm
KTM uses five (5) characteristics that ensure the quality of
cigarettes. They are weight, module, humidity rate of tobac-
co, pulling resistance, and folding capacity. These charac-
teristics are hermetically measured to cope with the State
norms.

(i) The weight of a cigarette is made up of the tobacco,
the filter, and the cigarette paper weights. It varies be-
tween 0.965 and 1 gram.

(ii) The module of a cigarette corresponds to its diameter,
varying from 6.75 to 8.0 mm.

(iii) The humidity rate of tobacco is the proportion of
water contained in a cigarette. It is considered accept-
able if it varies between 11.5% and 13.5%.

(iv) Pulling resistance of a cigarette is defined by the dif-
ference in pressure between the two extremities of a
cigarette when a quantity of air is passed through it.
The pulling resistance is considered acceptable when
it varies from 100 to 115 CE (colonne d’eau).

(v) The folding capacity or density corresponds to the
volume occupied by the mass of the tobacco inside
a cigarette. It is tolerable to belong to 450± 20 cm3.

4.2. Collecting and Processing the Data. As introduced earlier,
the collection of data is made up at two different periods of
time. In fact, 60 measures are drawn as the reference sample
on February 1, 2004, when the process is in control, where-
as the empirical sample, of size 60 measures, is drawn on
September 30, 2009. These collected samples are given in
Table 2.

Like any multivariate quality process, the observation
involves the simultaneous measurement of five variables as
indicated: (1) the weight, (2) the module, (3) the humidity
rate, (4) the pulling resistance, and (5) the density.

Processing the observed data begins with the start-up
stage that consists of estimating the parameters of F, con-
structing the control limits of T2 chart, and determining the
centre of F as reference sample.

According to (4), the vector of sample mean is

X5 × 1 = 1
60

60∑

j=1

Xj

= (0.9859, 7.6501, 0.1206, 107.1833, 451.5267)′

(15)
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Figure 1: Multivariate control chart for the reference sample.

and to (5), the sample covariance matrix is

S5×5 = 1
59

60∑

j=1

(
Xj − X

)(
Xj − X

)
′

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.000 1.1 · 10−3 0.000 −8.2 · 10−3 6 · 10−3

∗ 8.89 · 10−2 −1.4 · 10−3 −0.7121 0.4635

∗ ∗ 0.000 1.2 · 10−2 −7.5 · 10−3

∗ ∗ ∗ 10.7963 −3.8999

∗ ∗ ∗ ∗ 2.9820

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(16)

To construct a multivariate control chart, control limits
are determined according to (7) with α = 0.05 as follows:

LCL = 5(60− 1)(60 + 1)
60(60− 5)

0.1631 = 0.88926,

UCL = 5(60− 1)(60 + 1)
60(60− 5)

2.8073 = 15.3082.

(17)

Figure 1 shows the corresponding T2 chart. The observa-
tions were examined individually to determine a possible as-
signable cause and no observation is detected lying outside
the in-control region specified by the above computed con-
trol limits.

To determine the centre, data depths of all observations
of the reference sample are calculated using (9). As recorded
in Table 2, the highest value of the statistic data depth is
D60 (F, x(ω)) = 0.38293 for a sample of size n = 60. It corre-
sponds to observation X45 = (0.982, 7.349, 0.126, 111, 450)′

in the sample F so the most central point is X45 = ν(ω)
defining a depth-equivalence class of order one containing
a single cigarette with rank 45.

In order to detect graphically any point that is not satis-
fying the limiting variation intervals, the Lvalue for the mini-
mum data depths is calculated according to (14)

Lvalue = 1
(5− 1)× (0.38293 + Log(60 + 5− 1)− 1

) ,

= 0.0705

(18)

as the least acceptable data depth value and below which
the corresponding point is considered out of control, that is,
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Figure 2: DD-diagram for the sample F versus itself and the limiting value.

at least one of the p-characteristics exceeds its limiting varia-
tion interval.

When constructing DD-diagram in Figure 2, there is no
restriction made to the data distribution generated by the
production process. So to obtain both subplots of Figure 2,
(13) is used and instead of data depth of G distribution, the
data depth of F distribution is employed in the x-axis and
y-axis, respectively. This work is done twice before and after
centring measures with respect to the identified centre of F
distribution.

If the observed measures are centred with respect to the
centre of F, this most central point will be characterized by
the highest depth (or by the smallest Mahalanobis distance).
So, it is clear that in the reference sample, the point of order
45 is characterized by the maximum data depth in either case
before and after centering with respect to the computed vec-
tor-valued centre ν(ω). This fact explains why Lvalue is affine
invariant and is used simultaneously in DD-diagram and
DD-diagram of centred measures, see [4]. This deepest point
in the reference sample is marked by a circle in both subplots
of Figure 2.

The second stage consists of using both control schemes
to evaluate the stability of the observed production process
when an empirical sample is drawn. At this phase, the param-
eters of the reference sample F obtained in the start-up stage
are used to monitor any taken empirical sample in the future.
Specifically, after drawing the empirical sample G given in
Table 2 the vector-valued mean X and the covariance matrix
S are used to assess the charting statistic Qi and to construct
the T2 chart.

Figure 3 shows the corresponding multivariate control
chart. Observations 19, 33, 50, 52, and 54 of the empirical
sample lie outside the in-control region. These points are
examined thoroughly to determine which characteristics are
causing this drift in quality. It indicates that cigarettes 19 and
54 are considered out of control because the “module” (X2)
exceeds its specified measure. The other observations 33, 50,
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Figure 3: Multivariate control chart for the empirical sample.

and 52 are considered out of control because the humidity
rate (X3) is lower than its minimum value.

Henceforth, the vector-valued centre ν(ω) and the limit-
ing variation value Lvalue are used to evaluate the data depths
of all measures making up the G sample and also to identify
any change in location and/or in scale of the process.

Figure 4 shows the corresponding DD-diagram for both
cases before and after centering measures. Both subplots (left
and right) of Figure 4 sketch out any change in location and/
or a scale increase when moving from the distribution F to
the distribution G in the multivariate quality process.

Before centering measures, the DD-diagram gives a larger
set of out-of-control observations than the T2 chart (with
type I error rate α = 0.05), not only the points 19, 33, 50, 52,
and 54 but also 2, 3, 27, 29, 39, and 43 of the empirical
sample G. These points have data depths lower than the com-
puted limiting variation value because of a change in location
and/or in scale, respectively. They are indicated with red stars
in the left subplot of Figure 4. In order to determine the char-
acteristics responsible for this drift, refer to Table 1.
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Table 1: Out-of-control observations detected by DD-diagram.

Obs. X1 X2 X3 X4 X5

# [0.965, 1] [6.75, 8] [0.115, 0.135] [100, 115] [430, 470]

2 0.991 7.956 0.113 105 454.60

3 0.982 7.900 0.114 101 454.30

19 0.996 8.000 0.117 101 456.13

27 0.987 7.850 0.114 102 453.00

29 0.999 7.950 0.114 107 452.10

33 0.991 7.951 0.113 109 454.21

39 0.993 7.950 0.115 111 454.00

43 0.996 7.940 0.114 109 453.88

50 0.982 7.959 0.111 106 454.12

52 0.987 7.940 0.113 107 455.00

54 0.987 8.010 0.115 106 450.10
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Figure 4: DD-diagram for the reference sample F versus empirical sample G.

For centered measures of both samples with respect to the
centre of F, the DD-diagram in the right subplot of Figure 4
shows the observations under the effect of a scale change
only. It can be deduced that observations 3 and 50 are out of
control because of a change in location only. When measures
are centered, these two observations disappear from the out
of control region in the right subplot of Figure 4. But, ob-
servations 2, 19, 27, 29, 33, 39, 43, 52, and 54 are out-of-
control under the effect of a change in dispersion and of a
location shift, respectively. These points are indicated with
red stars in the DD-diagram in the right subplot of Figure 4.

5. Results and Concluding Remarks

The DD-diagram is a graphical comparison that exhibits lo-
cation shifts and/or scale increase when moving from the
distribution F of the reference sample to the distribution G of
the empirical one. And to use this diagram, we do not need

any requirement about the nature of the observed multi-
variate quality process distribution. Although, this procedure
looks like a nonparametric method, DD-diagram does not
require large samples. It suffices to have a size of the samples
that goes beyond 30 to ensure a reasonable performance. So,
whenever this size goes bigger, the DD-diagram improves in
performance.

The above application allows us to say that DD-diagram
performs better than T2 chart because its out-of-control sig-
nal does not depend on an error rate α as for the case of T2

control chart. Prior to the use of DD-diagram to monitor
any observed process, the reference sample is tested if it is in
control or not by using it twice as a reference sample and an
empirical one in both x-axis and y-axis, respectively. In the
above application, DD-diagram detects 11 points indicating
that their components exceed their specified limits, whereas
the T2 control chart gives only 5 points corresponding to an
error rate α = 5%. In order to detect the same points given
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Table 2: Samples F and G and the charting statistics for T2 and DD-diagram.

Obs. Reference sample F Empirical sample G Charting statistics

# X1 X2 X3 X4 X5 X1 X2 X3 X4 X5 Qi D60 (F, X) D60 (F, Y) D60 (F, Xc) D60 (F, Yc)

1 0.985 7.369 0.126 107 450.5 0.989 7.973 0.115 105 453.5 1.7079 0.1910 0.3693 0.0611 0.0144

2 0.977 7.359 0.126 107 449.3 0.991 7.956 0.113 105 454.6 13.2964 0.1474 0.0699 0.0341 0.0090

3 0.982 7.902 0.115 104 453.6 0.982 7.900 0.114 101 454.3 14.8299 0.1227 0.0632 0.3829 0.3829

4 0.986 7.353 0.125 111 450.2 0.991 7.956 0.115 105 453.2 1.8677 0.2744 0.3487 0.0386 0.0090

5 0.978 7.397 0.124 110 449.6 0.991 7.973 0.114 107 453.1 5.9769 0.2271 0.1433 0.0526 0.0090

6 0.988 7.385 0.126 111 450.1 0.991 7.973 0.114 105 453.6 4.1295 0.2080 0.1950 0.0191 0.0090

7 0.992 7.992 0.116 103 452.6 0.992 7.990 0.117 103 454.7 10.1462 0.1949 0.0897 0.0074 0.0074

8 0.992 7.360 0.124 109 449.9 0.983 7.980 0.115 106 454.1 6.8454 0.1001 0.1275 0.0074 0.2122

9 0.989 7.958 0.115 107 453.3 0.990 7.958 0.115 108 453.5 4.9073 0.2318 0.1693 0.0144 0.0113

10 0.991 7.366 0.125 109 449.7 0.992 7.945 0.115 105 453.8 3.1494 0.1428 0.2410 0.0090 0.0074

11 0.980 7.401 0.125 108 451.1 0.991 7.957 0.115 104 454.6 5.2396 0.2345 0.1603 0.1709 0.0090

12 0.992 7.975 0.115 107 454.3 0.992 8.000 0.114 107 454.6 7.7974 0.1580 0.1137 0.0074 0.0074

13 0.985 7.367 0.125 110 448.9 0.994 7.940 0.116 108 453.9 5.4839 0.2000 0.1542 0.0611 0.0052

14 0.989 7.957 0.115 105 452.9 0.991 7.957 0.114 105 453.1 4.8344 0.3501 0.1714 0.0144 0.0090

15 0.981 7.364 0.124 109 449.6 0.991 8.000 0.114 105 453.4 2.9141 0.2470 0.2555 0.3343 0.0090

16 0.982 7.378 0.124 108 449.4 0.991 7.956 0.115 105 453.1 1.8781 0.2403 0.3474 0.3829 0.0090

17 0.990 7.973 0.115 106 451.9 0.991 7.973 0.115 106 454.3 4.3963 0.1655 0.1853 0.0113 0.0090

18 0.982 7.377 0.126 109 450.3 0.990 7.950 0.115 107 454.1 5.3730 0.3064 0.1569 0.3829 0.0113

19 0.996 7.975 0.116 101 454.0 0.996 8.000 0.117 101 456.1 25.0370 0.1133 0.0384 0.0039 0.0039

20 0.982 7.377 0.125 106 450.8 0.989 7.955 0.115 107 453.3 3.3995 0.2041 0.2273 0.3829 0.0144

21 0.981 7.374 0.126 110 450.0 0.991 7.980 0.114 103 454.5 5.6620 0.3327 0.1501 0.3343 0.0090

22 0.990 7.972 0.115 102 452.8 0.991 7.967 0.115 106 453.2 2.1688 0.2483 0.3156 0.0113 0.0090

23 0.987 7.994 0.116 105 453.1 0.989 7.990 0.116 103 453.0 3.0621 0.2577 0.2462 0.0264 0.0144

24 0.979 7.400 0.125 112 450.1 0.992 7.965 0.115 103 453.1 2.2659 0.2318 0.3062 0.0893 0.0074

25 0.978 7.363 0.127 115 449.8 0.989 7.956 0.114 105 453.2 4.7044 0.0905 0.1753 0.0526 0.0144

26 0.985 7.996 0.116 106 452.2 0.985 8.000 0.117 106 453.1 7.6441 0.1460 0.1157 0.0611 0.0611

27 0.987 7.342 0.124 107 450.6 0.987 7.850 0.114 102 453.0 13.5489 0.1356 0.0687 0.0264 0.0264

28 0.989 7.956 0.115 102 454.7 0.990 7.956 0.115 107 454.0 4.6922 0.1316 0.1757 0.0144 0.0113

29 0.983 7.348 0.125 107 449.3 0.999 7.950 0.114 107 452.1 15.1934 0.2189 0.0618 0.2122 0.0027

30 0.990 7.957 0.115 105 452.6 0.991 7.953 0.115 107 453.6 3.8467 0.3019 0.2063 0.0113 0.0090

31 0.982 7.977 0.117 103 452.3 0.980 7.977 0.117 105 454.0 12.6223 0.0875 0.0734 0.3829 0.1709

32 0.988 7.415 0.126 111 450.4 0.991 7.957 0.115 105 453.9 2.6783 0.1731 0.2719 0.0191 0.0090

33 0.981 7.328 0.124 108 450.2 0.991 7.951 0.113 109 454.2 19.5749 0.1725 0.0486 0.3343 0.0090

34 0.993 7.984 0.116 110 453.1 0.994 7.980 0.116 110 454.1 9.5629 0.1178 0.0947 0.0062 0.0052

35 0.986 7.371 0.126 110 448.9 0.991 7.960 0.114 105 453.0 4.7449 0.1703 0.1741 0.0386 0.0090

36 0.987 7.943 0.116 103 452.1 0.986 7.940 0.116 105 453.1 1.7326 0.2111 0.3660 0.0264 0.0386

37 0.981 7.447 0.127 109 450.7 0.991 7.956 0.114 106 453.9 6.5303 0.0736 0.1328 0.3343 0.0090

38 0.990 7.947 0.115 104 453.7 0.991 7.940 0.115 104 454.3 4.7204 0.2951 0.1748 0.0113 0.0090

39 0.983 7.360 0.124 108 450.2 0.993 7.950 0.115 111 454.0 13.8200 0.2575 0.0675 0.2122 0.0062

40 0.981 7.344 0.125 115 449.9 0.989 7.970 0.114 97 453.4 12.9897 0.1053 0.0715 0.3343 0.0144

41 0.990 7.973 0.115 103 453.9 0.990 7.969 0.115 106 453.5 2.2421 0.2906 0.3084 0.0113 0.0113

42 0.985 7.388 0.125 108 449.2 0.991 7.952 0.115 105 453.0 2.0024 0.2215 0.3331 0.0611 0.0090

43 0.999 7.949 0.117 109 453.5 0.996 7.940 0.114 109 453.9 15.0454 0.0917 0.0623 0.0027 0.0039

44 0.975 7.347 0.124 110 450.8 0.993 7.974 0.115 105 453.1 2.1298 0.1085 0.3195 0.0174 0.0062

45 0.982 7.349 0.126 111 450.0 0.990 7.970 0.115 105 453.1 1.5688 0.3829 0.3893 0.3829 0.0113

46 0.991 7.957 0.115 105 452.1 0.991 7.957 0.115 105 454.1 3.4405 0.2011 0.2252 0.0090 0.0090

47 0.990 7.974 0.115 106 452.4 0.990 7.974 0.115 106 453.0 2.0685 0.2407 0.3259 0.0113 0.0113

48 0.996 7.942 0.116 102 454.6 0.993 7.940 0.116 103 454.1 4.1416 0.1036 0.1945 0.0039 0.0062

49 0.982 7.386 0.125 111 450.6 0.989 7.958 0.115 105 453.1 1.7323 0.3444 0.3660 0.3829 0.0144

50 0.982 7.978 0.115 101 452.1 0.982 7.959 0.111 106 454.1 33.0567 0.0961 0.0294 0.3829 0.3829
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Table 2: Continued.

Obs. Reference sample F Empirical sample G Charting statistics

# X1 X2 X3 X4 X5 X1 X2 X3 X4 X5 Qi D60 (F, X) D60 (F, Y) D60 (F, Xc) D60 (F, Yc)

51 0.990 7.972 0.115 106 452.6 0.991 7.973 0.115 106 453.6 2.3567 0.2737 0.2979 0.0113 0.0090

52 0.986 7.948 0.116 107 454.6 0.987 7.940 0.113 107 455.0 21.0187 0.1120 0.0454 0.0386 0.0264

53 0.992 7.958 0.116 106 452.4 0.992 7.958 0.116 106 454.1 3.4998 0.2773 0.2222 0.0074 0.0074

54 0.987 7.976 0.115 104 454.6 0.987 8.010 0.115 106 450.1 21.0730 0.1566 0.0453 0.0264 0.0264

55 0.980 7.385 0.125 107 451.2 0.992 7.956 0.115 105 453.1 2.1056 0.1873 0.3220 0.1709 0.0074

56 0.982 7.395 0.125 108 451.1 1.000 7.970 0.115 107 454.1 10.0372 0.2688 0.0906 0.3829 0.0024

57 0.997 7.988 0.117 106 453.7 0.997 7.980 0.115 106 454.7 7.9313 0.1178 0.1120 0.0034 0.0034

58 0.977 7.403 0.124 107 450.0 0.991 7.970 0.115 106 453.5 2.2970 0.2137 0.3033 0.0341 0.0090

59 0.980 7.377 0.125 113 450.2 0.991 7.956 0.115 106 453.0 2.4104 0.1894 0.2932 0.1709 0.0090

60 0.993 7.956 0.115 102 453.3 0.990 7.956 0.115 106 453.1 2.2881 0.2207 0.3041 0.0062 0.0113

by DD-diagram, the T2 control chart ought to use a type I
error rate α = 10%.

When a multivariate quality process changes its distribu-
tion from F to G and if the location shift is eliminated, that is,
centering the measures with respect to the centre or the deep-
est point of F, DD-diagram makes it possible to distinguish
between the out-of-control observations that were drifted
because of location shifts and scale increase, respectively, and
those that were drifted under the effect of variations in dis-
persion only. This fact is not feasible when using T2 chart.

In general consider the test of a null hypothesis asserting
stability of a production process versus an alternative one
that concerns the existence of shifts in location and/or in
scale then the empirical sample has higher dispersion than
that of the reference one. This is deduced from the fact that
the resulting clouds, of centered measures or not, are located
under the limiting variation level line at Lvalue. Then DD-dia-
gram enables to present and detect graphically any out-
of-control observation that the components exceed their
specified limits. In addition, the DD-diagram sends out
an out-of-control signal when the outlyingness of a point
exceeds a specified value in all directions.

References

[1] J. A. Alloway Jr., “Visual evaluation of multivariate control chart
assumptions,” in Proceedings of the American Statistical Asso-
ciation, pp. 49–54, The Section on Quality and Productivity,
American Statistical Association, 1995.

[2] M. Hajlaoui, “A graphical quality control procedure using data
depth,” Advances and Applications in Statistics, vol. 19, no. 2, pp.
97–111, 2010.

[3] N. D. Tracy, J. C. Young, and R. L. Mason, “Multivariate con-
trol charts for individual observations,” Journal of Quality Tech-
nology, vol. 24, no. 2, pp. 88–95, 1992.

[4] R. Y. Liu, J. M. Parelius, and K. Singh, “Multivariate analysis by
data depth: descriptive statistics, graphics and inference,” The
Annals of Statistics, vol. 27, no. 3, pp. 783–858, 1999.



International Journal of

Aerospace
Engineering
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2010

Robotics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 Active and Passive  
Electronic Components

Control Science
and Engineering

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 International Journal of

 Rotating
Machinery

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation 
http://www.hindawi.com

 Journal ofEngineering
Volume 2014

Submit your manuscripts at
http://www.hindawi.com

VLSI Design

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Shock and Vibration

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Civil Engineering
Advances in

Acoustics and Vibration
Advances in

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Electrical and Computer 
Engineering

Journal of

Advances in
OptoElectronics

Hindawi Publishing Corporation 
http://www.hindawi.com

Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Sensors
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Modelling & 
Simulation 
in Engineering
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Chemical Engineering
International Journal of  Antennas and

Propagation

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Navigation and 
 Observation

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Distributed
Sensor Networks

International Journal of


