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Recommendation systems are used when searching online databases. As such they are very important tools because they provide
users with predictions of the outcomes of different potential choices and help users to avoid information overload. They can be
used on e-commerce websites and have attracted considerable attention in the scientific community. To date, many personalized
recommendation algorithms have aimed to improve recommendation accuracy from the perspective of vertex similarities, such
as collaborative filtering and mass diffusion. However, diversity is also an important evaluation index in the recommendation
algorithm. In order to study both the accuracy and diversity of a recommendation algorithm at the same time, this study
introduced a “third dimension” to the commonly used user/product two-dimensional recommendation, and a recommendation
algorithm is proposed that is based on a triangular area (TR algorithm). The proposed algorithm combines the Markov chain and
collaborative filteringmethod tomake recommendations for users by building a trianglemodel,making use of the triangulated area.
Additionally, recommendation algorithms based on a triangulated area are parameter-free and are more suitable for applications in
real environments. Furthermore, the experimental results showed that the TR algorithm had better performance on diversity and
novelty for real datasets of MovieLens-100K and MovieLens-1M than did the other benchmark methods.

1. Introduction

With the rapid development of the Internet and e-commerce,
which have tremendous impacts on our lifestyles, the way
that information is accessed has been changed. On the one
hand, hundreds of millions of products are available online,
making life much more convenient [1]. On the other hand,
there is a problem of information overload.The large amount
of data generated every day makes it difficult for items we
want to be chosen as easily as previously [2]. Personalized
recommendation is considered themost effectiveway to solve
the problem of information overload [3, 4] and thus far,
recommendation systems have been used in many fields [5–
7].However, it is still difficult tomeet the growing demand for
product information services [8]. Investigation results show
that the underlying reasons for this problem can vary but
the most prominent reason is the lack of adaptability of the
recommendation algorithm, that is, the constraints exerted

by the two performance evaluation standards of accuracy and
diversity for the conventional recommendation algorithm
[8].

A variety of personalized recommendation algorithms
have beenproposed previously [9–13], and themost represen-
tative recommendation algorithm is collaborative filtering,
which includes user-based collaborative filtering (UCF) and
item-based collaborative filtering (ICF) [14]. UCF and ICF
are based, respectively, on the weighted combination of
similar users’ opinions and the similarity between items
[15]. There is also a series of methods for recommendations
based on content filtering [16–18], and there is a “community
structure” in complex networks [19, 20]. The “time role
method” [21] utilizes a time-awaremodification of an existing
recommendation method and exploits that by combining
the temporal and structural aspects. In recent years, many
physical dynamics-based methods have been used in rec-
ommendation algorithms such as mass diffusion (MD) [22],
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heat conduction (HC) [23], and a hybrid recommendation
method that combines MD and HC [24–26].

Essentially, all of these methods make recommendations
for users by studying vertex similarity and focus primarily on
recommendation accuracy, and therefore recommendation
diversity is relatively poor. However, the latest study found
that although the most popular methods do not achieve very
high accuracy [27], its diversity performance is outstanding.
Research results have shown that excessive attention to
accuracy can have a detrimental effect on the quality of the
recommendation results, especially in respect of their rele-
vance to user interests [28, 29].

New developments in the e-commerce have taken place
at the two big Chinese companies (Alibaba and Jingdong).
For example, these companies are now developing vigorously
their offline entities to operate online. The traditional two-
dimensional recommendations (user and product model)
cannot fully accommodate the roles of location and high
diversity in that recommendation model. The present paper
proposes a data model that introduces a “third dimension”
into the traditional two-dimensional user/product recom-
mendation relationship. A recommendation algorithm based
on triangulated area is designed by using the third-dimen-
sional data relationship. In this algorithm, the relationship
weighs each of the two relationships in the three-dimensional
model and uses the relationship weights between each of the
two relationships as the side lengths of a triangle and then the
triangular area is calculated using Heron’s formula. As each
triangle corresponds to a product, recommendations can be
made for the target user according to the sorted results of
triangular areas, from large to small.

The triangle recommendation algorithm that is proposed
in this paper has been tested on two real datasets. The results
show that TRwasmore effective than other benchmarkmeth-
ods in terms of recommendation diversity. In addition, the
parameter-free character of TR is an important feature as it
is, therefore, easier to apply to reality than some parameter-
based benchmark methods.The primary focus of the present
work was not limited to overfocusing on recommendation
accuracy, and therefore recommendation diversity increased
dramatically.

The rest of this paper is organized as follows. In the second
part, a detailed description is given of how to build a triangle
model and how to apply the model to recommendation
systems, and the diversity analysis of the triangle model is
explained. In the third section, the experimental data are pre-
sented and the performance evaluation standards of the rec-
ommendation algorithm are introduced. The fourth section
shows the performance of the proposed method on a public
dataset and compares its performance with other benchmark
methods. Finally, the work is summarized and an indication
of the direction for future work is provided.

2. Triangle Recommendation Model

A user-object network without weights and directions𝐺(𝑈,𝑂, 𝐸) is used in the study of recommendation system. Its
function is to describe the relationship between the user and
the product, where 𝑈 = {𝑢1, 𝑢2, . . . , 𝑢𝑛}, 𝑂 = {𝑜1, 𝑜2, . . . , 𝑜𝑚},

and 𝐸 = {𝑒1, 𝑒2, . . . , 𝑒𝑧} represent the user set, the object set,
and the edge set, respectively. To distinguish between user
and object, Latin and Greek indices are used to represent
them, respectively. Meanwhile,𝐺(𝑈,𝑂, 𝐸) can be represented
by an adjacency matrix 𝐴, and 𝑎𝑖𝛼 is defined as an element
in the adjacency matrix 𝐴. If 𝑜𝛼 is collected by the user 𝑢𝑖,
then 𝑎𝑖𝛼 = 1; otherwise, 𝑎𝑖𝛼 = 0. The ultimate purpose of any
recommendation algorithm is to provide the target user with
a list of rankings for objects that are collected. For user 𝑖, the
recommendation list is defined with a length of 𝐿 as 𝑜𝐿𝑖 . That
is, for user 𝑖, 𝑜𝐿𝑖 is a set of the first 𝐿 uncollected objects that
has the highest recommendation points.

2.1. Construction of the Triangle Model. Recommendation
accuracy and diversity are studied when evaluating the per-
formance of recommendation algorithms. In order to achieve
recommendations with high diversity, a “third dimension
(𝑇1)” was introduced. In the present study, the category
attributes (in the MovieLens-100K dataset there are 19 prod-
uct categories) of the products were tested as the third dimen-
sion. Furthermore, the third dimension in this study could
be changed according to the actual application scenario (i.e.,
business and distance). Then the relationship between any
two of the three dimensions is studied. Weighting is used
to measure the strength of the relationship and, finally, the
three weights are treated as the three sides of a triangle. Each
triangle corresponds to an object and the final recommenda-
tions are determined based on the triangle area, as shown in
Figure 1.

The composition of the three dimensions is U (user), O
(object), and T1 (third dimension).

In this investigation, the relationship between two dimen-
sions was not studied directly from the perspective of their
similarity. In the user/object bipartite graph, the relationship
weightings are calculated by combining the 𝐾-mean with
Markov chain. The user’s historical behaviors are applied as
the basis of the study at the moment, and the user’s future
behaviors then are predicted. The obtained prediction values
are used as the relationship weight in the user/object relation-
ship, which is denoted by 𝑤𝑢𝑜. In the other two relation-
ships, the relationshipweightings are calculated using the col-
laborative filtering method, which are denoted by𝑤𝑜𝑇1 , 𝑤𝑢𝑇1 .
When 𝑢 and 𝑡 are determined, they can be used to con-
struct a three-dimensional spatial structure with multiple
objects (𝑜1, 𝑜2 in Figure 2). The recommendation list 𝐿
is composed of multiple objects. Then 𝑢, 𝑡, and 𝑜 can
jointly form a three-dimensional structure, as shown in the
figure𝑉 (𝑢, 𝑡, {𝑜1, 𝑜2}). Similarly, a three-dimensional spatial
structure𝑉 (𝑢, {𝑡1, 𝑡2, . . .}, {𝑜1, 𝑜2, . . .}) can be constructed as
shown in Figure 2.Whilemultiple 𝑡 can correspond to a target𝑢, 𝑡 can correspond to multiple 𝑜 values, 𝑜 can correspond to
multiple 𝑡 values, and so on. Furthermore, the final recom-
mendation list corresponds to the spatial structure shown in
Figure 2.

2.2. Solution of the Triangle Model. Firstly, the calculation of
weightings 𝑤𝑢𝑜 between each user and object, using the “𝐾-
means Markov chain,” was introduced. Here, the 𝐾-means
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Figure 1:These schematics illustrate the relationship between any of the two dimensions in the three dimensions of the proposed recommen-
dation algorithm.
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Figure 2: The construction of three-dimensional space. The rela-
tionships between any of the two dimensions in the three-dimen-
sional model are treated as the three sides of a triangle, and 𝑇1
represents the third dimension in experiments of this paper, which
is the category of product.

methodology was used first to conduct user clustering for 𝑈𝑗
(𝑗 = 1, 2, . . . , 𝑛), taking user 𝑈1 as an example.

Step 1. Because the sameness between 𝑈1 and 𝑈𝑗 (𝑗 =2, 3, . . . , 𝑛) (in order to ensure the accuracy of the recom-
mendation) must be considered in the clustering process
and the differences between 𝑈1 and 𝑈𝑗 (𝑗 = 2, 3, . . . , 𝑛)
(in order to ensure the recommendation diversity) must
also be taken into account, the 𝑘-means two-dimensional
clustering method was used in the present study, where the
number of common objects (CountSame1𝑗) between 𝑈1 and𝑈𝑗 (𝑗 = 2, 3, . . . , 𝑛) was defined as the first dimension, and𝐷𝑢𝑗 − CountSame1𝑗 was defined as the second dimension.
Therefore, the data structure of other user data during the𝑈1
clustering is

{𝑈𝑗 (CountSame1𝑗, 𝐷𝑢𝑗 − CountSame𝑖𝑗)} , (1)

where𝐷𝑢𝑗 represents the degree of 𝑈𝑗, 𝑗 = 2, 3, . . . , 𝑛.

The data of 𝑈1 used for clustering is

𝑈1 ( 1𝑛 − 1 ∑CountSame1𝑗, 𝐷𝑢1
− 1𝑛 − 1 ∑CountSame1𝑗) .

(2)

The number of classes is the count of different sets: that is,

𝐾 = {𝐷𝑢𝑗 − CountSame1𝑗}

∪ {𝐷𝑢1 − 1𝑛 − 1
𝑛∑
𝑖=2

CountSame1𝑖}

(𝑗 = 2, 3, . . . , 𝑛) .

(3)

The cluster about the user is formed by the clustering accord-
ing to the Euclidean distance of two-dimensional vector.

Step 2. The cluster of 𝑈1 is found, which is represented by𝐶. The number of different items 𝑁𝑐 = |Action𝐶|, including
the behavior records of all the users in 𝐶, was counted, where
Action𝐶 represents all the users and the product purchase
behavior records in 𝐶.

The records of each user in Action𝐶 were sorted by the
ascending order of timestamps and a sequence then was
obtained. Here, the timestamp is a factor in the construction
of the Markov Chain.

No specific study was available of a time-based dynamic
model as a reference [21]. Due to the uniqueness of object
ID, the object ID was taken as the object status and the state
transfer matrix 𝑇Matrix𝑁𝑐∗𝑁𝑐 = 0 then was constructed.

Step 3. 𝑇Matrix𝑖𝑗 is assigned. 𝑇Matrix𝑖𝑗 equals the total
occurrence number of (𝑖, 𝑗) in Action𝐶 divided by the total
occurrence number of 𝑖 in Action𝐶.

𝑇Matrix𝑖𝑗 = Count (Action𝐶 (𝑖, 𝑗))
Count (Action𝐶 (𝑖)) . (4)

Step 4. The initial behavior vector 𝑓𝑢1 of item for 𝑈1 is
obtained by sorting the behavioral data of 𝑈1 according to
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the order of 𝑇Matrix, where 𝑓𝑢1𝑗 is equal to the given score of
the target user 𝑈1 on the item 𝑗.

Thus, the final result of𝑊𝑢1𝑜 is
𝑊𝑢1𝑜 = 𝑓𝑢1 ∗ 𝑇Matrixtrans. (5)

In order to reduce the iteration numbers, the state transfer
numberwas set as trans = 3 after comparing experiments and
the collaborative filtering. Thus, the final weight was calcu-
lated as

𝑊𝑢1𝑜 = 𝑓𝑢1 ∗ 𝑇Matrix3. (6)

Step 5. Next, in the other two relationships, which are the
relationship weights of the object and the category 𝑤𝑜𝑇1 and
the relationship of the user and the category 𝑤𝑢𝑇1 , 𝑤𝑜𝑇1 was
calculated using the collaborative filtering method, which is
denoted as follows:

𝑤𝑜𝑇1 = CF (Object ID,Category ID, 𝑤
0𝑡
𝑗
1
) , (7)

where 𝑤
0𝑡
𝑗
1
is the average weight of product and category, de-

scripted as

𝑤
0𝑡
𝑗
1
= 1𝑐 ∗ ( 1𝑛

𝑛∑
𝑖=1

𝑟𝑖𝑜) (8)

in which 𝑛 is the number of users that have actions on the
given object, 𝑟𝑖𝑜 is the ranking of the 𝑖th user on the given
object, 𝑛 is the full user number, and 𝑐 is the number of cate-
gories of the given object.

In addition, the weight of the user and category 𝑤𝑢𝑇1 is
calculated with collaborative filtering method too and is de-
noted as follows:

𝑤𝑢𝑇1 = CF (User ID,Category ID, 𝑤
𝑢𝑡
𝑗
1
) , (9)

where 𝑤
𝑢𝑡
𝑗
1
is descripted as

𝑤
𝑢𝑡
𝑗
1
=
{{{{{{{{{

1𝑐 ∗ 𝑟𝑖𝑜, 𝑛 = 1
1𝑛
𝑛∑
𝑗=1

𝑤
𝑢𝑡
𝑗
1
, 𝑛 > 1, (10)

where 𝑤
𝑢𝑡
𝑗
1
is the average weight of user and category and 𝑛

is number of each category about the given user’s actions.

Step 6. Each triangle contains an object. As all the three side
lengths are known, the triangle area can be obtained accord-
ing to Heron’s formula as follows:

𝑅 (𝑈,𝑂, 𝑇1) = √𝑝 (𝑝 − 𝑤𝑢𝑇1) (𝑝 − 𝑤𝑜𝑇1) (𝑝 − 𝑤𝑢𝑜), (11)

where 𝑝 represents half of the perimeter:

𝑝 = 𝑤𝑢𝑇1 + 𝑤𝑜𝑇1 + 𝑤𝑢𝑜2 . (12)

Step 7. To make sure the three weights can construct a tri-
angle, 𝑤𝑢𝑇1 must be increased or decreased so that a triangle
can be constructed with the other two weights. Because it will
have an impact on the area whether it increases or decreases𝑤𝑢𝑇1 , the area must be corrected, as illustrated in Section 2.3.

2.3. The Changes of 𝑤𝑢𝑇1
2.3.1. Increase 𝑤𝑢𝑇1 . When increasing 𝑤𝑢𝑇1 , the area must be
decreased accordingly. The increased 𝑤𝑢𝑇1 is denoted as

𝑤𝑢𝑇1 = 𝑥𝑤𝑢𝑇1 . (13)

The unknown 𝑥 represents the multiple of weight increase.
No matter how much it increases, it must be within a small
range. If the 𝑥 value is taken that meets the requirements, the
obtained area is

𝑅 (𝑈,𝑂, 𝑇1)
= √𝑝 (𝑝 − 𝑤𝑢𝑇1) (𝑝 − 𝑤𝑜𝑇1) (𝑝 − 𝑤𝑢𝑜),

(14)

where 𝑝 is
𝑝 = 𝑤𝑢𝑇1 + 𝑤𝑜𝑇1 + 𝑤𝑢𝑜2 . (15)

Here, an important assumption must be made that the orig-
inal three weighting values can construct a triangle. When
calculating the triangular area, the absolute value must be
taken for each product factor in the root of (11); then we can
get the median, 𝑅𝑙, where

𝑅𝑙 = √𝑝 𝑝 − 𝑤𝑢𝑇1  ∗ 𝑝 − 𝑤𝑜𝑇1  ∗ 𝑝 − 𝑤𝑢𝑜. (16)

Then, the final equation for calculating the triangle area is

𝑅 = (1 − 𝑃1) ∗ 𝑅, (17)

where 𝑃1 represents the area correction factor:

𝑃1 =
𝑅𝑙 − 𝑅

max {𝑅𝑙, 𝑅} . (18)

It is important to note that the main purpose of the
proposed recommendation algorithm based on the triangle
model is to improve the diversity of the recommendation.
Thus, when correcting the area after increasing 𝑤𝑢𝑇1 , the
maximum value of the denominator in (18) is taken.

2.3.2. Decreasing 𝑤𝑢𝑇1 . Processing of the area correction for
the case of decreasing 𝑤𝑢𝑇1 is similar to that for increasing.
Only (17) and (18) need to be changed, and the following
processing method is obtained:

𝑅 = (1 + 𝑃1) ∗ 𝑅 (19)

𝑃1 =
𝑅𝑙 − 𝑅

min {𝑅𝑙, 𝑅} . (20)

It should be noted that to ensure recommendation accu-
racy, the minimum value of the denominator in (20) is taken.
Although the research focus of this project is on the recom-
mendation diversity, that does not mean giving up accuracy.
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2.4. Analysis of Parameters and Diversity

2.4.1. The Analysis of 𝑤𝑢𝑇1 Changes. In the construction of a
trianglemodel, there will be cases when the three relationship
weightings cannot meet the requirements for constructing a
triangle. When 𝑤𝑢𝑜, 𝑤𝑜𝑇1 , and 𝑤𝑢𝑇1 cannot meet the require-
ments for constructing a triangle, the processingmethod is as
follows: keep the twoweighting values unchanged and change
the other weighting value. In practical applications, the “third
dimension” is a variable factor: for example, it can be replaced
by a seller. This investigation does not consider changes of𝑤𝑜𝑇1 and 𝑤𝑢𝑜 because both the relationship ⟨users, objects⟩
and relationship ⟨objects, 𝑇1⟩ can be obtained from known
information (for example, the training dataset). Below is an
analysis showing that changes in 𝑤𝑜𝑇1 and 𝑤𝑢𝑜 will not affect

user behavior but a change in𝑤𝑢𝑇1 will have an impact on the
recommendation result.

Analysis 1. Considering𝑤𝑜𝑇1/𝑤𝑢𝑜 will have a direct impact on𝑤𝑢𝑜/𝑤𝑜𝑇1. Because there is no direct information represent-
ing the relationship ⟨users, 𝑇1⟩ in the known information, the
change of𝑤𝑜𝑇1/𝑤𝑢𝑜 does not directly affect𝑤𝑢𝑇1 . Similarly, the
discussion of 𝑤𝑜𝑇1 or 𝑤𝑢𝑜 is the same, so only 𝑤𝑜𝑇1 is given
here as an example.

Let the function 𝑓(𝑤𝑜𝑇1, 𝑤𝑢𝑜, 𝑤𝑢𝑇1) = 𝑏1, the change
amount of 𝑤𝑜𝑇1 is Δ𝑤𝑜𝑇1, the change amount of 𝑤𝑢𝑜 is Δ𝑤𝑢𝑜,
and the change amount of 𝑤𝑢𝑇1 is Δ𝑤𝑢𝑇1 = 0; then we have𝑓(𝑤𝑜𝑇1 + Δ𝑤𝑜𝑇1, 𝑤𝑢𝑜 + Δ𝑤𝑢𝑜, 𝑤𝑢𝑇1 + Δ𝑤𝑜𝑢) = 𝑏2.

Then,

lim
Δ𝑤𝑜𝑇1→0
Δ𝑤𝑢𝑜→0

𝑓 (𝑤𝑜𝑇1 + Δ𝑤𝑜𝑇1, 𝑤𝑢𝑜 + Δ𝑤𝑢𝑜, 𝑤𝑢𝑇1 + Δ𝑤𝑜𝑢) − 𝑓 (𝑤𝑜𝑇1, 𝑤𝑢𝑜, 𝑤𝑢𝑇1)
√Δ𝑤𝑜𝑇12 + Δ𝑤𝑢𝑜2

= lim
Δ𝑤𝑜𝑇1→0
Δ𝑤𝑢𝑜→0

𝑏2 − 𝑏1
√Δ𝑤𝑜𝑇12 + Δ𝑤𝑢𝑜2

= 0. (21)

It can be obtained from the formula above that the user’s
behavior will not be affected when 𝑤𝑜𝑇1 is changed.
Analysis 2. Because there is no direct information represent-
ing the relationship ⟨users, 𝑇1⟩ in the known information, the
choice of a different 𝑇1 will lead to different user behavior.
This is the value of the existence of 𝑇1. In the same way as
for Analysis 1, the concept of derivatives can still be used
to explain why changes in 𝑤𝑢𝑇1 have an impact on the user

behavior. Because𝑇1 is related to the product and the product
is related to the user, the changes of𝑤𝑢𝑇1 will lead to changes
in 𝑤𝑜𝑇1 and 𝑤𝑢𝑜 at the same time.

If Δ𝑤𝑢𝑇1 = 𝑥0 ̸= 0, the changes of 𝑤𝑢𝑇1 will lead to the
changes of 𝑤𝑜𝑇1 and 𝑤𝑢𝑜 at the same time.

Then, 𝑓(𝑤𝑜𝑇1 + Δ𝑤𝑜𝑇1, 𝑤𝑢𝑜 + Δ𝑤𝑢𝑜, 𝑤𝑢𝑇1 + Δ𝑤𝑢𝑇1) = 𝑏3.
Hence,

lim
Δ𝑤𝑜𝑇1→0
Δ𝑤𝑢𝑜→0
Δ𝑤𝑢𝑇1→𝑥0

𝑓 (𝑤𝑜𝑇1 + Δ𝑤𝑜𝑇1, 𝑤𝑢𝑜 + Δ𝑤𝑢𝑜, 𝑤𝑢𝑇1 + 𝑥) − 𝑓 (𝑤𝑜𝑇1, 𝑤𝑢𝑜, 𝑤𝑢𝑇1)
√Δ𝑤𝑜𝑇12 + Δ𝑤𝑢𝑜2 + Δ𝑤𝑢𝑇12

= lim
Δ𝑤𝑜𝑇1→0
Δ𝑤𝑢𝑜→0
Δ𝑤𝑢𝑇1→𝑥0

𝑏3 − 𝑏1
√Δ𝑤𝑜𝑇12 + Δ𝑤𝑢𝑜2 + Δ𝑤𝑢𝑇12

= 𝑏3 − 𝑏1𝑥0 ̸= 0.
(22)

It can be concluded from the above formula that changes
in 𝑤𝑢𝑇1 will have impacts on the user behavior factor. Thus,
the changed parameter in this study was 𝑤𝑢𝑇1 .
2.4.2. Diversity Analysis of the TriangleModel. This algorithm
introduces the “third dimension” to the traditional two-
dimensional recommendation algorithm and proposes a
method based on the triangular area to improve the diversity
of the recommendation algorithm. In that case, the question
arises: Is the diversity performance getting better with the
increase of dimensions? To this end, this section of the
manuscript presents an analysis using the “squeeze theorem”
that is used to determine whether limits exist and demon-
strates the method of equation-solving in linear algebra. The
deterministic problem of diversity in two dimensions, four
dimensions, and higher dimensions is analyzed.

Theorem 1. The triangular recommendation algorithm has
better diversity performance than the two-dimensional recom-
mendation algorithm.

Proof. The existing recommendation algorithms have intro-
duced various methods from various fields and then the
bipartite graph is used to describe how to make recommen-
dations for the target users. These algorithms mainly focus
on recommendation accuracy and have poor performance
in diversity and novelty. When so implemented, the most
popular recommendation algorithm does not have higher
accuracy but it has better performance in the diversity
and novelty [27]. With the following assumptions, the two
dimensions can be mapped onto a linear function:
𝑦 = 𝑎 ∗max {𝑥1, 𝑥2, . . . , 𝑥𝑛} ± 𝑏 (𝑎 ≥ 0, 𝑏 ≥ 0) . (23)
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y1 = a ∗ x + b1

y = a ∗ x

y2 = a ∗ x − b2

Figure 3:The schematic represents the contents in (23). In the tradi-
tional two-dimensional relationship, the recommendation accuracy
dominates and the objects between 𝑦1 = 𝑎∗𝑥+𝑏1 and 𝑦2 = 𝑎∗𝑥−𝑏2
are recommended to the user.

The 𝑦 and 𝑥𝑖 values represent the user and the object,
respectively. When the slope 𝑎 (indicating the strength of
the relationship between the user and the object) is larger,
indicating that the user is more interested in this object,
the object 𝑥𝑖 will be recommended to the user. Thus, the
recommendation accuracy is improved. As the 𝐿 objects with
large 𝑦 values cannot be distributed regularly on a line, they
need to be translated for 𝑏1 and 𝑏2 units, as shown in Figure 3.

Thus, at least 𝐿 objects have the shortest distance in
the space with distance of 𝐷, and then the 𝐿 objects are
recommended to target users, where 𝐷 is expressed as
follows:

𝐷 = 𝑏1 + 𝑏2√1 + 𝑎2 . (24)

If the “third dimension” is introduced, it is equivalent to add-
ing an unknown parameter in (23) as

𝑦 = 𝑎 ∗max {𝑥1, 𝑥2, . . . , 𝑥𝑛} + 𝑐 ∗ 𝑧 ± 𝑏
(𝑎 ≥ 0, 𝑏 ≥ 0) . (25)

In a two-dimensional relationship, the parameters (𝑦, 𝑥) are
bound, and 𝑧 is a free variable. This is similar to the solving
of multivariate linear equations system in linear algebra, so a
suitable 𝑧 value can be found in the three-dimensional space
to satisfy (25), and there are many values that satisfy the
condition.This is the reason for better diversity performance
after introducing the “third dimension.”

Theorem 2. Four-dimensional or even higher dimensional
recommendation algorithms can be represented by the triangle
recommendation algorithm.

Proof. Assume a diversity recommendation algorithm is con-
structed with user, object, 𝑇1, and fourth dimension 𝑇2. It is
clear that nomatter howmany dimensions are added, the new
added dimensionmust be closely linkedwith the object.Then
the situations illustrated in Figure 4 should be considered to
illustrate all possible distributions of the four dimensions. Of

User

Object

wuo

T1

S1

S2

woT1

wuT1

woT2

wuT2

T2

Figure 4: 𝑤𝑖𝑗 represents the relationship weights between two
points; the larger the value, the stronger the relationship, where𝑆𝑘 (𝑘 = 1, 2) represents the areas of the top and bottom triangles.

course, the area of the constructed graph is still used under
each possible state in order to make recommendations. The
following work is illustrated with Figure 4.

As the quadrilateral formed by four points varies, that is,
it may not necessarily be a regular figure, so the area of the
quadrilateral is denoted by 𝑆, and it can be represented by

𝑆 = 𝑆1 (𝑤𝑢𝑇1 , 𝑤𝑜𝑇1 , 𝑤𝑢𝑜) + 𝑆2 (𝑤𝑢𝑜, 𝑤𝑜𝑇2 , 𝑤𝑢𝑇2) . (26)

It is not difficult to see that 𝑤𝑢𝑜 is the most important
weighting in 𝑆1, 𝑆2, and 𝑆. It is also the research focus of
the existing two-dimensional recommendation algorithm. At
this point, two cases of 𝑆1, 𝑆2 should be considered:

(1) When 𝑆1 = 𝑆2, for the target user, only one extra
dimension is needed. Either 𝑇1 or 𝑇2 can be chosen and only
three dimensions are needed.

(2) When 𝑆1 < 𝑆2 or 𝑆1 > 𝑆2, 𝑆 is the sum of the two
dimensions (in the three-dimensional relationship). The rec-
ommendation list of target users is the only obviously affected
one of the new dimension.Therefore, another new dimension
is redundant and only three dimensions are needed.

To sum up, in the two cases discussed above, the “squeeze
theorem” can be used to illustrate the importance of adding
a “third dimension” into the two-dimensional relationships.
In other words, the purpose is to improve the diversity of the
recommendation, but the accuracy of the recommendation
cannot be abandoned completely. In the two-dimensional re-
lationship, it is difficult to achieve good recommendation
diversity; in the four-dimensional relationship, as illustrated
by the discussion above, it is not necessary to have the
fourth dimension. Hence, all cases for higher dimensions
can be transformed into the research of several three-dimen-
sional relationships and there is no need for higher multidi-
mensional models. In the three-dimensional relationship, it
not only retains the recommendation accuracy in the two-
dimensional relationship but also improves the recommen-
dation diversity. Thus, the method proposed in this paper,
which is adding the third dimension to the two dimensions,
is effective in improving diversity.
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Table 1: The basic statistics for two real online rating datasets.

Data Users Objects Links Sparsity
MovieLens-100K 943 1574 82520 5.56 ∗ 10−2
MovieLens-1M 6039 3628 836478 3.82 ∗ 10−2

3. Data and Evaluation Indices

3.1. Data Description. In the research of traditional rec-
ommendation algorithms, there has never been a research
methodworkingwith three dimensions.Therefore, this paper
has difficulties in the data collection. Finally, two commonly
used real datasets were selected for the purposes of this paper,
which were the MovieLens-100K dataset and the MovieLens-
1M dataset. These often are used as the database for different
recommendation algorithms. The MovieLens datasets were
provided by the Group Lens project at the University of
Minnesota. The dataset uses a 5-point rating, and the higher
the score, the better the data. In constructing the bipartite
model, only data with a rating greater than or equal to 3 were
considered. After coarse-graining, the small dataset contains
82520 links and the large one contains 836478 links. It should
be noted that the bipartite model has no weighting in the
following analysis. In other words, the rating is ignored. The
basic statistics of the dataset are shown in Table 1.

3.2. Evaluation Indices. In order to evaluate the performance
of recommendation algorithms in practical applications,
cross-validation usually is used to assess how the results are
extended to independent datasets [30]. A cross-validation
process involves partitioning the datasets into complemen-
tary subsets, the training set, and the testing set. The training
set is used in the recommendation algorithm, and the recom-
mendation results are obtained.The testing set then is used to
verify the result. In the following experiment, a 10-fold cross-
validation strategy was used to evaluate the performance
of the proposed algorithm in each independent realization.
In particular, the user’s evaluation (i.e., at the edges of the
bipartite graph) is divided randomly into 10 equal length
subsamples and the partitioning process is independent of
the user and the object. Then, one of the 10 subsamples
is retained to test the performance of the recommendation
algorithm. The remaining 9 subsamples are combined and
used as a training set for the recommendations. In other
words, 90% of the entire dataset is used for recommendation
algorithms, and the remaining 10% is used to evaluate
the recommendation results. Specifically, the 10-fold cross-
validation process is repeated 10 times; that is, each of the 10
subsamples will be used as a testing set. Finally, the 10 test
results are averaged to obtain a single result, which is used as
the basis for evaluating the performance of the algorithm.

In previous literature, extensive research has been done
on how to evaluate the performance of recommendation
algorithms [31, 32]. In this study, seven widely used indices
were used to evaluate the performance of the recommenda-
tion algorithm, including four accuracy indices (AUC, MAP,
Precision, and Recall), two diversity indices (Intrasimilarity

and Intersimilarity), and a novelty index (Popularity). The
following is a brief overview of the seven indices.

Accuracy is one of the important indices for evaluating
the quality of recommendation algorithms. First, the AUC
(area under the ROC curve) [33] is introduced. The AUC
value can be interpreted as the probability that a randomly
chosen collected object is ranked higher than a randomly
chosen uncollected object. In the calculation of AUC, a side
randomly selected from the testing set is compared with a
nonexistent randomly selected side. If the weight of side in
the testing set is larger than that of the nonexistent side, then 1
point is added. If the two values are equal, then 0.5 points are
added. After 𝑁 times independent comparisons, if the side
value in the testing set is higher than that of the nonexistent
side for𝑁 times, and the two values are equal for𝑁 times,
then the AUC can be defined as

AUC = 1𝑚
𝑚∑
𝑖=1

(𝑁 + 0.5𝑁)
𝑁 . (27)

The greater the of AUC value, the higher the accuracy of the
algorithm.

Then, three 𝐿-dependent accuracy indexes are intro-
duced, namely, the MAP (Mean Average Precision) index
[34], the Precision index, and the Recall index [35]. The
MAP is a standard rank-awaremeasure of the overall ranking
accuracy in the field of information retrieval, which is similar
to the average ranking score [31, 32].The average precision for
user 𝑖 is defined as

𝑃𝑖 (𝐿) = 1𝐷 (𝑖)
𝑑𝑖(𝐿)∑
𝑠=1

𝑠𝑟𝑠 . (28)

Here, 𝐷(𝑖) represents the number of objects in the testing
set; 𝑑𝑖(𝐿) represents the number of common objects of the
testing set and the recommendation list with length of 𝐿. 𝑟𝑠
represents the ranking of the 𝑠th object in the recommenda-
tion list, and 𝑟𝑠 ∈ [1, 𝐿].Then, theMAP index can be obtained
by averaging 𝑃𝑖(𝐿) of all users:

MAP = 1𝑚
𝑚∑
𝑖=1

𝑃𝑖 (𝐿) , (29)

where𝑚 represents the number of users. A largerMAP index
corresponds to a better overall accuracy ranking.

The Precision index is defined as the ratio of the number
of common objects that appear in the recommended list and
testing set to the length of the recommendation list. For all
the users, the average Precision is defined as

𝑃 (𝐿) = 1𝑚
𝑚∑
𝑖=1

𝑑𝑖 (𝐿)𝐿 . (30)

Recall is also defined as a ratio

𝑅 (𝐿) = 1𝑚
𝑚∑
𝑖=1

𝑑𝑖 (𝐿)𝐷 (𝑖) . (31)

The higher the values of Precision and Recall, the higher the
recommendation accuracy.
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In the personalized recommendation algorithm, diversity
is an important index to evaluate the diversity of the objects
recommended by the algorithm. As it is difficult to obtain
external sources of object similarity information, the diversity
measure usually is based on the evaluation matrix. The
Intersimilarity is one of the widely used diversity indices and
it can be quantified by Hamming distance [36]. The average
Hamming distance value of all users can be defined as

𝐻(𝐿) = 1𝑚 (𝑚 − 1)
𝑚∑
𝑖=1

𝑚∑
𝑗=1

(1 − 𝐶 (𝑖, 𝑗)𝐿 ) , (32)

where 𝐶(𝑖, 𝑗) = |𝑜𝐿𝑖 ∩ 𝑜𝐿𝑗 | represents the number of common
objects in the recommendation list of user 𝑖 and user 𝑗. The
greater the Hamming distance value, the higher the diversity.
Intrasimilarity is another similarity index [37]; in other
words, it is measured by the cosine similarity between objects
in the recommendation list of target user.Mathematically, the
average Intrasimilarity [38] of all users is defined as

𝐼 (𝐿) = 1𝑚 (𝑚 − 1)
𝑚∑
𝑖=1

∑
𝑜𝛼 ,𝑜𝛽∈𝑜

𝐿
𝑖 ,𝛼 ̸=𝛽

𝑆Cos𝛼𝛽 , (33)

where 𝑆Cos𝛼𝛽 is the cosine similarity between the object 𝛼 and
object 𝛽 in the recommendation list 𝑜𝐿𝑖 of user 𝑖 with length
of 𝐿. The smaller the Intrasimilarity value, the higher the
recommendation diversity.

Novelty is an important index, which aims to quantify
the ability of an algorithm to produce novel (i.e., unpopular
or unwelcome) and unexpected results. Here, novelty is
quantified using the average popularity of the recommended
object. It can be defined as

𝑁(𝐿) = 1𝑚𝐿
𝑚∑
𝑖=1

∑
𝑜𝛼∈𝑜
𝐿
𝑖

𝑘𝛼, (34)

where 𝑘𝛼 is the degree of the object 𝛼 in the recommendation
list 𝑜𝐿𝑖 of user 𝑖. Lower popularity indicates higher novelty and,
potentially, better user experience.

4. Experiments and Results

The recommendation algorithm based on triangle area was
applied to two real online rating datasets. In order to facilitate
the comparison, some existing recommendation algorithms
also were considered, including global ranking (GR) [31],
user-based collaboration filtering (UCF) [14], item-based
collaboration filtering (ICF) [14], mass diffusion (MD) [22],
heat conduction (HC) [23], and CosRA-based filtering [38].

In GR, from the perspective of item degree, all items
are sorted in descending order according to their degrees
and then items with high degrees are recommended to the
target user [31] at one time. In UCF, the recommendation
list of the target user is obtained by analyzing the historical
behavior of other users with similar interests and preferences
[39]. Similarly, in ICF, by analyzing the past preferences of
the target user, the similarity of the items is obtained and

the recommendation list then can be obtained [40]. MD can
be viewed as the resource allocation process in the user-
object network [41, 42]. The CosRA-based index combines
the cosine index with the RA index and a new similarity
index, CosRA, is generated.Through the two steps of resource
allocation processes, the uncollected items are sorted in
descending order according to the size of the resource and re-
commended to the user from large to small [38]. The realiza-
tion details of the previous five recommendation algorithms
can be found in the survey report [9].

The results of the seven evaluation metrics are shown in
Table 2. As the Intrasimilarity value has good performance
in both of the datasets, 4 decimal places were retained for the
seven evaluation standards to better observe the change of the
Intrasimilarity value in the two datasets. This study focused
mainly on improvement of recommendation diversity and
the proposed recommendation algorithmbased on triangular
area (TR) has better performance than other algorithms.
This is discussed in two parts as shown in Tables 2 and 3.
First, comparing TR with the 5 recommendation algorithms
other than HC, it can be observed that TR has the highest
Hamming distance value, the lowest Intrasimilarity value,
and the highest novelty value. Although TR does not perform
as well as other recommendation algorithms in the four
accuracy metrics, it has the best performance in the three
metrics that measure diversity and novelty.

By comparing TR and HC with other recommendation
algorithms, it is evident that these two algorithms have better
performance than other algorithms in terms of diversity and
novelty. However, the performances of these two algorithms
are inferior to other algorithms in terms of accuracy. Of the
seven evaluation criteria, for the dataset MovieLens-100K,
HC is only better than TR in terms of AUC value and the
novelty value. TR is better than HC from the perspective of
accuracy. For the dataset MovieLens-1M, the performance
difference of HC and TR in diversity and novelty is not
significant. However, the performance difference in accuracy
is very evident. This is because HC studies the similarity be-
tween items from the perspective of degree and decides how
to allocate resources accordingly.This is helpful in improving
accuracy. There is no effective way to achieve the best
performance in all the three aspects of accuracy, diversity,
and novelty at the same time [27]. The latest study found that
although the most popular method did not achieve very high
accuracy [27], its diversity performance is outstanding.

From Tables 2-3, we can see intuitively that the perfor-
mance of TR is much better than that of other recommenda-
tion algorithms in the two aspects of diversity and novelty.

5. Summary and Future Work

In this study, research of the recommendation algorithm dif-
fers from the traditional two-dimensional recommendation
algorithm. This was the research focus of the investigation.
Due to the rapid development of the Internet, the volume
of available information has increased dramatically. Thus,
information overload has become an unavoidable problem,
which needs to be solved urgently. If too much attention is
paid to the accuracy of the recommendation, it will bring
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Table 2: The values of the seven evaluation metrics after applying the different recommendation algorithms on the two datasets.

AUC MAP P R H I N
MovieLens-100K
GR 0.863 0.208 0.058 0.358 0.395 0.408 255
UCF 0.887 0.315 0.070 0.476 0.550 0.394 242
ICF 0.888 0.385 0.073 0.494 0.674 0.413 211
MD 0.898 0.325 0.075 0.527 0.618 0.355 230
CosRA 0.908 0.380 0.082 0.575 0.724 0.335 204
TR 0.6105 0.0482 0.0446 0.3196 0.8862 0.0024 138
MovieLens-1M
GR 0.856 0.144 0.053 0.222 0.403 0.415 1660
UCF 0.872 0.176 0.061 0.263 0.458 0.415 1640
ICF 0.885 0.289 0.072 0.314 0.629 0.404 1445
MD 0.885 0.188 0.066 0.297 0.504 0.403 1618
CosRA 0.895 0.223 0.074 0.350 0.598 0.387 1541
TR 0.5717 0.0447 0.0334 0.2940 0.8043 0.0017 531
Notes. The recommendation length is defined as 𝐿 = 50. All the seven values are the average values of 10 independent realizations. The bold values indicate the
best performance of the recommendation algorithm on a metric.

Table 3: The performance comparison between TR and HC in seven evaluation metrics.

AUC MAP P R H I N
MovieLens-100K
HC 0.842 0.037 0.021 0.123 0.858 0.056 23
TR 0.6105 0.0482 0.0446 0.3196 0.8862 0.0024 138
MovieLens-1M
HC 0.881 0.052 0.034 0.162 0.861 0.045 198
TR 0.5717 0.0447 0.0334 0.2940 0.8043 0.0017 531

trouble for users, and the users may feel that a recommen-
dation is unnecessary. Therefore, the focus of the present
study was recommendation diversity. A “third dimension”
was introduced alongside the two normal dimensions, and
the relationship between any of the two dimensions in the
three-dimensional model is studied and quantified.The three
dimensions then were treated as three sides of a triangle,
and each triangle corresponded to an object. The area of the
triangle was calculated using Heron’s formula. Finally, the
recommendation list for target users was obtained according
to the triangle area in descending order. In the second part of
the investigation, the effectiveness of the three-dimensional
recommendation was illustrated by the method of solving
multivariate equations and application of the “squeeze the-
orem” that is used to decide whether a limit exists. The
experimental results showed also that the proposed algorithm
performs well in terms of recommendation diversity.

In the realization of the proposed recommendation algo-
rithm, user behaviors are clustered and processed by combin-
ing the 𝐾-mean and Markov chain in a user-object relation-
ship. This makes the algorithm relatively complex. In future
work, one of the focuses will be to reduce the time complexity
while keeping the effectiveness of the technique and the
recommendation performance of themodel will be evaluated
from the perspective of time as reference [21]. Due to the
limited number of commonly used public datasets that are

available to construct the triangle model, the experiments in
this paper only used the MovieLens dataset. It is planned
that more test data will be collected to validate the model.
Furthermore, an investigation of the balance of accuracy and
diversity will be helpful and is the anticipated focus of future
work.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was funded partially by the Open Fund of Key
Laboratory of theMinistry of Education (Grant 13zxzk01) and
the Digital Media Science Innovation Team of CDUT (Grant
10912-kytd201510).

References

[1] K. C. Laudon, C. G. Traver, and A. V. R. Elizondo, E-Commerce,
Pearson - Addison Wesley, 2007.

[2] Q.-M. Zhang, A. Zeng, and M.-S. Shang, “Extracting the
information backbone in online system,” PLoS ONE, vol. 8, no.
5, Article ID e62624, 2013.



10 Discrete Dynamics in Nature and Society

[3] J. B. Schafer, J. Konstan, and J. Riedl, “Recommender systems
in e-commerce,” in Proceedings of the 1st ACM Conference on
Electronic Commerce, pp. 158–166, USA, November 1999.

[4] C. Porcel and E. Herrera-Viedma, “Dealing with incomplete
information in a fuzzy linguistic recommender system to dis-
seminate information in university digital libraries,”Knowledge-
Based Systems, vol. 23, no. 1, pp. 32–39, 2010.

[5] C. He, D. Parra, and K. Verbert, “Interactive recommender sys-
tems: A survey of the state of the art and future research
challenges and opportunities,”Expert Systemswith Applications,
vol. 56, pp. 9–27, 2016.

[6] G.-D. Xu, Z.Wu, Y. Zhang, and J. Cao, “Social networkingmeets
recommender systems: survey,” International Journal of Social
Network Mining, vol. 2, no. 1, pp. 64–100, 2015.

[7] F. Ricci, L. Rokach, and B. Shapira, “Recommender systems:
introduction and challenges,” in Recommender Systems Hand-
book, pp. 1–34, Springer, 2015.

[8] G. Chen, T. Gao, X. Zhu, H. Tian, and Z. Yang, “Personalized
recommendation based on preferential bidirectional mass dif-
fusion,” Physica A: StatisticalMechanics and its Applications, vol.
469, pp. 397–404, 2017.
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