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Abstract—The concerns of sustainability and climate change 
have posed a significant growth of renewable energy associated 
with smart grid technologies. Various uncertainties are the 
major problems need to be handled by transmission system 
operator (TSO) planning. This paper mainly focuses on three 
uncertain factors, i.e. load growth, generation capacity and line 
faults, and aims to enhance the transmission system via the 
multi-objective TSO planning (MOTP) approach. The proposed 
MOTP approach optimizes three objectives simultaneously, 
namely the probabilistic available transfer capability (PATC), 
investment cost and power outage cost. A two-phase MOPSO 
algorithm is employed to solve this optimization problem, which 
can accelerate the convergence and guarantee the diversity of 
Pareto-optimal front set as well. The feasibility and effectiveness 
of the proposed multi-objective planning approach has been 
verified by the 77-bus system. 

Index Terms— multi-objective TSO planning; uncertainties; 
smart grid, two-phase MOPSO 

I. INTRODUCTION 

In Denmark and other European Union (EU) countries, the 
rapid growth of renewable energies, such as wind and 
photovoltaic, will prompt critical uncertainty issues on 
transmission grid. Especially in the future smart grid 
environment, the supply-side intermittent recourses and 
demand side stochastic consumptions will test the bearing 
capacity of the transmission network. The TSO has to explore 
new ways to circumvent these complex uncertainties. 

 Due to these emerging new challenges in the power 
system, ignoring uncertainties in the transmission expansion 
planning process may result in a huge cost for load shedding 
or generation dispatching. Recently, the multi-objective 
planning approach has become more necessary in order to take 
into account new problems caused by the competitive 
environment [1]. A number of literatures have been 
accomplished in multi-objective TSO planning (MOTP) 
approach. A detailed review of various methods proposed for 
MOTP can be found in [2-5]. Probabilistic tools, e.g. Monte 
Carlo simulation [2], are very prevalent for modeling 
uncertainties in decision making process. Normally, the 

random uncertainties are noted as probabilistic density 
function (PDF) while the non-random uncertainties are 
modeled with scenario technique [6–7]. Besides, fuzzy 
decision making [7] and fuzzy decision analysis have been 
used to handle the substantial uncertainties in the future 
generation and load patterns in a complex environment. These 
approaches usually need repetitive and huge complicated 
computational work, which leads to time consuming and 
boring tasks. Therefore, only a few papers [1-4] take 
uncertainties into account in MOTP model, which so far has 
not been considered seriously.  

However, the solution of the MOTP problem is almost 
impossible to be settled by pure mathematical optimization 
approach, in view of it is a non-convex and nonlinear mixed 
integer problem. Currently, several intelligent algorithms have 
been applied to enhance the performance of the decision 
making problem, including genetic algorithms (GA), particle 
swarm optimization (PSO), and evolutionary optimization. 
PSO is one of the most widely used multi-point search 
algorithms with stochastic behavior and powerful searching 
ability. PSO was originally developed by Kennedy and 
Eberhart, who derived the biological inspiration from 
behavioral models of swarming animals such as bird flocks 
and fish schools [8]. Based on single-objective PSO a variety 
of algorithms have been developed to adapt PSO to 
optimization problems with multiple objectives, referred to as 
Multi-Objective Particle Swarm Optimization (MOPSO) 
algorithms. Some of the most common MOPSO variations are 
presented in [9-11]. Note that, the most famous Sigma method 
[10] is not capable of achieving good convergence and 
uniform diversity simultaneously. Therefore, the performance 
of the MOPSO algorithm needs to be improved to meet the 
MOTP interest. 

In this paper, the probability models of the uncertainties 
caused by load growth, generation capacity and line faults are 
formulated. Furthermore, a MOTP approach is proposed to 
optimize three objectives: the probabilistic available transfer 
capability (PATC), the cost of power outage and the cost of 
network investment. Accordingly, a two-phase MOPSO is 
introduced to accelerate the convergence and guarantee the 
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diversity of Pareto-optimal front set. Case study based on the 
77-bus system is conducted to demonstrate the feasibility and 
effectiveness of both the proposed MOTP approach and the 
improved MOPSO algorithm. 

II. PROBLEM FORMULATION 

A.  Uncertaities modeling 

This paper mainly focuses on three major uncertainties, 
which come from the load growth, generation capacity and 
line faults, are described and simulated with random variables.  

1) Load growth uncertainty modeling 
In terms of the vast spread of new types of demand, for 

instance, Heat Pump and Electric Vehicle, it will be much 
more crucial for the TSO to preview the possible 
consequences of the load volatility.  

A probability model based on the normal distribution is 
introduced to represent the uncertainty of load growth. For 
existing a load node i, assuming that the point of the original 
load is Pi0, the load deviation is ΔPi can be depict as a random 
variable, which obeys the normal distribution, as shown in (1). 
Then, the load of node i is Pi= Pi0+ΔPi. 

                                   ( )2,i i iP N μ σΔ                              (1) 

Where  
μi        the expectation of the load based on the forecasting 

result  
σi            the corresponding standard deviation. 

2) Generation capacity uncertainty modeling 
In the planning stage, a generation node imposed by wind 

or solar may become a new fluctuation node.  TSO has to 
consider both the generators to be installed and the retirement 
time of existing generators, and the decision should cover the 
unpredictable factors such as weather, fossil price, and the 
change of market rules. The generation capacity node i could 
follow the discrete probability distribution, 

                                 ( )Pr Gik ikX P a= =                              (2) 

where 
PGik           the possible value of generation capacity  
aik          the probability of the generation capacity may occur, 
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3) Line faults uncertainty modeling 
Identification of candidate lines usually starts from 

deciding the planning horizon and performing market 
forecasting correspondingly. Market simulations can be 
conducted to examine system stability and reliability, and to 
identify locations that potentially need new branches.  

Furthermore, eliminate a portion of candidate lines by 
examining their investment cost and construction time. Some 
lines may also be abandoned if they violate environmental 
criterion or government policies [1]. Then, using the (0-1) 
distribution model to represent the uncertainty of the 
transmission line, where 0 indicates that the line is in failure 

(or maintenance) status, 1 indicates the line is the normal 
operating state. 

Therefore, each power system scenario of load, generation 
and transmission line can be generated by Monte Carlo 
simulation stochastically. 

B. MOTP model 

Three indices, namely the PATC, the cost of power outage 
and the network investment cost, are considered as 
optimization objectives to implement and achieve three 
planning goals simultaneously. They, respectively, represent 
efficiency, reliability and economic for the transmission 
expansion planning. The proposed model is shown in 
objectives (3)-(5) and constraints (6)-(19). 

Objectives 
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where subscript 1 means in normal operation conditions, while 
subscript 2 represent considering PATC. 

E            expected value of the operator 
e             unit vector 
T            load equivalent duration 
IERi            cost rate of power outage for node i 



EENSi   the expected energy not supplied 
cij          cost of single line added to the branch i-j 
p            penalty factor 
ΔW        total load shedding in operation condition 
S            the node-branch incidence matrix 
f             the vector of active power flows 
r             the vector of node load shedding 
l                the vector of forecasted loads 
d            the vector of active powers growth considering PATC 

g, g        the vector of generated active powers, and the upper 
bound  

fij, ijf       the active power flow in single line of branch i-j, and 

the upper bound 
kij           the load rate of active power flow in single line 
γij            the susceptance of single line in the branch i-j 

0
ijn , nij, ijn  the number of existing lines, added lines of branch 

i-j, and the upper bound  
θi, θj       the voltage angle of node i, j  
h             the expected value of the operator considering PATC 
α              the pre-set confidence in normal operation conditions  
β             the pre-set confidence considering PATC 
Ω            the set of the buses of the existing and new added 

lines 

EENSi is the expected energy not supplied. The total 
number of load loss events is calculated according to the “N−
1” and “N−2” line outage scenarios [12]. 

III. METHODOLOGY 

A. Single Objective PSO 
 

The single objective PSO optimizes one objective function 
via the population-based stochastic tracking, where particle 
denotes the potential optimal solution and swarm covers a set 
of particles. Each particle moves through a multiple 
dimensions space to pursue a possible solution by conducting 
self and neighbors’ experiences. In the searching space, the 
behavior of a particle can be recognized as the velocity (v) and 
position (x). The updating rule of PSO will steer the particle 
swarm to gather in more promising area with better objective 
value. 

For the ith particle, let Xi=(xi1,xi2,…,xin) represents the 
position and  Vi=(vi1,vi2,…,vin) denotes the velocity, and the 
local best position can be written as pi=(pi1,pi2,...,pin). The 
global best position (guide) among all the particles can be 
given as pg = (pg1, pg2,..., pgn). Thus, the evolutionary strategy 
of the ith particle in iteration t can be expressed as 

  ( ) ( )1
1 1 2 2

t t t t t t
ij ij ij ij gi ijv w v c r p x c r p x+ = ⋅ + ⋅ ⋅ − + ⋅ ⋅ −         (20) 

                               1t t t
ij ij ijx x v+ = +                                    (21) 

where w is the inertia weight factor to control particle’s 
exploration in the searching space, c1 and c2 are non-negative 
constants called acceleration coefficients, which control the 
influence of pi and pgi, r1 and r2 are random numbers in the 
range of [0, 1], and  j=1,2,…,n.  

B. Two-phase MOPSO 

For MOPSO, the goal is to find an optimal trade-off 
between several competing objectives for which usually no 
single optimal solution exists that minimizes all objective 
function values at the same time. As investigated in [10-11], 
normal means either pay attention to the convergence with 
worse diversity or has a better diversity but lower convergence 
rate, the tow-phase MOPSO method introduced in this paper 
takes both the convergence rate and the diversity of solutions 
into account. The implementation procedures are drawing as 
follows.  

1) The Steps  
Step 1: Initialize the swarm S in searching space, and the 

PSO coefficients w, c1 and c2, and maximum iterations T, t=0. 

Step 2: Initialize the position and velocity of each particle 
in set S. For the ith particle, set t

ijp = Xi with velocity Vi=0, 

i=1,2,…,N, where N is the size of swarm S in the archive A. 

Step 3: For each iteration t, where t=1,2,…,T, 

• Select the global best position t
gip for each particle 

from the archive A refer to the solution’s diversity.  

• Update position and velocity of every particle on basis 
of an update equation with time variant acceleration 
coefficients according to the (20)−(21). 

• Retain the particles within the search space in case 
they go beyond their boundaries. If the particle 
position moves beyond its boundaries, the value of its 
corresponding boundary will be taken. 

• Update the local best position t
ijp , if the current 

location is dominated by its local best location pi, then 
the previous location is maintained, otherwise, the 
current location is set as the personal best location. If 
the particles are mutually non-dominated, one particle 
is selected randomly. 

• Update the archive A to store the non-dominated 
solutions from a combined population of the swarm 
and the archive. 

• Loop counter points to t+1.  

2) Archive set 
Aiming to summarize a better Pareto front approaching the 

optimization algorithm and store particles with the best global 
positions, it is vital to remain the non-dominated solutions 
cope of the entire searching process. Archive A is introduced 
to cumulate the non-dominated individuals from the 
evolutionary process in the multi-objective optimization 
problems.   

In the starting point, the archive A is set to be null and the 
contents will be continuous updated as the optimization 
proceeded by absorbing superior solutions and eliminating 
inferior ones. In case the archive has exceeded its marginal 
capacity, a crowding distance mechanism [13] is motivated to 
reduce the capacity of the archive A without losing the 
diversity of the non-dominated solutions. The final crowding 



distance value of a solution is computed by adding the entire 
individual crowding distances in each objective function.  

In particular, during the heuristic multi-objective 
optimization process, the algorithm is attempting to build up a 
discrete structure of Pareto front, which imposes the 
distributed solutions as diversely as possible. Since the Pareto 
front can be drawn in a distance metric, crowding distance 
will be calculated for each candidate solution separately. Here, 
a solution with a longer crowding distance means it is more 
crowded than other solutions and the diversity of the solution 
is higher. Consequently, the top ranking of such sort of 
solutions should be considered as the optimal solution. 

3) Two-phase MOPSO strategy 
As proposed in [14], the two-phase MOPSO consists with 

• The 1st phase, where the Sigma method [10] is 
employed to facilitate the fast convergence and obtain 
an approximated Pareto front.  

• The 2nd phase, where an ideal optimal particle method 
is adopted to promote the diversity of the solution. For 
a multi-objective optimization problem, the ideal 
optimal particle X ∗  is decided by  

             ( )( ) ( )( )2

1

min
n

k k
k

f X f X f∗ ∗ ∗

=

= −∑ϕ            (22) 

where kf
∗ is the previous optimal value of the kth 

objective, k=1,2,…K. 

The selection of an appropriate guide particle is the most 
crucial work in MOPSO process, a proper guide is the key to 
achieve better convergence among non-dominated solutions 
towards the Pareto front associated with better diversity 
characteristics. Several guide selection mechanisms have been 
conducted by [9], [15], such as the dynamic neighborhood, the 
non-dominated sorting PSO, the roulette wheel selection and 
random selection, the sub-swarm-based method, Sigma 
method, SPEA2-based guide method and HSG-MOPSO 
method. In this paper, the procedures of selecting the guide 
particles are concluded as, 

• A set of potential guides is created and updated in 
each iteration t using the available non-dominated 
solutions in archive A. 

• Calculate the optimal value kf
∗ and the corresponding 

particle f
iX , respectively. 

• Gain the ideal optimal particle X ∗ by (22). 

• Calculate the guide gp∗ according to the ideal optimal 

particle X ∗ , where gp∗ is the optimal value for each 

objective k. 

To reduce the MOPSO computational burden and make it 
easier to be implemented, a mutation operator introduced in 
[9] is involved to ensure the algorithm converging in the 
global optimal front.  

 

C. MOTP program flow 

Considering the MOPSO approach is essentially an 
unconstrained optimization algorithm, a brief scheme [11] is 
added to deal with the constraints of the proposed MOTP 
problem, i.e. if two individuals are compared and feasible due 
to their constraints, non-dominance is directly utilized to 
choose which is better. If two of them are both infeasible, the 
one with the lowest amount of constraint violation host the 
other. If one is feasible and the other is infeasible, the feasible 
one dominates. 

The major MOTP modules and the general flow of the 
program are shown in Figure 1. The Fuzzy satisfying decision 
making approach introduced in this program has been 
discussed in [7], which consists of three major steps, i.e. 
boundary decision, normalization and decision analysis. 

 

Figure 1.  MOTP program flow 

IV. CASE STUDY 

Case study has been carried out on the 77-bus system, to 
prove the effectiveness of both the proposed multi-objective 
planning approach and two-phase MOPSO. The parameter 
details of the 77-bus system can be found in [3]. The system 
has 93 right-of-ways, the active power transmission limit of 
each line is 2300MW, and line cost is $193,200/km. 

The best three planning schemes of the 77-bus system are 
presented in detail in Figure 2 and TABLE I, which all 
indicate the network of the 77-bus system has a relative tightly 
linked structure. Further comparison between S1 and S2 shows 
that, under the almost same power outage cost, S1 is definitely 
better than S2 due to its higher PATC and lower investment 
cost. Compared with S3, S1 has extremely high PATC and 
obviously low cost of power outage but with a notable 
increase on the investment cost. 



 
Figure 2.  Topology of the expanded network of the 77-bus system 

TABLE I.  BEST PLANNING SCHEMES OF THE 77-BUS SYSTEM 

V. CONCLUSIONS 

A MOTP approach considering uncertainties is proposed 
in this paper, the objectives are PATC, the cost of power 
outage and the network investment cost. The solving 
algorithm based on the two-phase MOPSO is also introduced. 
The planning results of the 77-bus system show that, for a 
large and practical system, the proposed MOTP method can 
effectively enhance the transmission ATC by adding specific 
new lines under the variety conditions of uncertainties. 
Considering efficiency, reliability, and economic, the best 

planning schemes can be put forward by the two-phase 
MOPSO, which shows its superiority as well. 

Further research can focus on the multi-stage and multi-
objective model, which should consider the uncertainty of the 
bidding parameters and other uncertain factors in transmission 
expansion problem. 
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Schemes S1 S2 S3 

Same new 
added lines 

6-8(2), 7-8(2), 8-9(2), 15-43(2), 16-20(2), 17-40(2), 
18-23(1), 21-22(2), 21-26(1), 21-34(1), 23-25(1), 24-
33(2), 25-33(1), 26-28(2), 27-28(2), 28-29(2), 30-
35(2), 30-43(2), 31-32(2), 32-41(2), 33-42(1), 34-
39(1), 36-37(2), 38-39(1), 50-60(2), 50-62(2), 50-
67(1), 50-69(1), 51-53(2), 52-53(2), 53-69(1), 55-
56(1), 56-57(2), 59-68(2), 61-69(2), 63-64(2), 63-
65(2), 73-77(2), 4-5(2), 26-42(1), 48-66(1), 50-56(1), 
54-55(1), 59-66(1), 71-74(1), 71-75(1), 75-76(1) 

Different new 
added lines 

5-11(1), 21-
22(1), 54-55(1), 

58-59(1) 

48-49(1), 55-
56(1), 59-63(2), 

70-71(1) 
58-59(1) 

PATC (%) 18.4 17.9 9.7 

Cost of power 
outage (×104$) 71.5 69.8 103.3 

Investment cost 
(×104$) 105210.0 105712.6 72501.3 


