
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=icsu21

Computer Aided Surgery

ISSN: 1092-9088 (Print) 1097-0150 (Online) Journal homepage: https://www.tandfonline.com/loi/icsu20

Development of an Endoscopic Navigation System
Based on Digital Image Processing

M. Scholz, W. Konen, S. Tombrock, B. Fricke, L. Adams, M. von Düring, A.
Hentsch, L. Heuser & A. G. Harders

To cite this article: M. Scholz, W. Konen, S. Tombrock, B. Fricke, L. Adams, M. von Düring,
A. Hentsch, L. Heuser & A. G. Harders (1998) Development of an Endoscopic Navigation
System Based on Digital Image Processing, Computer Aided Surgery, 3:3, 134-143, DOI:
10.3109/10929089809149841

To link to this article:  https://doi.org/10.3109/10929089809149841

© 1998 Informa UK Ltd All rights reserved:
reproduction in whole or part not permitted

Published online: 06 Jan 2010.

Submit your article to this journal 

Article views: 296

View related articles 

Citing articles: 4 View citing articles 

https://www.tandfonline.com/action/journalInformation?journalCode=icsu21
https://www.tandfonline.com/loi/icsu20
https://www.tandfonline.com/action/showCitFormats?doi=10.3109/10929089809149841
https://doi.org/10.3109/10929089809149841
https://www.tandfonline.com/action/authorSubmission?journalCode=icsu21&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=icsu21&show=instructions
https://www.tandfonline.com/doi/mlt/10.3109/10929089809149841
https://www.tandfonline.com/doi/mlt/10.3109/10929089809149841
https://www.tandfonline.com/doi/citedby/10.3109/10929089809149841#tabModule
https://www.tandfonline.com/doi/citedby/10.3109/10929089809149841#tabModule


COmplrte* Aided S ~ r g n ~  3:134-143 (1998) 

Biomedical PaBer 

Development of an Endoscopic Navigation System 
Based on Digital Image Processing 

M. Scholz, M.D., W. Konen, Ph.D., S. Tombrock, €3. Fricke, M.D., L. Adams, Ph.D., 
M. von During, M.D., A. Hentsch, M.D., L. Heuser, M.D., and A.G. Harders, M.D. 

Department of Neurosurgery W.S., A .  G. H.), Center for Neuroinforrnutics (w. K ,  S. T.), Institute of 
Neuroanatomy (B.F., M.D.), and Institute of Radiology and Nuclear Medicine (A.H., L.H.), Ruhr 

University Bochum, Bochum, Gemany, and Philips Medical Sys tm,  Eindhoven, 
The Netherlank (L.A.) 

ABSTRACT We developed a new system to couple the endoscope to an optical position measure- 
ment system (OPMS) so that the image frames from the endoscope camera can be labeled with the 
accurate endoscopic position. This OPMS is part of the EasyGuide Neuro navigation system, which 
is used for microsurgery and neuroendoscopy. Using standard camera calibration techniques and a 
newly developed system calibration, any 3-dimensional (3-D) world point can be mapped onto the 
view from the endoscope. In particular, we can display the coordinates of any anatomical landmark 
of the patient as it is viewed from the current position of the camera. This and other image- 
processing techniques are applied to the labeled frame sequence in order to offer the neurosurgeon 
a variety of control modules that increase the safety and flexibility of neuroendoscopic operations. 
Several modules, including a new motion alarm system and the “tracking” and “virtual map” 
modules, were tested in a human cadaveric model using the frontal and occipital approaches. A failure 
rate of 8.6% was experienced during testing of the first version of the s o h a r e ,  but the second 
version was 100% successful. Thus, an endoscopic navigation system based on digital image pro- 
cessing has been developed that could be a revolutionary advance in image-guided surgery. Comp Aid 
Surg 3:134-143 (1998). 01998 Wiley-Liss, hc. 
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INTRODUCTION 
Many publications describing the use of image data 
in computer-assisted surgery (CAS) deal primarily 
with the registration of preoperative 3-dimensional 
(3-D) data [i.e., from computed tomography (CT) 
and magnetic resonance imaging (MRI)] with the 
intraoperative situation and po~ition.~ Frameless 
and armless navigation systems for microsurgery of 
brain tumors are used routinely today,l.8 and the 

integration of a navigation system with a micro- 
scope has also been developed and is in routine 
use.’ In this kind of operation the control of the 
position data by the navigation system is recom- 
mended, and this can easily be done .by manual 
calculation with the CT topogram as described in 
detail by Seeger.18 The tumor is projected slice by 
slice into the CT topogram, then its relation to 
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natural anatomic landmarks (i.e., the porus acusti- 
cus externus, bregma, protuberantia occipitalis ex- 
terna, and glabella) is calculated and then measured 
on the patient’s head. 

In most navigation systems a connection with 
the endoscopic image data is not possible. Further- 
more, intraoperative tissue displacement caused by 
loss of cerebrospinal fluid or by surgical reduction 
of a space-occupying lesion is not taken into ac- 
count. A possible approach to real-time neuroen- 
doscopic navigation is based on the application of 
intraoperative open MRI, and basic research in this 
area has been undertaken with human cadavers at 
Ruhr University Bochum.16 The main difficulties 
encountered are electromagnetic artifacts caused by 
the monitor and the endoscope system and material 
artifacts of the endoscopic instruments. In addition, 
the required h4R compatibility can be attained only 
with a complete rearrangement of the whole oper- 
ating room, including the endoscopy system and 
endoscopic instruments. 

In specialized centers the guidance of the 
endoscope is based on X rays and intraventricular 
application of a contrast medium.2 The combina- 
tion of a frameless navigation system with an ul- 
trasound device in the endoscopic tip is another 
development intended to improve orientation in 
endoscopic operations.I5 The EasyGuide” Neuro 
system (Philips) is one of the latest generation of 
neuronavigation systems that use a high-precision 
optical position measurement system (OPMS) suit- 
able for mi~roneurosurgery~9 and neuroendos- 
copy.I7 It has also been used in combination with 
intraoperative CT to update and recalibrate the pre- 
operative image data.13 The high precision of the 
OPMS was the major reason we chose this system 
for our study. 

In neuroendoscopic interventions there are 
several problems that must be overcome, including 
loss of visibility as a result of bleeding, difficulties 
in orientation with respect to pathologic anatomy, 
the lack of a rear view behind the endoscopic tip 
(with the consequent danger of tissue damage re- 
sulting from movement in that direction), and a 
restricted visual field when close to the observed 
object. During neuroendoscopy the endoscopic pic- 
ture appears on the screen, but it is lost in the next 
instant unless it is recorded on tape or by photog- 
raphy. Gunkel et described a navigation system 
based on preoperative CT data that is able to insert 
a preoperatively defined path into the live-video 
data of the endoscope. However, in this system the 
endoscopic picture itself is not analyzed. Image 
analysis may provide different options for the neu- 

rosurgeon with the use of the modern techniques of 
neuroinformatics. The new aspect of the system 
described here is the combination of an endoscopic 
navigation system with a new image-guided control 
system based on video data to increase the safety 
and flexibility of neuroendoscopic interventions. 
The video data are digitalized by a frame grabber 
and used in different image-control modules. These 
modules offer the options in the following eight 
subsections. 

Motion Alarm System 
The main danger of endoscope holders is tissue 
damage arising from loss of fixation of the endo- 
scope. In our system an automatic image-control 
module monitors the stationary endoscope and 
gives an alarm if there is any movement in the 
observed image. Thus, the light-emitting diodes 
(LEDs) at the endoscope can be switched off and 
the navigation system used for another instrument 
without removing the endoscope from the operat- 
ing field. This may be useful if endoscope-assisted 
microsurgical procedures are being performed. 

Landmark Location and Tracking 
This module allows a given landmark in the endo- 
scopic image to be marked, tracked automatically 
while the endoscope is moving, and relocated from 
any point, even if it is outside the endoscopic view. 
For example, during the inspection of an arachnoi- 
dal cyst, the optimal fenestration point can be 
marked as an “optimal image” and linked with CT 
position data. After further exploration of the cyst, 
this point can be easily found again by following 
overlaid arrows in the system. This is especially 
helpful for orientation in very large and homoge- 
nous surroundings with only a few anatomic struc- 
tures for reference. When marking two landmarks it 
is also possible to measure distances in a no-touch 
mode, such as the size of a previously performed 
fenestration or a partial tumor resection. 

virtual Map 
This module allows automatic storage in map form 
of endoscopic images obtained from various posi- 
tions during inspection of the ventricular system. 
All these views come from the same patient and are 
stored each second during the endoscopic exam. If 
the direct view is lost (e.g., due to bleeding, a 
defect in the light source or camera system, or 
pollution of the endoscopic tip) the corresponding 
virtual images can be retrieved from the computer, 
thus helping the neurosurgeon to maintain a visual 
impression of the operating field. The system offers 
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Virtual Reverse Movement 
During reverse movement of the endoscope there is 
the danger of vessel injury because of the restricted 
visual field. The “virtual reverse movement” func- 
tion offers a virtual image sequence beginning at 
the actual endoscope position, which is comparable 
to a real reverse movement. Dangerous situations 
can thus be recognized and avoided prior to actual 
movement of the endoscope. For example, an ap- 
proach through the foramen Monroi to the floor of 
the third ventricle can be complicated by fornix 
damage at the edge of the f. Monroi if the endo- 
scope is tilted too severely. The virtual reverse 
movement function can prevent such a potentially 
fatal complication by permitting optic measure- 
ment of the f. Monroi area and further calculations 
(Fig. 2). 

Recalibration by 3-D Position Measurement 
of Anatomical Landmarks 
One major problem affecting the precision in con- 
ventional navigation systems is displacement of 
brain tissue as a result of cerebrospinal fluid loss or 
intraoperative reduction of space-occupying le- 
sions. Preoperative CT data cannot solve this prob- 
lem; however, once we have a calibrated endo- 
scope, the endoscopic video data can be used for 
on-line recalibration inside the brain in order to 
overcome this difficulty. One or more distinctive 

Fig. 1. Schematic example of a virtual visual field en- 
largement performed by fusion of several endoscopic im- 
ages. 

the closest image present in the data base; interpo- 
lation methods are not used. If the actual position is 
too far from a previously passed position and a 
virtual image cannot be calculated, an alarm sounds 
and a red blank warns the neurosurgeon of the 
situation. 

Vial Background for Bleeding 

In current neuroendoscopic operations the surgeon 
can manage bleeding that causes a complete image 
loss (“red-out”) only by rather ineffective indirect 
methods such as rinsing. If this is not effective the 
reverse movement of the endoscope carries the risk 
of severe tissue destruction. The function of virtual 
background in the case of red-out allows the cal- 
culation of a virtual image based on actual endo- 
scope position data and previously stored endo- 
scopic images. A red detector can help to find the 
source of bleeding by comparing the image show- 
ing the bleeding to previously stored images show- 
ing a dry surgical field; this may allow safe navi- 
gation and perhaps intervention (coagulation), even 
in the case of complete failure of the sensor. 

Virtual Visual Field Enlargement 

During lateral movement of the endoscope, several 
images from it are fused to give one general view, 
offering better orientation and providing an over- 
view for the neurosurgeon. Figure 1 gives an ex- 
ample of such a virtual visual field enlargement. 

Fig. 2. Calculation of the size of the foramen of Monroi 
in order to allow safe movement of the endoscope at the 
floor of the third ventricle without damaging fornical struc- 
tures. 
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landmarks are marked by the neurosurgeon in a 
video frame, and subsequent automatic tracking 
establishes their 3-D coordinates. If necessary, the 
preoperative data can then be recalibrated. The 
achievable precision of the recalibration is within 
the precision range of the navigation system (e.g., 
EasyGuide Neuro). No exact model for tissue mo- 
tion has been found so far, although it is thought 
that brain tissue displaces more markedly in corti- 
cal areas than, for example, in the region of the 
brain stem. In addition, there are presumably sig- 
nificant individual and age-dependent differences 
related to the amount of water in the brain that must 
also be taken into account. 

Aiming 
This module permits a return to a previously 
marked anatomic structure by robot steering under 
the automatic control of the endoscopic image data. 
It is possible to set up a data base of anatomical 
landmarks to allow automatic patient-independent 
identification of these landmarks. Robot steering in 
the operating room is only possible with automatic 
visual control. 

MATERIALS AND METHODS 
A special device with three infrared LEDs was 
mounted on a rigid endoscope (Wolf, 5.9-mm outer 
diameter) at a distance of 18 cm from the tip (Fig. 
3). A color charged-coupled device (CCD) camera 
(Wolf, CCD Endocam 5500) at the rear end of the 
endoscope captures the image from the tip through 
a special lens system (380-mm distance from tip to 
rear). The positions of the LEDs are measured 
continuously by the OPMS, which is part of the 
EasyGuide Neuro navigation system. The OPMS 
basically consists of a stereo camera rig stationed in 
the operating room. The system determines the 6 
degrees of freedom of the rigid endoscope within 
the coordinate system of the camera rig. The OPMS 
data are transferred via serial interface to the PC at 
a rate of 8 Hz (eight position data sets per second) 
and a serial line communication at 14,400 baud. 
The video output of the endoscope camera is con- 
nected to a TV monitor and a PC frame grabber; 
this allows live display of the color image on the 
PC's VGA monitor with the option of overlaying 
certain cursor marks. The procedure of TsaiZ1 was 
used for camera calibration, which provides a ver- 
satile and robust estimation of the camera param- 
eters. 

A basic feature of the calibrated system is its 
ability to establish the 3-D coordinates of an ana- 
tomic landmark in the patient using standard trian- 

Fig. 3. Experimental arrangement of a human cadaveric 
head fixed with the Mayfield clamp. The endoscope with the 
triangular-shaped LEDs is inserted via an occipital ap- 
proach. 

gulation techniques.13 It was found that small 
movements of the endoscope (e.g., 2-3 mm loom- 
ing movements) are sufficient for good accuracy. 
Thus, even the small maneuvering space available 
during an operation is adequate for obtaining the 
3-D information. In automated mode the landmark, 
once selected, is automatically tracked until views 
from sufficiently divergent angles are obtained. In 
all cases, no greater movements are required than 
those that are usual during operative navigation. 
Knowing the camera positions from the OPMS, we 
obtain the 3-D representation in the OPMS system 
using standard triangulation techniques.14 The ac- 
curacy of the different calibration procedures was 
measured during laboratory investigations, and the 
technical aspects of our work are described in more 
detail in an earlier report.12 

Although not specified in a standard protocol, 
it has been determined that if the position of the 
endoscopic LEDs is not changed, one initial cali- 
bration process (of approximately 25-min duration) 
is sufficient for several operations. The neurosur- 
geon can proceed in the normal manner recom- 
mended for endoscopic operations, inspecting the 
ventricular system if necessary and then navigating 
to the target of choice. During this time sufficient 
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images are stored to enable the modules to func- 
tion. There are no problems responding to changes 
in the head’s position during surgery because the 
position of the Mayfield clamp can be registered by 
a specially developed LED rig. 

In our preclinical study the first three modules 
described (the alarm system, tracking, and virtual 
map modules) were tested in a formalin-fixed hu- 
man cadaveric head using a right and left frontal 
and occipital approach. During all experiments a 
neurosurgeon and a programming engineer were 
both present to evaluate the system, and possible 
improvements to the software were discussed af- 
terward. The alarm system was tested during fixa- 
tion of the endoscope with a special holding device 
(Magic Arm, Philips) in three different situations: 
movement of the endoscope, small vibration of the 
endoscope, and change in lighting conditions. 

The tracking module was tested on different 
anatomic landmarks with strong contrast (plexus 
choroideus) and poor contrast (corpora mammillar- 
ia), and the accuracy of landmark detection was 
observed. During tests of the virtual map module 
special movements without a direct endoscopic 
view were undertaken by the neurosurgeon that 
were based solely on the virtual images. The engi- 
neer controlled the path of the endoscope by com- 
paring virtual and real images. 

A physical evaluation of the system’s preci- 
sion was also performed in the laboratory in the 
form of 810 tests of the modules’ landmark track- 
ing and measurement abilities. We used a tripod- 
mounted endoscope directed onto special graph 
paper in a bath of Ringer’s solution for these tests 
as shown in Figure 4. 

RESULTS 
A good calibration for the wide-angle and radially 
distorted endoscopic lens system was obtained 
(0.2-mm accuracy). We coupled the endoscope to 
an OPMS that tracks its 3-D location in space. The 
system allows the direct overlay of 3-D points or 
arbitrary 3-D structures onto the live camera image 
with high accuracy (0.7-0.8 mm). Conversely, 
landmarks in the camera image can be tracked 
when the endoscope is moving and their 3-D data 
can be obtained and reported to other systems. 
During the cadaver experiments and phases of soft- 
ware improvement particular care was taken to 
ensure that every module could be initiated with 
only one or two clicks of the computer mouse. 

We conducted 35 cadaver experiments with 
the system; Table 1 summarizes the results. Even 
the initial software revision gave good results in 

Fig. 4. a: Experimental setting for testing of the module’s 
accuracy: the endoscope is directed at special graph paper in 
a bath of Ringer’s solution. b: Example of experimental 
distance measurement. 

nearly all the experiments undertaken, although 
failure occurred in 3 out of 35 experiments (8.6%). 
Failures of the system were due to incorrect land- 
mark tracking. After the subsequent second revi- 
sion of the software, a 100% success rate was 
achieved. The software changes were of a mathe- 
matical nature and involved optimization of camera 
calibration and the intrinsic calibration of the sys- 
tem. 

The dann system module (Fig. 5 )  effectively 
controls the endoscopic view and reacts if the en- 
doscope is moved, but a mere change in light 
intensity does not result in an alarm. Similarly, 
rhythmic vibrations of ventricular contents, which 
can sometimes be observed in neuroendoscopic 
interventions, can be detected and do not produce a 
false alarm either. 

The tracking module pig. 6(a-c)] is avail- 
able in two different forms: the first requires two 



Scbolz et d.: Endoscopic Navigation System 139 

Table 1. Results of Preclinical Cadaver Experiments 
Modules No. Failure analysis 

tested Anatomic details experiments No. failures and cause and remedy 
Alarm system Foramen monroi 6 1-fast change in light Not necessary 

infundibulum 
Tracking Infundibulum corpora 

mammillaria artificial 
piece of brain edge of 
f. monroi plexus 
choroideus 
Floor of III, ventricle- 
lateral ventricle lateral 
ventricle-infundibulum 

Virtual map 

3 intensity 
8 1-slipping of arrow in up Successful 
1 and down movement improvement of 
1 (first software version) software 
2 
6 
4 1-rotation of endoscope Successful 
4 not detected (first improvement of 

software version) software 

mouse clicks on the same landmark from different 
points of view, and the second requires only one 
mouse click and permits automatic tracking during 
slow movement of the endoscope. The surgeon 
simply points initially at the landmark, then the 
system tracks it while the endoscope is moving 
until some stopping criterion is met; then it finally 
reports the 3-D coordinates and displays the over- 
lay mark. A fast tracking algorithm was imple- 
mented that uses template matching in a 2-D log- 
arithmic search fashion.I0 If the landmark is outside 
the endoscopic view, an arrow shows its direction; 
if the landmark is behind the endoscopic tip, the 
arrow appears yellow; if it is in front, it appears red. 
Furthermore, the width of the arrow increases as 
the landmark moves off into the distance and 
s h r i n k s  when the landmark is brought closer to the 
endoscopic tip. This was clearly demonstrated in 
the cadaveric model. The landmark was also found 
again following a long inspection of the ventricular 
system. 

Fig. 5. Image analysis with movement detection by the 
alarm system. 

The accuracy of tracking (as determined by 
experiments in a bath of Ringer’s solution) in our 
laboratory was 0.3-0.7 mm. The accuracy of mea- 
surement was registered under laboratory condi- 
tions as 0.15-0.5 mm. With longer distances the 
error is comparable to that reported for the OPMS. 

In the cadaver tests the virtual map module 
enabled the surgeon to navigate the endoscope 
without direct visualization. This was simulated 
while navigating the endoscope in slow motion 
(e.g., from the floor of the third ventricle through 
the foramen of Monroi to the lateral ventricle and 
back) [Fig. 7(a-c)]. Virtual gray scale images gave 
enough information to allow the neurosurgeon ad- 
equate endoscopic navigation in what would previ- 
ously have been a dangerous situation without any 
direct sight. When the neurosurgeon rotates the 
endoscope around its axis such that the endoscopic 
image undergoes a frontoparallel rotation, the vir- 
tual image is rotated correspondingly as well. A 
special alarm system was developed that gives in- 
formation as to whether the actual endoscopic po- 
sition is near any previously passed area. A red 
error bar beneath the virtual image signals the dis- 
tance of the actual position from the closest stored 
position, and a small coordinate system shows the 
direction of the error. The further the neurosurgeon 
moves away from previously stored positions, the 
larger the error bar becomes. Thus, a large red sign 
warns the neurosurgeon of a dangerous situation. 

The status of the other five modules described 
is as follows: the virtual background in case of 
red-out module is now developed and has recently 
been successfully evaluated in the laboratory. An- 
imal experiments with rats have been approved and 
will be conducted in the near future. The virtual 
reverse movement and aiming modules are devel- 
oped at the software level, and attempts are being 
made to combine the latter module with robot steer- 



140 Scbolz et 1: EndoMopic Navigation System 

Fig. 6. a: Marked anatomic landmark (plexus choroideus) at the edge of the foramen of Monroi and b, c: tracking of this 
landmark during movement. 

ing. The most difficult modules to develop from the 
neuroinformatic point of view are the modules for 
virtual field enlargement and 3-D recalibration by 
position measurements. The first can be demon- 
strated at the software level, but it is difficult to 
optimize for clinical needs. As for the second, it is 
questionable whether position measurements alone 
are sufficient for 3-D recalibration and a combina- 
tion with other real-time imaging techniques (e.g., 
3-D ultrasound) would be more encouraging. 

DISCUSSION 
In the last few years navigational information 
sources such as M R  or CT have been introduced 
into the operating room, and they offer the neuro- 
surgeon more safety in the planning and perfor- 
mance of procedures. Navigation systems can also 
be used in neuroendoscopic inter~enti0ns.l~ 

The next step in CAS involves the image 
analysis itself (i.e., the digitized image processing 
within the endoscopic images). Visual control sys- 
tems that store images combined with their 3-D 
address can offer surgeons new solutions in diffi- 

cult and dangerous intraoperative situations. As has 
been shown in our study, such a system can suc- 
cessfully work with a high degree of precision in 
endoscopic surgery. 

In the ARTh4A navigation system6 the endo- 
scopic position is measured by Hall sensors and is 
used to overlay certain preoperatively defined 
structures in the live endoscopic image. However, 
no camera calibration has been undertaken in this 
approach, so the achievable accuracy is fairly lim- 
ited and does not allow the determination of the 
depth of an intraoperatively marked point from 
different camera views. 

Bricault et aL3 developed a new method of 
computer-guided transbronchial biopsy that in- 
volves the fusion of image data from CT slices and 
bronchoscopic video sequences. The basis of this 
system is a special segmentation process using 
mathematical morphology operators to analyze the 
video sequence and localize the bronchoscopic 
camera within the tracheobronchial tree. Different 
kinds of rigid endoscopes and navigation systems 
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with preoperative data sets can give enough infor- 
mation in every intraoperative situation, especially 
during loss of cerebrospinal fluid or tumor resec- 
tion. Recalibration with intraoperative CT data can 
be a solution, but it is time consuming and requires 
further X-ray exposure. If CT recalibration is used 
in endoscopic neuronavigation, the endoscope has 
to be removed and then reinserted; this may result 
in additional damage to brain tissue. Intraoperative 
MRI would be an interesting alternative if compat- 
ible instruments were developed. Additionally, in 
MR-guided interventions of the future an OPMS 
will be needed to find the exact position inside the 
magnet and to give information to newly developed 
visual control systems. We believe that this com- 
bination has the greatest potential. 

In our visual navigation system the 3-D world 
points come directly from the OPMS, which sends 
measured position data to the visual navigation 
computer. In clinical practice it is also possible for 
the OPMS (equipped with specially developed soft- 
ware) to transfer position data to the visual navi- 
gation system and the conventional navigation sys- 
tem with a CT or M R  data base. The very localized 
original image information provided by the system 
cannot be offered by CT or M R  and, if bleeding 
occurs, the neurosurgeon needs exact endoscopic 
images. 

The question remains as to how the neurosur- 
geon can assimilate all the new information pre- 
sented by the navigation system and the visual 
control system. This remains to be tested in clinical 
practice. One may argue that too much information 
may lead to a new form of overstimulation for the 
neurosurgeon, although, in practice, the operator 
only looks at the screen of the navigation system in 
case of difficulties. The visual control system 
works in the same way: if the neurosurgeon has 
reached the area of intervention (e.g., a small in- 
traventricular tumor), the visual control system can 
give support in case of red-out or if measurement of 
the tumor margins is to be performed visually. We 
believe that after a short training period the addi- 
tional display of CT images and information from 
the visual control system will not disturb the sur- 
geon. The situation is similar to that of a pilot flying 
a plane where many of the instruments in the cock- 
pit support additional safety options and are used 

Fig. 7. a: Virtual map with stored images from the com- 
puter’s hard disk. Comparison between b: the virtual image 
(black and white) and c: the real endoscopic image. 

only if they are needed. Such instruments or mod- 
ules have to be easy to manage and must be able to 
withstand unintentional misuse. For this reason the 
close collaboration between the surgeons and pro- 
gramming engineers at a very early stage of module 

can also be used with the camera and system cali- 
bration described here. 

It is questionable whether navigation systems 
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development is highly recommended, as demon- 
strated in our study. 

The term “virtual endoscopy” was previously 
reserved for special diagnostic procedures using 
patient-specific high-resolution digital images with 
a helical CT scan or M R I . 1 1  Individual organs can 
be graphically isolated or “segmented” into fully 
interactive 3-D reconstructions on a computer mon- 
itor. Applying sophisticated flight-tracking pro- 
grams, the organs can then be “flown through,” 
giving a view nearly identical to endoscopy. One 
major disadvantage of this procedure is the possi- 
bility of introducing artifacts. With the newly de- 
veloped virtual map module another form of virtual 
endoscopy is possible based on previously stored 
real endoscopic images. Coupling the system to 
MR or CT data obtained in real time to allow 
projection of radiologic information (e.g., 3-D re- 
constructed tumor margins) into the endoscopic 
image would be a possible future application of this 
system, as would its use in a variety of computer- 
or robot-guided aiming processes5: if the endo- 
scope is to be navigated by a robot, only direct 
visual control is sufficiently safe. 

A more philosophical question is whether ro- 
bots are really needed in neurosurgery in the first 
place. Jacobs et al.9 showed that laparoscopic pro- 
cedures in particular could be enhanced by a ro- 
botic system working in conjunction with video 
analysis. The Automated Endoscope System for 
Optimal Positioning (AESOP) robot makes possi- 
ble the elimination of the camera person, returns 
control of the camera and operative field to the 
operating surgeon, and enhances human perfor- 
mance. Similarly, Taylor and colleaguesz0 devel- 
oped a system that includes a robot for holding a 
camera or other laparoscopic instruments, which 
are linked to control, image-processing, and display 
functions. This LARS system is also capable of 
processing images from the camera to obtain geo- 
metric information about the patient’s anatomy, 
which may then be used to assist targeting of the 
camera or other instruments held by the robot. The 
possibility of adding the robot’s own position mea- 
surement to that of the optical system would cer- 
tainly increase the safety of such systems. 

In summary, we showed that advanced im- 
age-processing techniques can be successfully ap- 
plied to endoscopic surgery. The visual control 
system presented here could also be a revolutionary 
step in image-guided surgery in other disciplines 
that use endoscopy, such as otorhinology and max- 
illofacial surgery. It is our belief that advanced 
image-processing methods will play an increas- 

ingly important role in endoscopic surgery where 
the surgeon faces new challenges due to continuing 
miniaturization and thus needs new tools for im- 
proved navigational support. 
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