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#### Abstract

We develop and analyze a least-squares finite element method for the steady state, incompressible Navier-Stokes equations, written as a first-order system involving vorticity as new dependent variable. In contrast to standard $L^{2}$ least-squares methods for this system, our approach utilizes discrete negative norms in the least-squares functional. This allows to devise efficient preconditioners for the discrete equations, and to establish optimal error estimates under relaxed regularity assumptions. © 1998 John Wiley \& Sons, Inc.


## I. INTRODUCTION

The use of least-squares variational principles has been among the more recent developments in the numerical solution of elliptic boundary value problems (BVP). Such principles offer several important computational and analytic advantages that are not present in other discretization schemes. This is especially true for problems requiring approximation of different physical quantities, like velocity and pressure in the Stokes equations. Indeed, standard mixed Galerkin methods for such equations lead to saddle-point optimization problems. It is well-known that discretization of such problems is not stable, unless approximation spaces for the different unknowns satisfy the Ladyzhenskaya-Babuska-Brezzi (LBB) condition; see, e.g., [15]-[16]. Because algebraic problems associated with saddlepoint optimization are indefinite, their numerical solution is more difficult. In addition, the LBB condition limits the choice of discretization spaces, which further complicates the algorithmic development of mixed finite element methods. For example, a mixed method for the Stokes problem is unstable if equal order spaces, defined with respect to the same triangulation, are used for both the velocity and pressure fields.

A least-squares method for a given BVP, on the other hand, is based on minimization of a problem-dependent, convex functional whose minimizer coincides with the solution of the PDE. As a result, a least-squares finite element method is stable without addi-

[^0]Numerical Methods for Partial Differential Equations **, No. **, 1-21 (1998)
tional constraints on the finite element spaces, and the associated algebraic problems are symmetric and positive definite. In this paper we develop the least-squares methodology for the approximate solution of the steady-state, incompressible Navier-Stokes equations. In this context, the properties of least-squares principles have important impact on the algorithmic design of the finite element methods. For example, used in conjunction with Newton linearization, least-squares lead to symmetric and positive definite systems, at least in a neighborhood of the solution. Thus, in principle, one can devise a method for the approximate solution of the Navier-Stokes equations that will encounter only symmetric and positive definite algebraic systems in the solution process. These systems can be solved by robust and efficient iterative methods without assembling the discretization matrix, i.e., methods are well-suited for large-scale computations. The algorithmic development of the methods is further simplified by the possibility to use standard finite element spaces, including equal-order interpolation for all unknowns.

Before a necessarily brief review of the existing methods for the Stokes and NavierStokes equations let us introduce the notation that will be used throughout this paper. $\Omega$ and $\Gamma$ will denote a bounded open region in $\mathbf{R}^{n}, n=2,3$, and its boundary, respectively. We use the standard notation $H^{s}(\Omega)$ for the Sobolev space of order $s \geq 0$, equipped with a norm $\|\cdot\|_{s}$, and an inner product $(\cdot, \cdot)_{s}$. When $s=0$ we shall write $L^{2}(\Omega)$, instead of $H^{0}(\Omega)$, and omit $s$ from the norm and inner product designations. As usual, $H_{0}^{1}(\Omega)$ will denote the subspace of all functions in $H^{1}(\Omega)$ which vanish on $\Gamma, L_{0}^{2}(\Omega)$ - the subspace of all zero mean functions in $L^{2}(\Omega)$, and $H^{-1}(\Omega)$ - the dual of $H_{0}^{1}(\Omega)$ equipped with the norm

$$
\begin{equation*}
\|\phi\|_{-1}=\sup _{\psi \in H_{0}^{1}(\Omega)} \frac{(\phi, \psi)}{\|\psi\|_{1}} \tag{1.1}
\end{equation*}
$$

Vector valued functions and corresponding Sobolev spaces will be denoted by bold face symbols, e.g., $\mathbf{H}^{-1}(\Omega), \mathbf{H}^{1}(\Omega), \mathbf{L}^{2}(\Omega)$, etc. Throughout this paper $C$ will denote a generic positive constant whose value and meaning may change with context.

## A. Least-squares methods for Stokes and Navier-Stokes equations

The inherent advantages of least-squares principles can be fully utilized only if development of the finite element methods is carried out in a setting which allows to combine practical implementation with optimal accuracy. In most of the existing literature the first task is accomplished by introducing new dependent variables effecting transformation of the Stokes, or the Navier-Stokes equations into an equivalent first-order system; see, e.g., [2]-[7], [9], [11], [12], [17]-[21]. Then, a least-squares functional for the first-order system can be defined by summing up $L^{2}$ norms of the equation residuals. Discretization of such standard least-squares functionals can be accomplished using simple, merely continuous finite element spaces. Most of the recent research has dealt with vorticity-based first order systems; see, e.g., [2], [4], [5], [6], [11], and [17]-[21]. Another possibilities include the use of the velocity gradient (see [3], [12]), or the stress tensor (see [7]) as new dependent variables. The second task, i.e., achieving optimal discretization errors, can be accomplished by using norm equivalent least-squares functionals. A norm-equivalent functional is a functional that generates a norm on the solution space for the particular BVP. As a result, the associated weak problems are coercive on the solution space, and error estimates can be derived using standard elliptic finite element arguments. Typically, norm-equivalent functionals are defined by using data norms from a valid a priori estimate for the given BVP. This approach works fine and leads to optimally accurate
and practical finite element methods, if the BVP is well-posed in products of $L^{2}(\Omega)$ and $H^{1}(\Omega)$ spaces, for the data and the solution, respectively. For such first-order systems, known also as $H^{1}$-coercive, a standard least-squares functional is norm-equivalent, i.e., leads to optimally accurate finite element methods. Although it seems reasonable to expect that a first-order system will be $H^{1}$-coercive, this property is exhibited only by systems of Petrovsky type; see [22]. An example of a first-order system that is not $H^{1}$-coercive is furnished by the velocity-vorticity-pressure form of the Stokes equations. The combination of function spaces in which this system is well-posed depends, among other things, on the boundary condition and the space dimension. In particular, with the important velocity boundary condition, the velocity-vorticity-pressure system is not $H^{1}$-coercive, and data spaces include $H^{1}(\Omega)$; see [2] and [6]. As a result, a standard $L^{2}$ least-squares functional for this system cannot be optimally accurate; see [6].

There are several possibilities to deal with the lack of $H^{1}$-coercivity in the first-order system. The first one is to use a standard $L^{2}$ functional anyway. A recent analysis of such methods by Chang [13] indicates that, at least for the velocity approximation, one can still achieve optimal rates. However, rates for the vorticity and the pressure approximations are suboptimal. A second approach is to consider weighted least-squares functionals in which the stronger $H^{1}$ data norms, dictated by the a priori estimates, are replaced by mesh dependent $L^{2}$ norms; see [6]. A third approach, which is the subject of this paper, is to derive a norm equivalent functional starting from an a priori estimate which involves the norm of $H^{-1}(\Omega)$. Such functional does not immediately lend itself to a practical method because the norm $\|\cdot\|_{-1}$ is not computable. The main idea of the negative norm least-squares approach is to replace $\|\cdot\|_{-1}$ by a computable discrete equivalent, leading to a discrete negative norm functional. Although the new functional is not norm equivalent in the same sense as the original one, it retains norm equivalence for discrete functions, which allows to establish optimal error estimates. Least-squares methods based on such ideas were first proposed by Bramble et. al. in [9] for second order scalar linear elliptic BVP. In the context of the Stokes equations, negative norm methods were first developed and analyzed in [10] using both the velocity-vorticity-pressure and the primitive variable formulations of this problem. In [11] Cai et. al. considered negative norm least-squares methods for a perturbed form of the velocity-vorticity-pressure Stokes equations, which includes as a particular case the equations of linear elasticity. Compared with the Stokes problem, negative norm methods for the nonlinear Navier-Stokes equations are much less developed and studied. To the best of author's knowledge, the only existing such method was proposed and analyzed in [3]. This method is based on the velocity gradient form of the Navier-Stokes equations, and to this end no corresponding methods exist for the velocity-vorticity-pressure first-order system. At the same time, there are several reasons which make extension of the negative norm approach to the former first-order system desirable. Least-squares methods based on the velocity-vorticity-pressure Navier-Stokes equations have been extensively used in the engineering literature; see, e.g., [18]-[21]. However, existing methods are based predominantly on standard $L^{2}$, or weighted $L^{2}$ least-squares functionals. Although they have demonstrated robustness and efficiency, including in realistic applications, such methods also exhibit some shortcomings. First, as we have mentioned, standard functionals for the velocity-vorticity-pressure system with the velocity boundary condition are not optimal. Second, weighted functionals require more regularity in order to establish the optimal convergence rates. Lastly, in both cases it is not easy to devise efficient preconditioning techniques for the discrete equations. In this context the use of negative norms is potentially very attractive, because
corresponding methods are optimally accurate under relaxed regularity assumptions, and the associated discrete problems can be easily preconditioned. Thus, the main goal of this paper is to develop the negative norm least-squares approach for the velocity-vorticitypressure Navier-Stokes equations.

## II. THE FIRST-ORDER SYSTEM AND A PRIORI ESTIMATES

In this section we state the velocity-vorticity-pressure form of the Stokes and NavierStokes equations and derive the a priori estimates relevant to the least-squares method. These estimates will be used in order to define a norm-equivalent functional. We consider the steady state, incompressible Navier-Stokes equations given by

$$
\begin{align*}
-\nu \triangle \mathbf{u}+(\mathbf{u} \cdot \nabla) \mathbf{u}+\nabla p & =\mathbf{f} \quad \text { in } \Omega  \tag{2.1}\\
\nabla \cdot \mathbf{u} & =0, \quad \text { in } \Omega \tag{2.2}
\end{align*}
$$

where $\mathbf{u}, p$ and $\mathbf{f}$ denote velocity, pressure, and given body force, and $\nu$ is the inverse of the Reynolds number. System (2.1)-(2.2) will be considered along with the velocity boundary condition

$$
\begin{equation*}
\mathbf{u}=\mathbf{0} \quad \text { on } \Gamma \tag{2.3}
\end{equation*}
$$

and the zero-mean constraint

$$
\begin{equation*}
\int_{\Omega} p d x=0 . \tag{2.4}
\end{equation*}
$$

Following Jiang et. al. [17] we introduce the vorticity

$$
\begin{equation*}
\boldsymbol{\omega}=\nabla \times \mathbf{u} \tag{2.5}
\end{equation*}
$$

as a new dependent variable. Note that in two-dimensions, $\boldsymbol{\omega}$ is a scalar function, whereas in three-dimensions $\boldsymbol{\omega}$ is a vector. Nevertheless, for simplicity we agree to use vector notation in both cases. In view of the vector identities

$$
\begin{equation*}
\nabla \times \nabla \times \mathbf{u}=-\triangle \mathbf{u}+\nabla(\nabla \cdot \mathbf{u}) \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
(\mathbf{u} \cdot \nabla) \mathbf{u}=\frac{1}{2} \nabla|\mathbf{u}|^{2}-\mathbf{u} \times(\nabla \times \mathbf{u}) \tag{2.7}
\end{equation*}
$$

equation (2.1) can be written in the form $\nu \nabla \times \boldsymbol{\omega}+\boldsymbol{\omega} \times \mathbf{u}+\nabla r=\mathbf{f}$ where $r=p+1 / 2|\mathbf{u}|^{2}$ is the total head (referred to as "pressure" in the sequel). For the subsequent developments it will be convenient to scale this equation by the Reynolds number $\lambda=1 / \nu$; for simplicity the scaled pressure and body force are denoted again by $r$ and $\mathbf{f}$. As a result, we arrive at the following first-order velocity-vorticity-pressure form of (2.1)-(2.2).

$$
\begin{array}{rll}
\nabla \times \boldsymbol{\omega}+\lambda \boldsymbol{\omega} \times \mathbf{u}+\nabla r=\mathbf{f} & \text { in } \Omega \\
\nabla \cdot \mathbf{u} & =0 & \\
\text { in } \Omega  \tag{2.10}\\
\nabla \times \mathbf{u}-\boldsymbol{\omega} & =0 & \\
\text { in } \Omega
\end{array}
$$

along with (2.3) and (2.4). To obtain the Stokes problem associated with (2.8)-(2.10) we omit the convective term in (2.8):

$$
\begin{equation*}
\nabla \times \boldsymbol{\omega}+\nabla r=\mathbf{f} \quad \text { in } \Omega \tag{2.11}
\end{equation*}
$$

i.e., the velocity-vorticity-pressure Stokes equations are given by (2.11), (2.9) and (2.10).

The first a priori estimate relevant to the least-squares method is established in the next theorem. The data for the momentum equation in this estimate is measured in the norm of $\mathbf{H}^{-1}(\Omega)$. There exist various techniques which can be used to establish such an estimate. For example, in [6] this has been accomplished using the elliptic regularity theory of Agmon, Douglis and Nirenberg [1]. For simplicity, here we give a direct proof which differs only in minor details from the proofs in [10] and [11]

Theorem 2.1. Assume that $\Omega$ is a bounded domain in $\mathbf{R}^{n}$, $n=2,3$, with polygonal or polyhedral boundary $\Gamma$. Then, there exists a constant $C$ such that for every $\mathcal{U} \equiv$ $(\boldsymbol{\omega}, \mathbf{u}, r) \in \mathbf{L}^{2}(\Omega) \times \mathbf{H}_{0}^{1}(\Omega) \times L_{0}^{2}(\Omega)$

$$
\begin{equation*}
\|\boldsymbol{\omega}\|_{0}+\|\mathbf{u}\|_{1}+\|r\|_{0} \leq C\left(\|\nabla \times \boldsymbol{\omega}+\nabla r\|_{-1}+\|\nabla \cdot \mathbf{u}\|_{0}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}\right) . \tag{2.12}
\end{equation*}
$$

Proof. We prove (2.12) using a density argument. Let ( $\boldsymbol{\omega}, \mathbf{u}, r) \in \mathbf{C}^{\infty}(\Omega) \times \mathbf{C}_{0}^{\infty}(\Omega) \times$ $\left[C^{\infty}(\Omega) \cap L_{0}^{2}(\Omega)\right]$. We first estimate the seminorm $|\mathbf{u}|_{1}$ as follows. From (2.6) and the Cauchy-Schwarz inequality

$$
\begin{aligned}
|\mathbf{u}|_{1}^{2} & =(\nabla \mathbf{u}, \nabla \mathbf{u}) \\
& =(\nabla \times \boldsymbol{\omega}+\nabla r, \mathbf{u})+(\nabla \times \mathbf{u}-\boldsymbol{\omega}, \nabla \times \mathbf{u})+\|\nabla \cdot \mathbf{u}\|_{0}^{2}+(r, \nabla \cdot \mathbf{u}) \\
& \leq \frac{(\nabla \times \boldsymbol{\omega}+\nabla r, \mathbf{u})}{\|\mathbf{u}\|_{1}}\|\mathbf{u}\|_{1}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}\|\mathbf{u}\|_{1}+\|\nabla \cdot \mathbf{u}\|_{0}\|\mathbf{u}\|_{1}+\|r\|_{0}\|\nabla \cdot \mathbf{u}\|_{0} \\
& \leq\left(\|\nabla \times \boldsymbol{\omega}+\nabla r\|_{-1}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}+\|\nabla \cdot \mathbf{u}\|_{0}\right)\|\mathbf{u}\|_{1}+\|r\|_{0}\|\nabla \cdot \mathbf{u}\|
\end{aligned}
$$

Using the norm equivalence of $|\cdot|_{1}$ in $\mathbf{H}_{0}^{1}(\Omega)$ and the $\varepsilon$-inequality we obtain the estimate

$$
\begin{equation*}
|\mathbf{u}|_{1}^{2} \leq\left(\|\nabla \times \boldsymbol{\omega}+\nabla r\|_{-1}^{2}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}^{2}+\|\nabla \cdot \mathbf{u}\|_{0}^{2}\right)+4 / 3\|r\|_{0}\|\nabla \cdot \mathbf{u}\| . \tag{2.13}
\end{equation*}
$$

To bound $\|r\|_{0}$, recall that for any $r \in L_{0}^{2}(\Omega)$

$$
\|r\|_{0} \leq C\|\nabla r\|_{-1}
$$

see, e.g., Corollary 2.1, p. 20 in [15]. To use this estimate, we rewrite $(\nabla r, \mathbf{v})$, where $\mathbf{v}$ is an arbitrary function in $\mathbf{C}_{0}^{\infty}(\Omega)$, as follows:

$$
\begin{aligned}
(\nabla r, \mathbf{v}) & =(\nabla \times \boldsymbol{\omega}+\nabla r, \mathbf{v})-(\nabla \times \boldsymbol{\omega}, \mathbf{v}) \\
& =(\nabla \times \boldsymbol{\omega}+\nabla r, \mathbf{v})-(\boldsymbol{\omega}-\nabla \times \mathbf{u}, \nabla \times \mathbf{v})-(\nabla \times \mathbf{u}, \nabla \times \mathbf{v}) .
\end{aligned}
$$

This easily yields the bound

$$
\begin{equation*}
\|r\|_{0} \leq C\left(\|\nabla \times \boldsymbol{\omega}+\nabla r\|_{-1}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}+\|\mathbf{u}\|_{1}\right) . \tag{2.14}
\end{equation*}
$$

Now, (2.13) and (2.14) in combination with the $\varepsilon$-inequality result in the bound

$$
\begin{equation*}
|\mathbf{u}|_{1}^{2} \leq C\left(\|\nabla \times \boldsymbol{\omega}+\nabla r\|_{-1}^{2}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}^{2}+\|\nabla \cdot \mathbf{u}\|_{0}^{2}\right) . \tag{2.15}
\end{equation*}
$$

Then, (2.15) and (2.14) yield

$$
\begin{equation*}
\|r\|_{0}^{2} \leq C\left(\|\nabla \times \boldsymbol{\omega}+\nabla r\|_{-1}^{2}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}^{2}+\|\nabla \cdot \mathbf{u}\|_{0}^{2}\right) . \tag{2.16}
\end{equation*}
$$

Finally, to estimate $\|\boldsymbol{\omega}\|_{0}$ observe that

$$
\|\boldsymbol{\omega}\|_{0}^{2} \leq\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}+\|\nabla \times \mathbf{u}\|_{0}
$$

Using (2.15) we find

$$
\begin{equation*}
\|\boldsymbol{\omega}\|_{0}^{2} \leq C\left(\|\nabla \times \boldsymbol{\omega}+\nabla r\|_{-1}^{2}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}^{2}+\|\nabla \cdot \mathbf{u}\|_{0}^{2}\right) \tag{2.17}
\end{equation*}
$$

The bound (2.12) now follows from (2.15), (2.16) and (2.17) by density argument.
To state the second a priori estimate, relevant to the least-squares method, we need to make some assumptions concerning regularity and uniqueness of the solutions to (2.8)(2.10), (2.3). To this end, let

$$
\begin{equation*}
\mathbf{X}_{m}=\mathbf{H}^{m}(\Omega) \times\left[\mathbf{H}^{m+1}(\Omega) \cap \mathbf{H}_{0}^{1}(\Omega)\right] \times\left[H^{m}(\Omega) \cap L_{0}^{2}(\Omega)\right] \tag{2.18}
\end{equation*}
$$

In what follows $\tilde{\mathcal{U}} \equiv(\tilde{\boldsymbol{\omega}}, \tilde{\mathbf{u}}, \tilde{r})$ will denote the solution of the velocity-vorticity-pressure Navier-Stokes equations (2.8)-(2.10), (2.3) that is being approximated. We shall assume that $\tilde{\mathcal{U}}$ is a nonsingular solution, and that it belongs to $\mathbf{X}_{m}$ for some integer $m \geq 1$. We recall that (see [15]) $\tilde{\mathcal{U}}$ is a nonsingular solution if and only if the linearized problem

$$
\begin{align*}
\nabla \times \boldsymbol{\omega}+\lambda(\boldsymbol{\omega} \times \tilde{\mathbf{u}}+\tilde{\boldsymbol{\omega}} \times \mathbf{u})+\nabla r & =\mathbf{f} & & \text { in } \Omega  \tag{2.19}\\
\nabla \cdot \mathbf{u} & =0 & & \text { in } \Omega  \tag{2.20}\\
\nabla \times \mathbf{u}-\boldsymbol{\omega} & =0 & & \text { in } \Omega \tag{2.21}
\end{align*}
$$

along with boundary condition (2.3), has a unique solution $\mathcal{U} \equiv(\boldsymbol{\omega}, \mathbf{u}, r)$ for every $\mathbf{f} \in \mathbf{H}^{-1}(\Omega)$, and $\mathbf{f} \mapsto \mathcal{U}$ is continuous from $\mathbf{H}^{-1}(\Omega)$ into $\mathbf{X}_{0}$. As a result, for any $\mathcal{U} \in \mathbf{X}_{0}$ we have that

$$
\begin{align*}
&\|\boldsymbol{\omega}\|_{0}+\|\mathbf{u}\|_{1}+\|r\|_{0} \leq C\left(\|\nabla \times \boldsymbol{\omega}+\lambda(\boldsymbol{\omega} \times \tilde{\mathbf{u}}+\tilde{\boldsymbol{\omega}} \times \mathbf{u})+\nabla r\|_{-1}\right.  \tag{2.22}\\
&\left.+\|\nabla \cdot \mathbf{u}\|_{0}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}\right)
\end{align*}
$$

## III. DISCRETE NEGATIVE NORM

In view of (2.12) and (2.22), a norm equivalent functional for the Navier-Stokes equations can be defined as

$$
\begin{equation*}
\mathcal{J}_{-1}(\mathcal{U})=\frac{1}{2}\left(\|\nabla \times \boldsymbol{\omega}+\lambda \boldsymbol{\omega} \times \mathbf{u}+\nabla r-\mathbf{f}\|_{-1}^{2}+\|\nabla \cdot \mathbf{u}\|_{0}^{2}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}^{2}\right) \tag{3.1}
\end{equation*}
$$

However, this functional is not practical because the negative norm (1.1) is not computable. Following [9]-[10] we shall introduce a computable discrete negative analogue of (1.1). This will help us to define a practical analogue of the least-squares functional (3.1). Although the new functional will not be norm-equivalent in the same spaces as (3.1) it will, nevertheless, retain a similar property for discrete functions. To define the space of discrete functions that will be used in the sequel, let $\mathcal{T}_{h}$ denote a uniformly regular triangulation (see [14]) of $\Omega$ into finite elements where, as usual, $h$ is some measure of the grid size. To approximate the solution $\tilde{\mathcal{U}}$ of the Navier-Stokes equations we introduce a discrete space $\mathbf{X}_{h}=\mathbf{W}_{h} \times \mathbf{U}_{h} \times \mathbf{R}_{h}$, where $\mathbf{W}_{h}, \mathbf{U}_{h}$ and $\mathbf{R}_{h}$ are finite element spaces used to approximate the vorticity, velocity and the pressure, respectively. Concerning the space $\mathbf{X}_{h}$ we make the following assumptions.
A. $1 \mathbf{X}_{h}$ is conforming in the sense that

$$
\begin{equation*}
\mathbf{X}_{h} \subset \mathbf{X}_{0} \tag{3.2}
\end{equation*}
$$

and

$$
\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}}=\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{0}}=\left\|\boldsymbol{\omega}_{h}\right\|_{0}+\left\|\mathbf{u}_{h}\right\|_{1}+\left\|r_{h}\right\|_{0}, \quad \forall \mathcal{U}_{h} \in \mathbf{X}_{h}
$$

A. 2 There exists an integer $d \geq 1$ such that for every $\mathcal{U} \equiv(\boldsymbol{\omega}, \mathbf{u}, r) \in \mathbf{X}_{d}$ there exists $\mathcal{U}_{h} \equiv\left(\boldsymbol{\omega}_{h}, \mathbf{u}_{h}, r_{h}\right) \in \mathbf{X}_{h}$ such that

$$
\begin{align*}
\left\|\boldsymbol{\omega}-\boldsymbol{\omega}_{h}\right\|_{0}+h\left\|\boldsymbol{\omega}-\boldsymbol{\omega}_{h}\right\|_{1} & \leq h^{d} C\|\boldsymbol{\omega}\|_{d}  \tag{3.3}\\
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{0}+h\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{1} & \leq h^{d+1} C\|\mathbf{u}\|_{d+1}  \tag{3.4}\\
\left\|r-r_{h}\right\|_{0}+h\left\|r-r_{h}\right\|_{1} & \leq h^{d} C\|r\|_{d} \tag{3.5}
\end{align*}
$$

A. 3 An inverse inequality of the form

$$
\begin{equation*}
\left\|u_{h}\right\|_{1} \leq C \frac{1}{h}\left\|u_{h}\right\|_{0} \tag{3.6}
\end{equation*}
$$

holds for all components of $\mathbf{X}_{h}$.
A space $\mathbf{X}_{h}$ which satisfies $\mathbf{A . 1}$ - A. $\mathbf{3}$ can be defined as a direct product of standard piecewise polynomial finite element spaces defined with respect to the same triangulation $\mathcal{T}_{h}$. For an example, let $\mathcal{T}_{h}=\cup_{i=1}^{M} \mathcal{K}_{i}$ denote a uniformly regular triangulation of $\Omega$ into $n$-simplices $\mathcal{K}$, and consider the finite element space of continuous, piecewise polynomial functions

$$
\begin{equation*}
P_{k}=\left\{u_{h} \in C^{0}(\Omega) \mid u_{\left.h\right|_{\mathcal{K}}} \in \mathcal{P}_{\mathcal{K}}^{k}\right\} \tag{3.7}
\end{equation*}
$$

where $\mathcal{P}_{\mathcal{K}}^{k}$ is the set of all polynomials of degree less than or equal $k$ defined on $\mathcal{K}$. Then, $\mathbf{W}_{h}$ and $\mathbf{R}_{h}$ can be defined using the space $P_{d-1}$, and $\mathbf{U}_{h}$ can be defined using the space $P_{d}$. Since approximation spaces are not subject to any stability conditions, for the simplicity of implementation one can also use spaces of the same order for all unknowns.

Next, we introduce a discrete equivalent of (1.1). In this we follow with minor modifications the approach of [9]-[10]. For the convenience of the reader all essential details and proofs are summarized below. Let $\mathbf{S}^{h}$ denote solution operator for the weak Dirichlet problem
seek $\mathbf{u}_{h} \in \mathbf{U}_{h}$ such that

$$
\begin{equation*}
\int_{\Omega} \nabla \mathbf{u}_{h}: \nabla \mathbf{v}_{h} d x=\int_{\Omega} \mathbf{f} \cdot \mathbf{v}_{h} d x, \quad \forall \mathbf{v} \in \mathbf{U}_{h} \tag{3.8}
\end{equation*}
$$

It is not difficult to show that (see [9])

$$
\begin{equation*}
\left(\mathbf{S}^{h} \mathbf{f}, \mathbf{f}\right) \leq C\|\mathbf{f}\|_{-1}^{2}, \quad \forall \mathbf{f} \in \mathbf{H}^{-1}(\Omega) \tag{3.9}
\end{equation*}
$$

Let $\mathbf{B}^{h}: \mathbf{H}^{-1}(\Omega) \mapsto \mathbf{U}_{h}$ denote a preconditioner for (3.8), i.e., a symmetric and positive semidefinite operator that is spectrally equivalent to $\mathbf{S}^{h}$ in the sense that

$$
\begin{equation*}
C_{1}\left(\mathbf{S}^{h} \mathbf{v}, \mathbf{v}\right) \leq\left(\mathbf{B}^{h} \mathbf{v}, \mathbf{v}\right) \leq C_{2}\left(\mathbf{S}^{h} \mathbf{v}, \mathbf{v}\right), \quad \forall \mathbf{v} \in \mathbf{L}^{2}(\Omega) \tag{3.10}
\end{equation*}
$$

Although in most cases $\mathbf{B}^{h}$ can be identified with a matrix, we prefer to think of it as a "black-box" type algorithm for (3.8). The discrete equivalent of (1.1) is then defined as

$$
\begin{equation*}
\|\mathbf{v}\|_{-h}=\left(\left(h^{2} \mathbf{I}+\mathbf{B}^{h}\right) \mathbf{v}, \mathbf{v}\right)^{1 / 2}, \quad \forall \mathbf{v} \in \mathbf{L}^{2}(\Omega) \tag{3.11}
\end{equation*}
$$

Evidently, the inner product associated with (3.11) is given by

$$
\begin{equation*}
(\mathbf{u}, \mathbf{v})_{-h}=\left(\left(h^{2} \mathbf{I}+\mathbf{B}^{h}\right) \mathbf{u}, \mathbf{v}\right)^{1 / 2}, \quad \forall \mathbf{u}, \mathbf{v} \in \mathbf{L}^{2}(\Omega) \tag{3.12}
\end{equation*}
$$

Next lemma establishes a fundamental equivalence property of (3.11).

Lemma 3.1. For any $\mathbf{u} \in \mathbf{L}^{2}(\Omega)$

$$
\begin{equation*}
C_{1}\|\mathbf{u}\|_{-1} \leq\|\mathbf{u}\|_{-h} \leq C_{2}\left(h\|\mathbf{u}\|_{0}+\|\mathbf{u}\|_{-1}\right) \tag{3.13}
\end{equation*}
$$

Proof. The upper bound follows from the definition (3.11), (3.10) and (3.9)

$$
\begin{aligned}
\|\mathbf{u}\|_{-h} & =\left(\left(h^{2} \mathbf{I}+\mathbf{B}^{h}\right) \mathbf{u}, \mathbf{u}\right)^{1 / 2} \\
& =\left(h^{2}\|\mathbf{u}\|_{0}^{2}+\left(\mathbf{B}^{h} \mathbf{u}, \mathbf{u}\right)\right)^{1 / 2} \\
& \leq C\left(h^{2}\|\mathbf{u}\|_{0}^{2}+\left(\mathbf{S}^{h} \mathbf{u}, \mathbf{u}\right)\right)^{1 / 2} \\
& \leq C\left(h^{2}\|\mathbf{u}\|_{0}^{2}+\|\mathbf{u}\|_{-1}^{2}\right)^{1 / 2}
\end{aligned}
$$

To show the lower bound, let $\mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)$ be an arbitrary function. From (3.4) it follows that there exists $\mathbf{v}_{h} \in \mathbf{U}_{h}$ such that

$$
\begin{equation*}
\left\|\mathbf{v}-\mathbf{v}_{h}\right\|_{1} \leq C h\|\mathbf{v}\|_{1} \quad \text { and } \quad\left\|\mathbf{v}_{h}\right\|_{1} \leq C\|\mathbf{v}\|_{1} \tag{3.14}
\end{equation*}
$$

Then,

$$
\begin{aligned}
(\mathbf{u}, \mathbf{v}) & =\left(\mathbf{u}, \mathbf{v}-\mathbf{v}_{h}\right)+\left(\mathbf{u}, \mathbf{v}_{h}\right) \\
& \leq\|\mathbf{u}\|_{0}\left\|\mathbf{v}-\mathbf{v}_{h}\right\|_{0}+\left(\mathbf{u}, \mathbf{v}_{h}\right) \\
& \leq C h\|\mathbf{u}\|_{0}\|\mathbf{v}\|_{1}+\left(\mathbf{u}, \mathbf{v}_{h}\right)
\end{aligned}
$$

From the second inequality in (3.14) it now follows that

$$
\frac{(\mathbf{u}, \mathbf{v})}{\|\mathbf{v}\|_{1}} \leq C\left(h\|\mathbf{u}\|_{0}+\frac{\left(\mathbf{u}, \mathbf{v}_{h}\right)}{\left\|\mathbf{v}_{h}\right\|_{1}}\right)
$$

which yields the upper bound in (3.13).

## IV. NEGATIVE NORM LEAST-SQUARES METHOD

In this section we define the negative norm least-squares method using a discrete counterpart of (3.1). For this purpose, the norm $\|\cdot\|_{-1}$ in (3.1) is replaced by the discrete equivalent $\|\cdot\|_{-h}$, i.e., we consider a least-squares functional given by

$$
\begin{equation*}
\mathcal{J}_{-h}(\mathcal{U})=\frac{1}{2}\left(\|\nabla \times \boldsymbol{\omega}+\lambda \boldsymbol{\omega} \times \mathbf{u}+\nabla r-\mathbf{f}\|_{-h}^{2}+\|\nabla \cdot \mathbf{u}\|_{0}^{2}+\|\nabla \times \mathbf{u}-\boldsymbol{\omega}\|_{0}^{2}\right) \tag{4.1}
\end{equation*}
$$

Then, approximations to the solution $\tilde{\mathcal{U}}$ of the Navier-Stokes equations (2.8)-(2.10), and (2.3) are obtained by finding the minimizer of (4.1) out of $\mathbf{X}_{h}$. This minimizer is subject to a necessary condition (Euler-Lagrange equation) given by
seek $\mathcal{U}_{h} \in \mathbf{X}_{h}$ such that

$$
\begin{align*}
\mathcal{B}\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)= & \left(\nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h}+\lambda \boldsymbol{\omega}_{h} \times \mathbf{u}_{h}-\mathbf{f}\right.  \tag{4.2}\\
& \left.\nabla \times \boldsymbol{\xi}_{h}+\nabla q_{h}+\lambda\left(\boldsymbol{\omega}_{h} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \mathbf{u}_{h}\right)\right)_{-h} \\
+ & \left(\nabla \cdot \mathbf{u}_{h}, \nabla \cdot \mathbf{v}_{h}\right)+\left(\nabla \times \mathbf{u}_{h}-\boldsymbol{\omega}_{h}, \nabla \times \mathbf{v}_{h}-\boldsymbol{\xi}_{h}\right)=0
\end{align*}
$$

Problem (4.2) constitutes a nonlinear system of algebraic equations, which can be easily seen by, e.g., testing in (4.2) with the standard nodal basis of $\mathbf{X}_{h}$. In what follows, our attention will be focused on showing that (4.2) is a well-posed problem, i.e., that under certain assumptions it has a unique solution, and that this solution is close to the solution $\tilde{\mathcal{U}}$ of the Navier-Stokes equations. For this purpose let us write the nonlinear system (4.2) in the form

$$
\begin{equation*}
F\left(\mathcal{U}_{h}\right)=0 \tag{4.3}
\end{equation*}
$$

To show that (4.3) is well-posed we employ a version of the implicit function theorem which can be found in [15]. Specialized to our needs this theorem is as follows.

Theorem 4.1. Assume that there exists a function $\tilde{\mathcal{U}}_{h} \in \mathbf{X}_{h}$, such that $F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)$ is an isomorphism of $\mathbf{X}_{h}$ onto itself. Let

$$
\begin{gather*}
\varepsilon=\left\|F\left(\tilde{\mathcal{U}}_{h}\right)\right\|_{\mathbf{x}_{h}} ;  \tag{4.4}\\
\gamma=\left\|F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)^{-1}\right\|_{L\left(\mathbf{x}_{h}, \mathbf{x}_{h}\right)} \tag{4.5}
\end{gather*}
$$

and

$$
\begin{equation*}
L(\alpha)=\sup _{\mathcal{V}_{h} \in B\left(\tilde{\mathcal{U}}_{h}, \alpha\right)}\left\|F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)-F^{\prime}\left(\mathcal{V}_{h}\right)\right\|_{L\left(\mathbf{x}_{h}, \mathbf{x}_{h}\right)} \tag{4.6}
\end{equation*}
$$

where

$$
B\left(\tilde{\mathcal{U}}_{h}, \alpha\right)=\left\{\mathcal{V}_{h} \in \mathbf{X}_{h} \mid\left\|\tilde{\mathcal{U}}_{h}-\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}} \leq \alpha\right\}
$$

Furthermore, assume that

$$
\begin{equation*}
2 \gamma L(2 \gamma \varepsilon)<1 \tag{4.7}
\end{equation*}
$$

Then, the problem $F\left(\mathcal{U}_{h}\right)=0$ has a solution $\mathcal{U}_{h} \in \mathbf{X}_{h}$ which belongs to the ball $B\left(\tilde{\mathcal{U}}_{h}, 2 \gamma \varepsilon\right)$, $F^{\prime}\left(\mathcal{U}_{h}\right)$ is an isomorphism of $\mathbf{X}_{h}$ onto itself, and $\left\|F^{\prime}\left(\mathcal{U}_{h}\right)^{-1}\right\|_{\mathbf{x}_{h}} \leq 2 \gamma$. Furthermore, $\mathcal{U}_{h}$ is the only solution in the ball $B\left(\tilde{\mathcal{U}}_{h}, \alpha\right)$ whose radius $\alpha$ satisfies $\gamma L(\alpha)<1$, and we have the error estimate

$$
\begin{equation*}
\left\|\mathcal{U}_{h}-\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}} \leq \frac{\gamma}{1-\gamma L(\alpha)}\left\|F\left(\mathcal{V}_{h}\right)\right\|_{\mathbf{x}_{h}}, \quad \forall \mathcal{V}_{h} \in B\left(\tilde{\mathcal{U}}_{h}, \alpha\right) \tag{4.8}
\end{equation*}
$$

For the proof of this theorem, which uses a fixed-point argument, we refer the reader to [15].

## V. ANALYSIS OF THE NEGATIVE NORM METHOD

In this section we show that all hypotheses of Theorem 4.1 are valid, provided the solution $\tilde{\mathcal{U}}$ of (2.8)-(2.10) is as described in $\S I I$., i.e., $\tilde{\mathcal{U}}$ is nonsingular and belongs to $\mathbf{X}_{m}$ for some
integer $m \geq 1$. The asymptotic error estimates will then follow from (4.8). For the application of Theorem 4.1 it is of critical importance to assure existence of $\tilde{\mathcal{U}}_{h} \in \mathbf{X}_{h}$ such that $F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)$ is invertible. It is reasonable to expect that a close approximation of $\tilde{\mathcal{U}}$ out of $\mathbf{X}_{h}$ will suit this purpose. According to (3.3)-(3.4), there exists $\tilde{\mathcal{U}}_{h}=\left(\tilde{\boldsymbol{\omega}}_{h}, \tilde{\mathbf{u}}_{h}, \tilde{r}_{h}\right)$ such that

$$
\begin{align*}
\left\|\tilde{\boldsymbol{\omega}}-\tilde{\boldsymbol{\omega}}_{h}\right\|_{0}+h\left\|\tilde{\boldsymbol{\omega}}-\tilde{\boldsymbol{\omega}}_{h}\right\|_{1} & \leq h^{\tilde{d}} C\|\tilde{\boldsymbol{\omega}}\|_{\tilde{d}}  \tag{5.1}\\
\left\|\tilde{\mathbf{u}}-\tilde{\mathbf{u}}_{h}\right\|_{0}+h\left\|\tilde{\mathbf{u}}-\tilde{\mathbf{u}}_{h}\right\|_{1} & \leq h^{\tilde{d}+1} C\|\tilde{\mathbf{u}}\|_{\tilde{d}+1}  \tag{5.2}\\
\left\|\tilde{r}-\tilde{r}_{h}\right\|_{0}+h\left\|\tilde{r}-\tilde{r}_{h}\right\|_{1} & \leq h^{\tilde{d}} C\|\tilde{r}\|_{\tilde{d}} \tag{5.3}
\end{align*}
$$

where $\tilde{d}=\min \{d, m\}$. Note that (5.1)-(5.3) also imply

$$
\begin{equation*}
\left\|\tilde{\boldsymbol{\omega}}_{h}\right\|_{0} \leq C\|\tilde{\boldsymbol{\omega}}\|_{\tilde{d}}, \quad\left\|\tilde{r}_{h}\right\|_{0} \leq C\|\tilde{r}\|_{\tilde{d}}, \quad \text { and } \quad\left\|\tilde{\mathbf{u}}_{h}\right\|_{1} \leq C\|\tilde{\mathbf{u}}\|_{\tilde{d}+1} \tag{5.4}
\end{equation*}
$$

Below we shall see that, for a sufficiently small $h$, this choice of $\tilde{\mathcal{U}}_{h}$ guarantees the existence of $F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)^{-1}$.

We begin by separating form $\mathcal{B}(\cdot, \cdot)$ into a linear (Stokes) part

$$
\begin{align*}
\mathcal{B}_{S}(\mathcal{U}, \mathcal{V})=(\nabla \times \boldsymbol{\omega}+\nabla r, \nabla \times \boldsymbol{\xi}+\nabla q)_{-h} &  \tag{5.5}\\
& +(\nabla \cdot \mathbf{u}, \nabla \cdot \mathbf{v})+(\nabla \times \mathbf{u}-\boldsymbol{\omega}, \nabla \times \mathbf{v}-\boldsymbol{\xi})
\end{align*}
$$

and a nonlinear part

$$
\begin{align*}
\mathcal{B}_{G}(\mathcal{U}, \mathcal{V})=(\lambda \boldsymbol{\omega} \times \mathbf{u}-\mathbf{f}, \nabla \times \boldsymbol{\xi}+\nabla q+\lambda & (\boldsymbol{\omega} \times \mathbf{v}+\boldsymbol{\xi} \times \mathbf{u}))_{-h}  \tag{5.6}\\
& +(\nabla \times \boldsymbol{\omega}+\nabla r, \lambda(\boldsymbol{\omega} \times \mathbf{v}+\boldsymbol{\xi} \times \mathbf{u}))_{-h} .
\end{align*}
$$

It is not difficult to see that the Fréchet derivative of (5.6) is given by

$$
\begin{align*}
\mathcal{B}_{G}^{\prime}[\hat{\mathcal{U}}](\mathcal{U}, \mathcal{V}) & =\left(\nabla \times \hat{\boldsymbol{\omega}}+\nabla \hat{r}+\lambda \hat{\boldsymbol{\omega}} \times \hat{\mathbf{u}}-\mathbf{f}, \lambda(\boldsymbol{\omega} \times \mathbf{v}+\boldsymbol{\xi} \times \mathbf{u})_{-h}\right.  \tag{5.7}\\
& +\lambda(\nabla \times \boldsymbol{\omega}+\nabla r, \hat{\boldsymbol{\omega}} \times \mathbf{v}+\boldsymbol{\xi} \times \hat{\mathbf{u}})_{-h} \\
& +\lambda(\hat{\boldsymbol{\omega}} \times \mathbf{u}+\boldsymbol{\omega} \times \hat{\mathbf{u}}, \nabla \times \boldsymbol{\xi}+\nabla q+\lambda \hat{\boldsymbol{\omega}} \times \mathbf{v}+\boldsymbol{\xi} \times \hat{\mathbf{u}})_{-h} .
\end{align*}
$$

As a result, form $\mathcal{B}(\cdot, \cdot)$ and its Fréchet derivative $\mathcal{B}^{\prime}[\hat{\mathcal{U}}](\cdot, \cdot)$ can be written as

$$
\mathcal{B}(\mathcal{U}, \mathcal{V})=\mathcal{B}_{S}(\mathcal{U}, \mathcal{V})+\mathcal{B}_{G}(\mathcal{U}, \mathcal{V})
$$

and

$$
\begin{equation*}
\mathcal{B}^{\prime}[\hat{\mathcal{U}}](\mathcal{U}, \mathcal{V})=\mathcal{B}_{S}(\mathcal{U}, \mathcal{V})+\mathcal{B}^{\prime}{ }_{G}[\hat{\mathcal{U}}](\mathcal{U}, \mathcal{V}) \tag{5.8}
\end{equation*}
$$

respectively. Next we use these identities to effect a decomposition of the nonlinear function $F$ in (4.3), and its Fréchet derivative into a linear and a nonlinear part. Let

$$
\mathbf{Y}=\mathbf{L}^{2}(\Omega) \times \mathbf{H}^{-1}(\Omega) \times L_{0}^{2}(\Omega)
$$

and consider the linear operator $T: \mathbf{Y} \mapsto \mathbf{X}_{h}$, defined by

$$
\mathcal{U}_{h}=T \mathbf{g} \text { if and only if } \mathcal{B}_{S}\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)=\left(\mathbf{g}, \mathcal{V}_{h}\right), \text { for all } \mathcal{V}_{h} \in \mathbf{X}_{h}
$$

Using (5.6) we then introduce the nonlinear operator $G: \mathbf{X}_{h} \mapsto \mathbf{Y}$, defined by

$$
\mathbf{g}=G\left(\mathcal{U}_{h}\right) \text { if and only if } \mathcal{B}_{G}\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)=\left(\mathbf{g}, \mathcal{V}_{h}\right), \text { for all } \mathcal{V}_{h} \in \mathbf{X}_{h}
$$

and its Fréchet derivative $G^{\prime}(\hat{\mathcal{U}}): \mathbf{X}_{h} \mapsto \mathbf{Y}$, defined by

$$
\mathbf{g}=G^{\prime}(\hat{\mathcal{U}}) \cdot \mathcal{U}_{h} \text { if and only if } \mathcal{B}^{\prime}{ }_{G}[\hat{\mathcal{U}}]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)=\left(\mathbf{g}, \mathcal{V}_{h}\right), \text { for all } \mathcal{V}_{h} \in \mathbf{X}_{h}
$$

With the above definitions, problem (4.3) can be written as

$$
\begin{equation*}
F\left(\mathcal{U}_{h}\right) \equiv U_{h}+T \cdot G\left(\mathcal{U}_{h}\right)=0 \tag{5.9}
\end{equation*}
$$

Similarly, the Fréchet derivative of $F$ takes the form

$$
\begin{equation*}
F^{\prime}(\hat{\mathcal{U}}) \cdot \mathcal{U}_{h} \equiv\left(\mathbf{I}+T \cdot G^{\prime}(\hat{\mathcal{U}})\right) \cdot \mathcal{U}_{h} \tag{5.10}
\end{equation*}
$$

## A. Coercivity estimates

In this subsection we show that the Stokes form $\mathcal{B}_{S}(\cdot, \cdot)$ and the Fréchet derivative form $\mathcal{B}^{\prime}\left[\tilde{\mathcal{U}}_{h}\right](\cdot, \cdot)$ are coercive on $\mathbf{X}_{h} \times \mathbf{X}_{h}$. Essentially, this means that the discrete negative norm least-squares functional (4.1) is norm-equivalent on $\mathbf{X}_{h}$. In particular, coercivity of $\mathcal{B}_{S}(\cdot, \cdot)$ is a consequence of a priori estimate (2.12) and equivalence relation (3.13), whereas coercivity of $\mathcal{B}^{\prime}\left[\tilde{\mathcal{U}}_{h}\right](\cdot, \cdot)$ follows from the nonsingularity assumption on $\tilde{\mathcal{U}}$, i.e., (3.13) and estimate (2.22). The subsection concludes with a Lipschitz-type estimate for the Frechet derivative $F^{\prime}$. Our first lemma summarizes several technical results that will be frequently used in the sequel.

Lemma 5.1. For $\boldsymbol{\omega} \in \mathbf{H}^{1}(\Omega), \mathbf{u} \in \mathbf{H}^{1}(\Omega)$ and $r \in H^{1}(\Omega)$

$$
\begin{gather*}
\|\nabla \times \boldsymbol{\omega}\|_{-h} \leq C\left(h\|\nabla \times \boldsymbol{\omega}\|_{0}+\|\boldsymbol{\omega}\|_{0}\right)  \tag{5.11}\\
\|\nabla r\|_{-h} \leq C\left(h\|\nabla r\|_{0}+\|r\|_{0}\right)  \tag{5.12}\\
\|\boldsymbol{\omega} \times \mathbf{u}\|_{-h} \leq C\left(h\|\boldsymbol{\omega}\|_{1}+\|\boldsymbol{\omega}\|_{0}\right)\|\mathbf{u}\|_{1} \tag{5.13}
\end{gather*}
$$

For discrete functions $\boldsymbol{\omega}_{h} \in \mathbf{W}_{h}, \mathbf{u}_{h} \in \mathbf{U}_{h}$ and $r_{h} \in \mathbf{R}_{h}$ (5.11)-(5.13) specialize further to

$$
\begin{gather*}
\left\|\nabla \times \boldsymbol{\omega}_{h}\right\|_{-h} \leq C\left\|\boldsymbol{\omega}_{h}\right\|_{0}  \tag{5.14}\\
\left\|\nabla r_{h}\right\|_{-h} \leq C\left\|r_{h}\right\|_{0}  \tag{5.15}\\
\left\|\boldsymbol{\omega}_{h} \times \mathbf{u}_{h}\right\|_{-h} \leq C\left\|\boldsymbol{\omega}_{h}\right\|_{0}\left\|\mathbf{u}_{h}\right\|_{1} \tag{5.16}
\end{gather*}
$$

Proof. From (3.13)

$$
\begin{gathered}
\|\nabla \times \boldsymbol{\omega}\|_{-h} \leq C\left(h\|\nabla \times \boldsymbol{\omega}\|_{0}+\|\nabla \times \boldsymbol{\omega}\|_{-1}\right) \\
\|\nabla r\|_{-h} \leq C\left(h\|\nabla r\|_{0}+\|\nabla r\|_{-1}\right)
\end{gathered}
$$

and

$$
\|\boldsymbol{\omega} \times \mathbf{u}\|_{-h} \leq C\left(h\|\boldsymbol{\omega} \times \mathbf{u}\|_{0}+\|\boldsymbol{\omega} \times \mathbf{u}\|_{-1}\right) .
$$

Bounds (5.11), (5.12) and (5.13) now follow from the inequalities

$$
\|\nabla \times \boldsymbol{\omega}\|_{-1} \leq\|\boldsymbol{\omega}\|_{0} ; \quad\|\nabla r\|_{-1} \leq\|r\|_{0}
$$

and

$$
\|\boldsymbol{\omega} \times \mathbf{u}\|_{0} \leq C\|\boldsymbol{\omega}\|_{1}\|\mathbf{u}\|_{1} ; \quad\|\boldsymbol{\omega} \times \mathbf{u}\|_{-1} \leq C\|\boldsymbol{\omega}\|_{0}\|\mathbf{u}\|_{1} .
$$

Remaining bounds (5.14)-(5.16) follow from (5.11)-(5.13) and the inverse inequality (3.6).

Lemma 5.2. The form $\mathcal{B}_{S}(\cdot, \cdot)$ is continuous and coercive on $\mathbf{X}_{h} \times \mathbf{X}_{h}$.
Proof. Using (3.13) and (2.12)

$$
\begin{aligned}
\mathcal{B}_{S}\left(\mathcal{U}_{h}, \mathcal{U}_{h}\right) & =\left\|\nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h}\right\|_{-h}^{2}+\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0}^{2}+\left\|\nabla \times \mathbf{u}_{h}-\boldsymbol{\omega}_{h}\right\|_{0}^{2} \\
& \geq C\left(\left\|\nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h}\right\|_{-1}^{2}+\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0}^{2}+\left\|\nabla \times \mathbf{u}_{h}-\boldsymbol{\omega}_{h}\right\|_{0}^{2}\right) \\
& \geq C\left(\left\|\boldsymbol{\omega}_{h}\right\|_{0}^{2}+\left\|\mathbf{u}_{h}\right\|_{1}^{2}+\left\|r_{h}\right\|_{0}^{2}\right),
\end{aligned}
$$

which establishes coercivity of (5.5). Continuity follows directly using Cauchy inequality and (5.14)-(5.15).

Lemma 5.3. Assume that $\tilde{\mathcal{U}}_{h}$ satisfies (5.1)-(5.3). Then $\mathcal{B}\left(\tilde{\mathcal{U}}_{h}, \cdot\right)$ defines a continuous linear functional $\mathbf{X}_{h} \mapsto \mathbf{R}$, and

$$
\begin{equation*}
\mathcal{B}\left(\tilde{\mathcal{U}}_{h}, \mathcal{V}_{h}\right) \leq C h^{\tilde{d}}\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}}, \quad \forall \mathcal{V}_{h} \in \mathbf{X}_{h} \tag{5.17}
\end{equation*}
$$

Proof. From the definition of $\mathcal{B}(\cdot, \cdot)$ it is easy to see that, when the first argument is fixed, $\mathcal{B}\left(\tilde{\mathcal{U}}_{h}, \cdot\right)$ is linear with respect to the second argument. To establish (5.17), we first use the Cauchy inequality

$$
\begin{aligned}
& \mathcal{B}\left(\tilde{\mathcal{U}}_{h}, \mathcal{V}_{h}\right) \leq \\
& \quad\left\|\nabla \times \tilde{\boldsymbol{\omega}}_{h}+\nabla \tilde{r}_{h}+\lambda \tilde{\boldsymbol{\omega}}_{h} \times \tilde{\mathbf{u}}_{h}-\mathbf{f}\right\|_{-h}\left\|\nabla \times \boldsymbol{\xi}_{h}+\nabla q_{h}+\lambda\left(\tilde{\boldsymbol{\omega}}_{h} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \tilde{\mathbf{u}}_{h}\right)\right\|_{-h} \\
& \quad+\left\|\nabla \cdot \tilde{\mathbf{u}}_{h}\right\|_{0}\left\|\nabla \cdot \mathbf{v}_{h}\right\|_{0}+\left\|\nabla \times \tilde{\mathbf{u}}_{h}-\tilde{\boldsymbol{\omega}}_{h}\right\|_{0}\left\|\nabla \times \mathbf{v}_{h}-\boldsymbol{\xi}_{h}\right\|_{0} .
\end{aligned}
$$

To estimate the last two terms we use (5.1), (5.2), and the fact that $\tilde{\mathcal{U}}$ solves (2.8)-(2.10):

$$
\begin{gather*}
\left\|\nabla \cdot \tilde{\mathbf{u}}_{h}\right\|_{0}\left\|\nabla \cdot \mathbf{v}_{h}\right\|_{0} \leq C h^{\tilde{d}}\|\tilde{\mathbf{u}}\|_{\tilde{d}+1}\left\|\mathcal{V}_{h}\right\|_{\mathbf{X}_{h}}  \tag{5.18}\\
\left\|\nabla \times \tilde{\mathbf{u}}_{h}-\tilde{\boldsymbol{\omega}}_{h}\right\|_{0}\left\|\nabla \times \mathbf{v}_{h}-\boldsymbol{\xi}_{h}\right\|_{0} \leq C h^{\tilde{d}}\left(\|\tilde{\mathbf{u}}\|_{\tilde{d}+1}+\|\tilde{\boldsymbol{\omega}}\|_{\tilde{d}}\right)\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}} \tag{5.19}
\end{gather*}
$$

Next we proceed with an estimate for the first term. Using again $\tilde{\mathcal{U}}$ and the triangle inequality,

$$
\begin{aligned}
\left\|\nabla \times \tilde{\boldsymbol{\omega}}_{h}+\nabla \tilde{r}_{h}+\lambda \tilde{\boldsymbol{\omega}}_{h} \times \tilde{\mathbf{u}}_{h}-\mathbf{f}\right\|_{-h} \leq \| \nabla \times & \left(\tilde{\boldsymbol{\omega}}_{h}-\tilde{\boldsymbol{\omega}}\right)\left\|_{-h}+\right\| \nabla\left(\tilde{r}_{h}-\tilde{r}\right) \|_{-h} \\
& +\left\|\tilde{\boldsymbol{\omega}}_{h} \times\left(\tilde{\mathbf{u}}_{h}-\tilde{\mathbf{u}}\right)\right\|_{-h}+\left\|\left(\tilde{\boldsymbol{\omega}}_{h}-\tilde{\boldsymbol{\omega}}\right) \times \tilde{\mathbf{u}}\right\|_{-h} .
\end{aligned}
$$

From (5.11) and (5.1) it follows that

$$
\left\|\nabla \times\left(\tilde{\boldsymbol{\omega}}_{h}-\tilde{\boldsymbol{\omega}}\right)\right\|_{-h} \leq C\left(h\left\|\tilde{\boldsymbol{\omega}}_{h}-\tilde{\boldsymbol{\omega}}\right\|_{1}+\left\|\tilde{\boldsymbol{\omega}}_{h}-\tilde{\boldsymbol{\omega}}\right\|_{0}\right) \leq C h^{\tilde{d}}\|\tilde{\boldsymbol{\omega}}\|_{\tilde{d}}
$$

from (5.12) and (5.3):

$$
\left\|\nabla\left(\tilde{r}_{h}-\tilde{r}\right)\right\|_{-h} \leq C\left(h\left\|\tilde{r}_{h}-\tilde{r}\right\|_{1}+\left\|\tilde{r}_{h}-\tilde{r}\right\|_{0}\right) \leq C h^{\tilde{d}}\|\tilde{r}\|_{\tilde{d}}
$$

and from (5.13), (5.1), (5.2), and (5.4):

$$
\left\|\tilde{\boldsymbol{\omega}}_{h} \times\left(\tilde{\mathbf{u}}_{h}-\tilde{\mathbf{u}}\right)\right\|_{-h}+\left\|\left(\tilde{\boldsymbol{\omega}}_{h}-\tilde{\boldsymbol{\omega}}\right) \times \tilde{\mathbf{u}}\right\|_{-h} \leq C h^{\tilde{d}}\|\tilde{\boldsymbol{\omega}}\|_{\tilde{d}}\|\tilde{\mathbf{u}}\|_{\tilde{d}+1}
$$

Using the triangle inequality for the remaining part of the first term,

$$
\begin{aligned}
&\left\|\nabla \times \boldsymbol{\xi}_{h}+\nabla q_{h}+\lambda\left(\tilde{\boldsymbol{\omega}}_{h} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \tilde{\mathbf{u}}_{h}\right)\right\|_{-h} \\
& \leq\left\|\nabla \times \boldsymbol{\xi}_{h}\right\|_{-h}+\left\|\nabla q_{h}\right\|_{-h}+\lambda\left(\left\|\tilde{\boldsymbol{\omega}}_{h} \times \mathbf{v}_{h}\right\|_{-h}+\left\|\boldsymbol{\xi}_{h} \times \tilde{\mathbf{u}}_{h}\right\|_{-h}\right) .
\end{aligned}
$$

Then, terms in the right hand side are bounded using (5.14), (5.15), (5.16), and (5.4):

$$
\begin{gathered}
\left\|\nabla \times \boldsymbol{\xi}_{h}\right\|_{-h} \leq C\left\|\boldsymbol{\xi}_{h}\right\|_{0}, \\
\left\|\nabla q_{h}\right\|_{-h} \leq C\left\|q_{h}\right\|_{0} \\
\left\|\tilde{\boldsymbol{\omega}}_{h} \times \mathbf{v}_{h}\right\|_{-h} \leq C\|\tilde{\boldsymbol{\omega}}\|_{\tilde{d}}\left\|\mathbf{v}_{h}\right\|_{1} \\
\left\|\boldsymbol{\xi}_{h} \times \tilde{\mathbf{u}}_{h}\right\|_{-h} \leq C\left\|\boldsymbol{\xi}_{h}\right\|_{0}\|\tilde{\mathbf{u}}\|_{\tilde{d}+1}
\end{gathered}
$$

Combining the last four inequalities yields

$$
\begin{array}{r}
\left\|\nabla \times \tilde{\boldsymbol{\omega}}_{h}+\nabla \tilde{r}_{h}+\lambda \tilde{\boldsymbol{\omega}}_{h} \times \tilde{\mathbf{u}}_{h}-\mathbf{f}\right\|_{-h}\left\|\nabla \times \boldsymbol{\xi}_{h}+\nabla q_{h}+\lambda\left(\tilde{\boldsymbol{\omega}}_{h} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \tilde{\mathbf{u}}_{h}\right)\right\|_{-h}  \tag{5.20}\\
\leq C h^{\tilde{d}}\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}}
\end{array}
$$

The lemma now follows from (5.18)-(5.20).

Lemma 5.4. There exists a number $h_{0}>0$ such that, for all $h<h_{0}$, form $\mathcal{B}^{\prime}\left[\tilde{\mathcal{U}}_{h}\right](\cdot, \cdot)$ is continuous and coercive on $\mathbf{X}_{h} \times \mathbf{X}_{h}$.

Proof. From (5.8)

$$
\begin{align*}
\mathcal{B}^{\prime}\left[\tilde{\mathcal{U}}_{h}\right]\left(\mathcal{U}_{h}, \mathcal{U}_{h}\right)= & \mathcal{B}_{S}\left(\mathcal{U}_{h}, \mathcal{U}_{h}\right)+\mathcal{B}^{\prime}{ }_{G}\left[\tilde{\mathcal{U}}_{h}\right]\left(\mathcal{U}_{h}, \mathcal{U}_{h}\right)  \tag{5.21}\\
= & \left\|\nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h}+\lambda\left(\tilde{\boldsymbol{\omega}}_{h} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \tilde{\mathbf{u}}_{h}\right)\right\|_{-h}^{2} \\
& +\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0}^{2}+\left\|\nabla \times \mathbf{u}_{h}-\boldsymbol{\omega}_{h}\right\|_{0}^{2} \\
& +2 \lambda\left(\nabla \times \tilde{\boldsymbol{\omega}}_{h}+\nabla \tilde{r}_{h}+\lambda \tilde{\boldsymbol{\omega}}_{h} \times \tilde{\mathbf{u}}_{h}-\mathbf{f}, \boldsymbol{\omega}_{h} \times \mathbf{u}_{h}\right) .
\end{align*}
$$

To obtain a lower bound for the first term in (5.21) we use the solution $\tilde{\mathcal{U}}$ of the NavierStokes equations (2.8)-(2.10):

$$
\begin{aligned}
& \left\|\nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h}+\lambda\left(\tilde{\boldsymbol{\omega}}_{h} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \tilde{\mathbf{u}}_{h}\right)\right\|_{-h} \\
& \geq\left\|\nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h}+\lambda\left(\tilde{\boldsymbol{\omega}} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \tilde{\mathbf{u}}\right)\right\|_{-h} \\
& \quad-\lambda\left(\left\|\left(\tilde{\boldsymbol{\omega}}_{h}-\tilde{\boldsymbol{\omega}}\right) \times \mathbf{u}_{h}\right\|_{-h}+\left\|\boldsymbol{\omega}_{h} \times\left(\tilde{\mathbf{u}}_{h}-\tilde{\mathbf{u}}\right)\right\|_{-h}\right) .
\end{aligned}
$$

Then, (5.13), (5.1) and (5.2) combine to yield

$$
\left\|\left(\tilde{\boldsymbol{\omega}}_{h}-\tilde{\boldsymbol{\omega}}\right) \times \mathbf{u}_{h}\right\|_{-h} \leq C h^{\tilde{d}}\left\|\mathbf{u}_{h}\right\|_{1}\|\tilde{\boldsymbol{\omega}}\|_{\tilde{d}}
$$

and

$$
\left\|\boldsymbol{\omega}_{h} \times\left(\tilde{\mathbf{u}}_{h}-\tilde{\mathbf{u}}\right)\right\|_{-h} \leq C h^{\tilde{d}}\left\|\boldsymbol{\omega}_{h}\right\|_{0}\|\tilde{\mathbf{u}}\|_{\tilde{d}+1}
$$

As a result,

$$
\begin{align*}
\| \nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h}+ & \lambda\left(\tilde{\boldsymbol{\omega}}_{h} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \tilde{\mathbf{u}}_{h}\right) \|_{-h}^{2}  \tag{5.22}\\
& \geq\left\|\nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h}+\lambda\left(\tilde{\boldsymbol{\omega}} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \tilde{\mathbf{u}}\right)\right\|_{-h}^{2}-C h^{\tilde{d}}\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}}^{2}
\end{align*}
$$

The last term in (5.21) is estimated using (5.20) and (5.16)

$$
\begin{equation*}
2 \lambda\left(\nabla \times \tilde{\boldsymbol{\omega}}_{h}+\nabla \tilde{r}_{h}+\lambda \tilde{\boldsymbol{\omega}}_{h} \times \tilde{\mathbf{u}}_{h}-\mathbf{f}, \boldsymbol{\omega}_{h} \times \mathbf{u}_{h}\right) \leq C h^{\tilde{d}}\left\|\boldsymbol{\omega}_{h}\right\|_{0}\left\|\mathbf{u}_{h}\right\|_{1} \tag{5.23}
\end{equation*}
$$

Combining (5.22), (5.23), and (2.22), i.e., the nonsingularity assumption on $\tilde{\mathcal{U}}$, yields

$$
\begin{aligned}
\mathcal{B}^{\prime}\left[\tilde{\mathcal{U}}_{h}\right]\left(\mathcal{U}_{h}, \mathcal{U}_{h}\right) \geq & \left\|\nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h}+\lambda\left(\tilde{\boldsymbol{\omega}} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \tilde{\mathbf{u}}\right)\right\|_{-h}^{2} \\
& +\left\|\nabla \cdot \mathbf{u}_{h}\right\|_{0}^{2}+\left\|\nabla \times \mathbf{u}_{h}-\boldsymbol{\omega}_{h}\right\|_{0}^{2}-C h^{\tilde{d}}\left\|\mathcal{U}_{h}\right\|_{\mathbf{X}_{h}}^{2} \\
\geq & C_{1}\left(\left\|\boldsymbol{\omega}_{h}\right\|_{0}^{2}+\left\|\mathbf{u}_{h}\right\|_{1}^{2}+\left\|r_{h}\right\|_{0}^{2}\right)-C h^{\tilde{d}}\left\|\mathcal{U}_{h}\right\|_{\mathbf{X}_{h}}^{2}
\end{aligned}
$$

Thus, one can find $h_{0}>0$ such that $\mathcal{B}^{\prime}\left[\tilde{\mathcal{U}}_{h}\right](\cdot, \cdot)$ is coercive for all $h<h_{0}$. We omit the proof of continuity which easily follows from the Cauchy and triangle inequalities.

The last lemma in this section establishes a Lipschitz bound for the Frechet derivative $F^{\prime}$.

Lemma 5.5. For $\hat{\mathcal{U}}_{h}^{1}, \hat{\mathcal{U}}_{h}^{2} \in \mathbf{X}_{h}$

$$
\begin{equation*}
\left\|F^{\prime}\left(\hat{\mathcal{U}}_{h}^{1}\right)-F^{\prime}\left(\hat{\mathcal{U}}_{h}^{2}\right)\right\|_{L\left(\mathbf{x}_{h}, \mathbf{x}_{h}\right)} \leq C\left\|\hat{\mathcal{U}}_{h}^{1}-\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{x}_{h}}\left(1+\left\|\hat{\mathcal{U}}_{h}^{1}\right\| \mathbf{x}_{h}+\left\|\hat{\mathcal{U}}_{h}^{2}\right\| \mathbf{x}_{h}\right) \tag{5.24}
\end{equation*}
$$

Proof. From (5.10) and definitions of $T$ and $G^{\prime}$ it follows that for $\mathcal{U}_{h} \in \mathbf{X}_{h}$

$$
U_{h}^{i}=F^{\prime}\left(\hat{\mathcal{U}}_{h}^{i}\right) \cdot \mathcal{U}_{h}, \quad i=1,2
$$

if and only if $\mathcal{U}_{h}^{i}$ solve

$$
\begin{equation*}
\text { seek } \mathcal{U}_{h}^{i} \in \mathbf{X}_{h} \text { such that } \quad \mathcal{B}_{S}\left(\mathcal{U}_{h}^{i}, \mathcal{V}_{h}\right)=\mathcal{B}^{\prime}\left[\hat{\mathcal{U}}_{h}^{i}\right]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right), \quad \text { for all } \mathcal{V}_{h} \in \mathbf{X}_{h} \tag{5.25}
\end{equation*}
$$

Therefore,

$$
\mathcal{B}_{S}\left(\mathcal{U}_{h}^{1}-\mathcal{U}_{h}^{2}, \mathcal{V}_{h}\right)=\mathcal{B}^{\prime}\left[\hat{\mathcal{U}}_{h}^{1}\right]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)-\mathcal{B}^{\prime}\left[\hat{\mathcal{U}}_{h}^{2}\right]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)
$$

Next we proceed with an estimate of the right-hand side above. From (5.8)

$$
\begin{align*}
& \mathcal{B}^{\prime}\left[\hat{\mathcal{U}}_{h}^{1}\right]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)-\mathcal{B}^{\prime}\left[\hat{\mathcal{U}}_{h}^{2}\right]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)  \tag{5.26}\\
& =\left(\nabla \times\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right)+\nabla\left(\hat{r}_{h}^{1}-\hat{r}_{h}^{2}\right)+\lambda\left(\hat{\boldsymbol{\omega}}_{h}^{1} \times \hat{\mathbf{u}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2} \times \hat{\mathbf{u}}_{h}^{2}\right), \lambda\left(\boldsymbol{\omega}_{h} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \mathbf{u}_{h}\right)\right)_{-h} \\
& \quad+\lambda\left(\nabla \times \boldsymbol{\omega}_{h}+\nabla r_{h},\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right) \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times\left(\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right)\right)_{-h} \\
& \quad+\lambda\left(\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right) \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times\left(\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right), \nabla \times \boldsymbol{\xi}_{h}+\nabla r_{h}\right)_{-h} \\
& \quad+\lambda^{2}\left(\left(\hat{\boldsymbol{\omega}}_{h}^{1} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \hat{\mathbf{u}}_{h}^{1}, \hat{\boldsymbol{\omega}}_{h}^{1} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \hat{\mathbf{u}}_{h}^{1}\right)_{-h}\right. \\
& \left.\quad-\left(\hat{\boldsymbol{\omega}}_{h}^{2} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \hat{\mathbf{u}}_{h}^{2}, \hat{\boldsymbol{\omega}}_{h}^{2} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \hat{\mathbf{u}}_{h}^{2}\right)_{-h}\right)
\end{align*}
$$

For the first term in (5.26) we use the Cauchy and triangle inequalities, and (5.14)-(5.16):

$$
\begin{aligned}
&\left(\nabla \times\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right)+\nabla\left(\hat{r}_{h}^{1}-\hat{r}_{h}^{2}\right)+\lambda\left(\hat{\boldsymbol{\omega}}_{h}^{1} \times \hat{\mathbf{u}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2} \times \hat{\mathbf{u}}_{h}^{2}\right), \lambda\left(\boldsymbol{\omega}_{h} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \mathbf{u}_{h}\right)\right)_{-h} \\
& \leq\left\{\left\|\nabla \times\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right)\right\|_{-h}+\left\|\nabla\left(\hat{r}_{h}^{1}-\hat{r}_{h}^{2}\right)\right\|_{-h}+\left\|\lambda\left(\hat{\boldsymbol{\omega}}_{h}^{1} \times \hat{\mathbf{u}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2} \times \hat{\mathbf{u}}_{h}^{2}\right)\right\|_{-h}\right\} \\
& \lambda\left\{\left\|\boldsymbol{\omega}_{h} \times \mathbf{v}_{h}\right\|_{-h}+\left\|\boldsymbol{\xi}_{h} \times \mathbf{u}_{h}\right\|_{-h}\right\} \\
& \leq\left\{\left\|\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right\|_{0}+\left\|\hat{r}_{h}^{1}-\hat{r}_{h}^{2}\right\|_{0}+\left(\left\|\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right\|_{0}^{2}+\left\|\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{1}^{2}\right\|_{1}^{2}\right)^{1 / 2}\left(\left\|\hat{\boldsymbol{\omega}}_{h}^{1}\right\|_{0}^{2}+\left\|\hat{\mathbf{u}}_{h}^{2}\right\|_{1}^{2}\right)^{1 / 2}\right\} \\
&\left(\left\|\boldsymbol{\omega}_{h}\right\|_{0}^{2}+\left\|\mathbf{u}_{h}\right\|_{1}^{2}\right)^{1 / 2}\left(\left\|\boldsymbol{\xi}_{h}\right\|_{0}^{2}+\left\|\mathbf{v}_{h}\right\|_{1}^{2}\right)^{1 / 2} \\
& \leq C\left\|\hat{\mathcal{U}}_{h}^{1}-\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{x}_{h}}\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}}\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}}\left(2+\lambda\left(\left\|\hat{\mathcal{U}}_{h}^{1}\right\|_{\mathbf{x}_{h}}+\left\|\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{x}_{h}}\right)\right) .
\end{aligned}
$$

Similarly, for the second and the third terms in (5.26) we obtain

$$
\begin{aligned}
\lambda\left(\nabla \times \boldsymbol{\omega}_{h}+\nabla\right. & \left.r_{h},\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right) \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times\left(\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right)\right)_{-h} \\
\leq & \lambda\left\{\left\|\nabla \times \boldsymbol{\omega}_{h}\right\|_{-h}+\left\|\nabla r_{h}\right\|_{-h}\right\} \\
& \left\{\left\|\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right) \times \mathbf{v}_{h}\right\|_{-h}+\left\|\boldsymbol{\xi}_{h} \times\left(\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right)\right\|_{-h}\right\} \\
\leq & C\left\|\hat{\mathcal{U}}_{h}^{1}-\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{X}_{h}}\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}}\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}}
\end{aligned}
$$

and

$$
\begin{aligned}
\lambda\left(\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right) \times\right. & \left.\mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times\left(\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right), \nabla \times \boldsymbol{\xi}_{h}+\nabla r_{h}\right)_{-h} \\
\leq & \lambda\left\{\left\|\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right) \times \mathbf{u}_{h}\right\|_{-h}+\left\|\boldsymbol{\omega}_{h} \times\left(\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right)\right\|_{-h}\right\} \\
& \left\{\left\|\nabla \times \boldsymbol{\xi}_{h}\right\|_{-h}+\left\|\nabla r_{h}\right\|_{-h}\right\} \\
\leq & C\left\|\hat{\mathcal{U}}_{h}^{1}-\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{x}_{h}}\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}}\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}}
\end{aligned}
$$

Lastly, to estimate the fourth term in (5.26) we add and subtract

$$
\left(\hat{\boldsymbol{\omega}}_{h}^{2} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \hat{\mathbf{u}}_{h}^{2}, \hat{\boldsymbol{\omega}}_{h}^{1} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \hat{\mathbf{u}}_{h}^{1}\right)_{-h}
$$

and then apply repeatedly the Cauchy and triangle inequalities along with (5.16):

$$
\begin{aligned}
& \lambda^{2}\left(\left(\hat{\boldsymbol{\omega}}_{h}^{1} \times\right.\right.\left.\mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \hat{\mathbf{u}}_{h}^{1}, \hat{\boldsymbol{\omega}}_{h}^{1} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \hat{\mathbf{u}}_{h}^{1}\right)_{-h} \\
&\left.-\left(\hat{\boldsymbol{\omega}}_{h}^{2} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \hat{\mathbf{u}}_{h}^{2}, \hat{\boldsymbol{\omega}}_{h}^{2} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \hat{\mathbf{u}}_{h}^{2}\right)_{-h}\right) \\
&= \lambda^{2}\left(\left(\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right) \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times\left(\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right), \hat{\boldsymbol{\omega}}_{h}^{1} \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times \hat{\mathbf{u}}_{h}^{1}\right)_{-h}\right. \\
&\left.+\left(\hat{\boldsymbol{\omega}}_{h}^{2} \times \mathbf{u}_{h}+\boldsymbol{\omega}_{h} \times \hat{\mathbf{u}}_{h}^{2},\left(\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right) \times \mathbf{v}_{h}+\boldsymbol{\xi}_{h} \times\left(\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right)\right)_{-h}\right) \\
& \leq C\left\{\left\|\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right\|_{0}\left\|\mathbf{u}_{h}\right\|_{1}+\left\|\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right\|_{1}\left\|\boldsymbol{\omega}_{h}\right\|_{0}\right\}\left\{\left\|\hat{\boldsymbol{\omega}}_{h}^{1}\right\|_{0}\left\|\mathbf{v}_{h}\right\|_{1}+\left\|\boldsymbol{\xi}_{h}\right\|_{0}\left\|\hat{\mathbf{u}}^{1}\right\|_{1}\right\} \\
&+C\left\{\left\|\hat{\boldsymbol{\omega}}_{h}^{1}-\hat{\boldsymbol{\omega}}_{h}^{2}\right\|_{0}\left\|\mathbf{v}_{h}\right\|_{1}+\left\|\hat{\mathbf{u}}_{h}^{1}-\hat{\mathbf{u}}_{h}^{2}\right\|_{1}\left\|\boldsymbol{\xi}_{h}\right\|_{0}\right\}\left\{\left\|\hat{\boldsymbol{\omega}}_{h}^{2}\right\|_{0}\left\|\mathbf{u}_{h}\right\|_{1}+\left\|\boldsymbol{\omega}_{h}\right\|_{0}\left\|\hat{\mathbf{u}}^{2}\right\|_{1}\right\} \\
& \leq C\left\|\hat{\mathcal{U}}_{h}^{1}-\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{x}_{h}\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}}\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}}\left(\left\|\hat{\mathcal{U}}_{h}^{1}\right\|_{\mathbf{x}_{h}}+\left\|\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{x}_{h}}\right) .} .
\end{aligned}
$$

As a result,

$$
\begin{align*}
\mid \mathcal{B}^{\prime}\left[\hat{\mathcal{U}}_{h}^{1}\right]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)- & \mathcal{B}^{\prime}\left[\hat{\mathcal{U}}_{h}^{2}\right]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right) \mid  \tag{5.27}\\
& \leq C\left\|\hat{\mathcal{U}}_{h}^{1}-\hat{\mathcal{U}}_{h}^{2}\right\| \mathbf{x}_{h}\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}}\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}}\left(1+\left\|\hat{\mathcal{U}}_{h}^{1}\right\|_{\mathbf{x}_{h}}+\left\|\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{x}_{h}}\right) .
\end{align*}
$$

The lemma now follows by observing that coercivity of $\mathcal{B}_{S}(\cdot, \cdot)$ and (5.27) yield

$$
\begin{aligned}
\|\left(F^{\prime}\left(\hat{\mathcal{U}}_{h}^{1}\right)-F^{\prime}\left(\hat{\mathcal{U}}_{h}^{2}\right)\right) & \cdot \mathcal{U}_{h} \|_{\mathbf{x}_{h}} \\
& =\left\|\mathcal{U}_{h}^{1}-\mathcal{U}_{h}^{2}\right\|_{\mathbf{x}_{h}} \leq C\left\|\hat{\mathcal{U}}_{h}^{1}-\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{x}_{h}}\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}}\left(1+\left\|\hat{\mathcal{U}}_{h}^{1}\right\|_{\mathbf{x}_{h}}+\left\|\hat{\mathcal{U}}_{h}^{2}\right\|_{\mathbf{x}_{h}}\right) .
\end{aligned}
$$

## B. Error estimates

In this section, the technical results of $\S$ A. are used to show that all assumptions of Theorem 4.1 are valid for the nonlinear least-squares problem (4.2). In addition to establishing the error estimates, this result will also assert the well-posedness of the discrete equations.

Lemma 5.6. Assume that $\tilde{\mathcal{U}}_{h}$ satisfies (5.1)-(5.3). Then

$$
\begin{equation*}
\left\|F\left(\tilde{\mathcal{U}}_{h}\right)\right\|_{\mathbf{x}_{h}} \leq C h^{\tilde{d}} . \tag{5.28}
\end{equation*}
$$

Proof. From (5.9), and the definitions of $T$ and $G$, it follows that

$$
\mathcal{U}_{h}=F\left(\tilde{\mathcal{U}}_{h}\right) \equiv \tilde{\mathcal{U}}_{h}+T \cdot G\left(\tilde{\mathcal{U}}_{h}\right),
$$

if and only if $\mathcal{U}_{h}$ solves the variational problem

$$
\begin{equation*}
\text { seek } \mathcal{U}_{h} \in \mathbf{X}_{h} \text { such that } \mathcal{B}_{S}\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)=\mathcal{B}\left(\tilde{\mathcal{U}}_{h}, \mathcal{V}_{h}\right), \quad \text { for all } \mathcal{V}_{h} \in \mathbf{X}_{h} . \tag{5.29}
\end{equation*}
$$

Since $\mathcal{B}_{S}(\cdot, \cdot)$ is coercive (Lemma 5.2) and $\mathcal{B}\left(\tilde{\mathcal{U}}_{h}, \cdot\right)$ defines a continuous linear functional (Lemma 5.3), Lax-Milgramm Theorem implies that (5.29) has a unique solution $\mathcal{U}_{h}$. The norm of $\mathcal{U}_{h}$, which equals $\left\|F\left(\tilde{\mathcal{U}}_{h}\right)\right\|_{\mathbf{X}_{h}}$, can be bounded from above using Lemma 5.2 and (5.17):

$$
C\left\|\mathcal{U}_{h}\right\|_{\mathbf{X}_{h}}^{2} \leq \mathcal{B}_{S}\left(\mathcal{U}_{h}, \mathcal{U}_{h}\right)=\mathcal{B}\left(\tilde{\mathcal{U}}_{h}, \mathcal{U}_{h}\right) \leq C h^{\tilde{d}}\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}} .
$$

Lemma 5.7. Assume that $\tilde{\mathcal{U}}_{h}$ satisfies (5.1)-(5.3). Then

1. there exists $h_{0}>0$ such that, for all $h<h_{0}, F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)$ is an isomorphism of $\mathbf{X}_{h}$ onto itself;
2. the norm $\left\|F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)^{-1}\right\|_{L\left(\mathbf{x}_{h}, \mathbf{x}_{h}\right)}$ is bounded from above independently of $h$.

Proof. To prove 1. we must show that for every $\hat{\mathcal{U}}_{h} \in \mathbf{X}_{h}$, problem

$$
F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right) \cdot \mathcal{U}_{h}=\hat{\mathcal{U}}_{h}
$$

has a unique solution $\mathcal{U}_{h} \in \mathbf{X}_{h}$. From (5.10), and the definitions of $T$ and $G^{\prime}$, we now have

$$
\left(\mathbf{I}+T \cdot G^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)\right) \cdot \hat{\mathcal{U}}=\hat{\mathcal{U}}_{h}
$$

if and only if $\hat{\mathcal{U}}$ solves the problem

$$
\begin{equation*}
\text { seek } \mathcal{U}_{h} \in \mathbf{X}_{h} \text { such that } \quad \mathcal{B}^{\prime}\left[\tilde{\mathcal{U}}_{h}\right]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)=\mathcal{B}_{S}\left(\hat{\mathcal{U}}_{h}, \mathcal{V}_{h}\right), \quad \text { for all } \mathcal{V}_{h} \in \mathbf{X}_{h} \tag{5.30}
\end{equation*}
$$

Let $h_{0}$ be the positive real number from Lemma 5.4. Then, for $\hat{\mathcal{U}}_{h}$ fixed, $\mathcal{B}_{S}\left(\hat{\mathcal{U}}_{h}, \cdot\right)$ defines a continuous linear functional on $\mathbf{X}_{h}$, and for $h<h_{0}, \mathcal{B}^{\prime}\left[\tilde{\mathcal{U}}_{h}\right]\left(\mathcal{U}_{h}, \mathcal{V}_{h}\right)$ is continuous and coercive. As a result, Lax-Milgramm Theorem implies existence and uniqueness of solutions to (5.30), i.e., $F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)$ is an isomorphism.

To show 2. we use again problem (5.30). Recall that

$$
\gamma \equiv\left\|F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)^{-1}\right\|_{L\left(\mathbf{x}_{h}, \mathbf{x}_{h}\right)}=\sup _{0 \neq \hat{\mathcal{U}}_{h} \in \mathbf{X}_{h}} \frac{\left\|F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)^{-1} \cdot \hat{\mathcal{U}}_{h}\right\|_{\mathbf{x}_{h}}}{\left\|\hat{\mathcal{U}}_{h}\right\|_{\mathbf{x}_{h}}}
$$

For $\hat{\mathcal{U}}_{h} \in \mathbf{X}_{h}$, arbitrary, let $\mathcal{U}_{h}=F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)^{-1} \cdot \hat{\mathcal{U}}_{h}$. Then,

$$
\begin{aligned}
C_{1}\left\|\mathcal{U}_{h}\right\|_{\mathbf{X}_{h}}^{2} & \leq \mathcal{B}^{\prime}\left[\tilde{\mathcal{U}}_{h}\right]\left(\mathcal{U}_{h}, \mathcal{U}_{h}\right)=\mathcal{B}_{S}\left(\hat{\mathcal{U}}_{h}, \mathcal{U}_{h}\right) \\
& \leq C_{2}\left\|\hat{\mathcal{U}}_{h}\right\| \mathbf{x}_{h}\left\|\mathcal{U}_{h}\right\|_{\mathbf{x}_{h}}
\end{aligned}
$$

that is,

$$
\left\|F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)^{-1} \cdot \hat{\mathcal{U}}_{h}\right\|_{\mathbf{x}_{h}} \leq C\left\|\hat{\mathcal{U}}_{h}\right\|_{\mathbf{x}_{h}}
$$

Thus, $\gamma \leq C$, independently from $h$.
We are now ready to state and prove the main result concerning the negative norm least-squares method of $\S$ IV.

Theorem 5.8. Assume that $\tilde{\mathcal{U}}$ is a nonsingular solution of the Navier-Stokes equations (2.8)-(2.10), and (2.3), such that $\tilde{\mathcal{U}} \in \mathbf{X}_{m}$ for some integer $m \geq 1$. Then, for $h$ sufficiently small, there exists $\alpha>0$ such that the least-squares problem (4.2) has a unique solution $\mathcal{U}_{h} \equiv\left(\boldsymbol{\omega}_{h}, \mathbf{u}_{h}, r_{h}\right) \in \mathbf{X}_{h}$ in the ball $B(\tilde{\mathcal{U}}, \alpha)$. Moreover, there exists a constant $C>$, independent of $h$, such that

$$
\begin{equation*}
\left\|\boldsymbol{\omega}_{h}-\tilde{\boldsymbol{\omega}}\right\|_{0}+\left\|\mathbf{u}_{h}-\tilde{\mathbf{u}}\right\|_{1}+\left\|r_{h}-\tilde{r}\right\|_{0} \leq C h^{\tilde{d}} \tag{5.31}
\end{equation*}
$$

Proof. We apply Theorem 4.1 with $\tilde{\mathcal{U}}_{h}$ chosen to be a discrete function satisfying (5.1)-(5.3). First we note that (5.24) in Lemma 5.5 and the definition of $\tilde{\mathcal{U}}_{h}$ imply

$$
\begin{aligned}
L(\alpha) & =\sup _{\mathcal{V}_{h} \in B\left(\tilde{\mathcal{U}}_{h}, \alpha\right)}\left\|F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)-F^{\prime}\left(\mathcal{V}_{h}\right)\right\|_{L\left(\mathbf{x}_{h}, \mathbf{x}_{h}\right)} \\
& \leq \sup _{\mathcal{V}_{h} \in B\left(\tilde{\mathcal{U}}_{h}, \alpha\right)}\left\|\tilde{\mathcal{U}}_{h}-\mathcal{V}_{h}\right\|\left(1+\left\|\tilde{\mathcal{U}}_{h}\right\|_{\mathbf{x}_{h}}+\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}}\right) \leq C \alpha
\end{aligned}
$$

that is, $L(\alpha)$ is a decreasing function of $\alpha$. From (5.28) and Lemma 5.7 it now follows that there exists a positive number $h_{1}$ such that for $h<h_{1}$,

$$
2 \gamma L(2 \gamma \varepsilon)<1
$$

According to Lemma 5.7 there is another positive number $h_{0}$, such that for $h<h_{0}$, $F^{\prime}\left(\tilde{\mathcal{U}}_{h}\right)$ is an isomorphism of $\mathbf{X}_{h}$ onto itself. As a result, all hypotheses of Theorem 4.1 are satisfied for $h<\min \left\{h_{0}, h_{1}\right\}$ and we can conclude that the least-squares problem has a unique solution in $B\left(\hat{\mathcal{U}}_{h}, \alpha\right)$.

The error estimate (5.31) now easily follows from (5.28) by choosing $\mathcal{V}_{h}=\tilde{\mathcal{U}}_{h}$ in (4.8).

## VI. IMPLEMENTATION AND NUMERICAL RESULTS

In this section we briefly discuss several implementation issues, including methods for solving the nonlinear system (4.2), the choice of preconditioners for the discrete equations, and the choice of $\mathbf{B}_{h}$, needed for the computation of the discrete negative norm (3.11). Then we report some preliminary numerical results obtained with the leastsquares method (4.2). A more detailed account of the algorithmic development of this method, as well as of its numerical performance will appear in a forthcoming paper.

## A. Implementation

We discuss implementation of the negative norm method in two space dimensions. Recall that the choice of the finite element spaces $\mathbf{W}_{h}, \mathbf{U}_{h}$ and $\mathbf{R}_{h}$ is subject only to the approximation conditions (3.3)-(3.5). Thus, for simplicity of implementation, all variables can be approximated by the same finite element space. Here for this purpose we choose the biquadratic finite element space $Q_{2}$ (see [14]), that is

$$
\mathbf{X}_{h}=\left[Q_{2}\right] \times\left[Q_{2} \cap H_{0}^{1}(\Omega)\right]^{2} \times\left[Q_{2} \cap L_{0}^{2}(\Omega)\right]
$$

Once a basis for $\mathbf{X}_{h}$ is chosen, problem (4.2) becomes a nonlinear system of algebraic equations of the form (4.3), that must be solved in an iterative manner. This system has some very attractive computational properties which can be exploited in the algorithmic design. First, $F^{\prime}$ is exactly the Hessian matrix of the functional (3.1) and thus, it is symmetric. Second, if $\tilde{\mathcal{U}}$ is a nonsingular solution of the Navier-Stokes equations (2.8)(2.10), Theorem 5.8 assures that $F^{\prime}$ is invertible in a neighborhood of $\tilde{\mathcal{U}}$. As a result, we are guaranteed the existence of a nontrivial neighborhood of $\tilde{\mathcal{U}}$ such that $F^{\prime}$ is symmetric and positive definite. These features suggest the Newton's method as a good candidate for the solution of (4.2). Indeed, symmetry and positive definiteness of $F^{\prime}$ imply that the linearized equations can be solved using robust iterative methods. This fact has critical importance for the efficient implementation of the least-squares method, because the use of negative norms leads to dense discretization matrices. Consequently, solution of the linearized systems must be accomplished without forming the discretization matrix. For this purpose we consider a preconditioned conjugate gradients method, implemented without matrix assembly. To define the preconditioner for the conjugate gradient method, let us consider the linearized system that must be solved at the $k+1$ st Newton step. If $\mathcal{U}_{h}^{k}$ denotes the $k$ th Newton iterate, this system is given by

$$
\text { seek } \delta \mathcal{U}_{h}^{k+1} \in \mathbf{X}_{h} \text { such that } \mathcal{B}^{\prime}\left[\mathcal{U}_{h}^{k}\right]\left(\delta \mathcal{U}_{h}^{k+1}, \mathcal{V}_{h}\right)=-\mathcal{B}\left(\mathcal{U}_{h}^{k}, \mathcal{V}_{h}\right) \text {, for all } \mathcal{V}_{h} \in \mathbf{X}_{h} .(6.1)
$$

If $\mathcal{U}_{h}^{k}$ is sufficiently close to $\tilde{\mathcal{U}}$, the form $\mathcal{B}^{\prime}\left[\mathcal{U}_{h}^{k}\right](\cdot, \cdot)$ is coercive (Lemma 5.4), i.e.,

$$
\begin{equation*}
C_{1}\left\|\mathcal{V}_{h}\right\|_{\mathbf{X}_{h}}^{2} \leq \mathcal{B}^{\prime}\left[\mathcal{U}_{h}^{k}\right]\left(\mathcal{V}_{h}, \mathcal{V}_{h}\right) \leq C_{2}\left\|\mathcal{V}_{h}\right\|_{\mathbf{X}_{h}}^{2}, \quad \forall \mathcal{V}_{h} \in \mathbf{X}_{h} \tag{6.2}
\end{equation*}
$$

Since $\left\|\mathcal{V}_{h}\right\|_{\mathbf{x}_{h}}=\left\|\boldsymbol{\omega}_{h}\right\|_{0}+\left\|\mathbf{u}_{h}\right\|_{1}+\left\|r_{h}\right\|_{0}$, (6.2) implies that the matrix in (6.1) is spectrally equivalent to a block diagonal matrix of the form

$$
A=\left(\begin{array}{ccc}
G_{\mathbf{W}} & 0 & 0 \\
0 & D_{\mathbf{U}} & 0 \\
0 & 0 & G_{\mathbf{R}}
\end{array}\right)
$$

where $G_{\mathbf{W}}$ and $G_{\mathbf{R}}$ are the Gramm matrices of the bases of $\mathbf{W}_{h}$ and $\mathbf{R}_{h}$, and $D_{\mathbf{U}}$ is the Dirichlet matrix for the basis of $\mathbf{U}_{h}$. In view of (3.10), it follows that the preconditioner
for (6.1) can be defined as

$$
\tilde{A}=\left(\begin{array}{ccc}
h^{2} \mathbf{I} & 0 & 0  \tag{6.3}\\
0 & \mathbf{B}_{h}^{-1} & 0 \\
0 & 0 & h^{2} \mathbf{I}
\end{array}\right)
$$

In conclusion, let us discuss the operator $\mathbf{B}_{h}$. Although the only condition that must be satisfied by this operator is the spectral equivalence relation (3.10), computational cost is an important consideration for the choice of $\mathbf{B}_{h}$. This cost must be significantly lower than the cost of solving (3.8). Thus, it is typical to consider operators $\mathbf{B}_{h}$, defined in terms of several multigrid V-cycles; see, e.g., [9]-[10], and [11]. Other choices of $\mathbf{B}_{h}$ include various preconditioners for (3.8), or even few conjugate gradient iterations applied to (3.8).

## B. Numerical examples

The principal objective of the numerical experiments presented in this section is to demonstrate convergence rates of Theorem 5.8, and performance of the preconditioner (6.3). For all experiments $\Omega$ is taken to be the unit square in $\mathbf{R}^{2}$. We consider an exact solution given by

$$
\begin{align*}
\tilde{\mathbf{u}} & =\left(\exp (x) \cos (y)+\sin (y),-\exp (x) \sin (x)+\left(1-x^{3}\right)\right)^{t} \\
\tilde{\boldsymbol{\omega}} & =\nabla \times \tilde{\mathbf{u}} \\
\tilde{r} & =\sin (y) \cos (x)+x y^{2}-\frac{1}{6}-\sin (1)(1-\cos (1)) \tag{6.4}
\end{align*}
$$

The data for the least-squares method is computed by substituting (6.4) in the NavierStokes equations (2.8)-(2.10). In view of the choice of $\mathbf{X}_{h}$ we expect that (5.31) holds with $\tilde{d}=2$, i.e.,

$$
\left\|\boldsymbol{\omega}_{h}-\tilde{\boldsymbol{\omega}}\right\|_{0}+\left\|\mathbf{u}_{h}-\tilde{\mathbf{u}}\right\|_{1}+\left\|r_{h}-\tilde{r}\right\|_{0} \leq C h^{2}
$$

To estimate convergence rates numerically, computations were carried out using triangulations with 8 x 8 and $16 \times 16$ uniformly spaced grid lines in each coordinate direction (15x15 and $31 \times 31$ uniform grid points). $L^{2}$ and $H^{1}$ errors were computed using a six point Gauss-Legendre quadrature rule. Convergence rates estimates are summarized in Table I. The underlined rates in this table correspond to the errors included in (5.31). Although our analysis does not assert optimal $L^{2}$ rates for the velocity, and optimal $H^{1}$

TABLE I. Convergence rates of the negative norm least-squares method.

| Variable | $L^{2}$ rates | $H^{1}$ rates |
| :--- | :---: | ---: |
| $\mathbf{u}$ | 3.082 | $\underline{2.023}$ |
| $\boldsymbol{\omega}$ | $\underline{2.996}$ | 1.989 |
| $r$ | $\underline{2.430}$ | 1.998 |

rates for the vorticity and the pressure, these rates also appear optimal. Most likely, this can be attributed to the fact that all components of the exact solution (6.4) are $C^{\infty}$ functions.

Next we consider how well the problem (4.2) is preconditioned by (6.3). Table II reports the number of conjugate gradient iterations, with and without the preconditioner,
for each step of the Newton's method for uniform grids with $3 \mathrm{x} 3,4 \mathrm{x} 4,8 \mathrm{x} 8$, and 16 x 16 grid lines in each coordinate direction. Initial approximation was computed by solving a Stokes problem with a right hand side given by (6.4) evaluated at the Navier-Stokes equations (2.8)-(2.10). In all cases, iterations were carried out until the relative error in the residual vector became less than $0.5 / 10^{-5}$. The same tolerance was used for the conjugate gradients solver. With the exception of the $3 x 3$ case, Newton's method converged in two steps. From the data in Table II, we see that the number of conjugate gradient iterations with the preconditioner (6.3) grows very slowly. This suggests that the condition number of the discretization matrix, preconditioned by (6.3), is bounded, or also grows very slowly. Similar results are observed when (6.3) is applied to the Stokes equations. In that case, the preconditioner does even better job in keeping the condition numbers of the discretization matrix bounded; see Table III.

TABLE II. Effects of preconditioning: Navier-Stokes equations

| Grid | $3 \times 3$ |  | $4 \times 4$ |  | $8 \times 8$ |  | $16 \times 16$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| Newton step | PCG | CG | PCG | CG | PCG | CG | PCG | CG |
| step 1 | 77 | 102 | 118 | 257 | 161 | 657 | 175 | 2059 |
| step 2 | 76 | 93 | 109 | 243 | 151 | 610 | 152 | 1784 |
| step 3 | 69 | 89 | - | - | - | - | - | - |

TABLE III. Effects of preconditioning: Stokes equations

| Grid | $3 \times 3$ | $4 \times 4$ | $8 \times 8$ | $16 \times 16$ |
| :---: | :---: | :---: | :---: | :---: |
| PCG | 59 | 77 | 88 | 96 |
| CG | 73 | 173 | 455 | 999 |
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