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Abstract Cavity-enhanced absorption spectroscopy is

now widely used as an ultrasensitive technique in observ-

ing weak spectroscopic absorptions. Photons inside the

cavity are reflected back and forth between the mirrors with

reflectivities R close to one and thus (on average) exploit an

absorption pathlength L that is 1/(1 - R) longer than a

single pass measurement. As suggested by the Beer-Lam-

bert law, this increase in L results in enhanced absorbance

A (given by aL with a being the absorption coefficient)

which in turn favours the detection of weak absorptions. At

the same time, however, only (1 - R) of the incident light

can enter the cavity [assuming that mirror transmission T is

equal to (1 - R)], so that the reduction in transmitted light

intensity DI caused by molecular absorption equates to that

would be obtained if in fact no cavity were present. The

enhancement in A = DI/I, where I is the total transmitted

light intensity, achievable from CEAS therefore comes not

from an increase in DI, but a sharp decrease in I. In this

paper, we calculate the magnitudes of these two

terms before and after a cavity is introduced, and aim at

interpreting the sensitivity improvement offered by cavity-

enhanced absorption spectroscopy from this observable-

oriented (i.e. DI and I) perspective. It is first shown that

photon energy stored in the cavity is at best as intense as

the input light source, implying that any absorbing sample

within the cavity is exposed to the same or even lower light

intensity after the cavity is formed. As a consequence, the

intensity of the light absorbed or scattered by the sample,

which corresponds to the DI term aforementioned, is

never greater than would be the case in a single pass

measurement. It is then shown that while this ‘‘numerator’’

term is not improved, the ‘‘denominator’’ term, I, is

reduced considerably; therefore, the increase in contrast

ratio DI/I is solely contributed by the attenuation of

transmitted background light I and is ultimately down to

the suppression of any measurement noise that is associ-

ated with it. The noise component that is most effectively

suppressed is the type whose magnitude scales linearly

with light intensity I, as is typical of noise caused by

environmental instabilities, followed by the shot noise

which scales as square root of I. No suppression is

achievable for noise sources that are independent of I, a

notable example being the thermal noise of a detector or of

detection electronics. The usefulness of this ‘‘noise sup-

pression’’ argument is that it links the sensitivity gain

offered by a cavity with the property of measurement noise

present in the system, and clearly suggests that the

achievable sensitivity is dependent on how efficient the

various noise components are ‘‘suppressed’’ by the cavity.

1 Introduction

Cavity-enhanced techniques are widely used as an ultra-

sensitive tool in absorption spectroscopy. The first dem-

onstration of cavity ring-down spectroscopy (CRDS) was

made by O’Keefe and Deacon [1] using a pulsed laser light

source. Following that, a large number of studies have been

devoted to improving sensitivity and accuracy of the

methodology and introducing variants which can be found,

for example, in a recent review [2].

CRDS is not sensitive to pulse-to-pulse laser intensity

fluctuation since it extracts information from the change of

decay rate of the photon energy held in the cavity rather

than the amount of light initially injected. For this reason
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it has some significant advantages over the traditional

absorption method in which any fluctuations of the laser

intensity will be directly and usually linearly reflected in

the retrieved absorption signal. As CRDS is a pulsed

method by its nature, it fits well with the availability of

pulsed lasers which are available in many spectral regions.

The use of lasers, however, brings challenges, most of

them technical. For example, some CRDS measurements

require efficient coupling of the laser frequency to one of

the Fabry–Perot modes of the cavity, most commonly the

TEM00, and any slight drift of the laser frequency and/or

cavity length will compromise this process. Additionally,

many lasers are essentially monochromatic, or at best cover

a relatively narrow wavelength range. Obtaining broad-

band spectral coverage requires step scanning at the

expense of time resolution.

Cavity-enhanced absorption spectroscopy (CEAS) is

now widely used as an alternative pioneered by Engeln

et al. [3] and O’Keefe [4]. In this method, a cw light source

is used and the intensity of the light transmitted through

the cavity is also measured in a continuous manner. The

magnitude of intra-cavity extinction is derived from the

attenuation of transmitted light intensity by the intra-cavity

sample, using an approximate equation (see, e.g. Equa-

tion 9 in Ref. [5]). Since its advent, CEAS has found

numerous applications in detecting trace species [5–15],

studies of gas phase kinetics [16–21], capturing weak

molecular transitions [22–26] and probing interfacial

interactions [27–29] and molecular dynamics [30].

One of the major advantages of CEAS is that, when

coupled to a suitable spectrometer, it can utilize a wide

range of simple and compact cw light sources such as

Xenon arc lamps, laser diodes and light emitting diodes.

This is particularly attractive for field work as these are

often much less demanding than lasers in terms of opera-

tion and servicing. The broad-band feature of these cw light

sources and spectrometers means a wide spectral range can

be covered without having to step-scan the wavelength of

the light source. This then allows the retrieval of extinc-

tions of multiple absorbing species using optimal fitting

algorithms, e.g. of the kind which are widely used in dif-

ferential optical absorption spectroscopy (DOAS) [31].

The most popular view of why a cavity enhances sensitivity

is that, because of the high-reflectivity mirrors used in forming

the resonant cavities, light will pass through the sample a large

number of times, thus yielding a nominally long ‘‘absorption

path length’’. For example, for cavities formed of two mirrors

with reflectivity R = 0.9999, the ‘‘pathlength enhancement

factor’’, which is widely accepted to be 1/(1 - R), has the

value 10,000. This is taken to imply that a path length of 10 km

can be achieved within a cavity length of 1 m.

While the above argument highlights the pathlength

enhancement effect, it on the other hand neglects the fact

that higher mirror reflectivity R necessarily comes with

lower mirror transmission T, which means fewer photons

will enter the cavity to exploit the pathlength enhancement.

In qualitative terms this reduced signal implies a lower

signal-to-noise ratio (if dominated by shot or thermal

noise), and an important issue therefore is the extent of the

tradeoff between higher R, implying longer absorption path

length, and lower T, implying lower signal-to-noise ratio.

This in many ways distinguishes CEAS from the more

traditional long-path techniques such as the White or

Herriott cells where light from the source is usually

injected into the sample without such losses, and where

every photon reaching the detector has traced the same path

through the absorption cell.

Moreover, the CEAS community has long been aware of

the issue that even if the reflectivity R of the cavity mirrors

is held constant, enhancement factor of CEAS (when ref-

erenced to the single pass measurement) will have varying

values which may change with, for instance, the intensity

of the light incident on the detector and the detailed

operational environment of the instrument. It is the purpose

of this paper to further investigate this behaviour and

provide some theoretical insight into the cause of this

phenomenon.

This paper is organized as following. Firstly, in Sect. 2.1

we use a simple differential equation to describe how the

photon intensity inside a cavity is built up following light

injection with and without absorption/scattering of the

sample. The key point, that intra-cavity photon intensity as

well as the number of absorbed or scattered photons by the

sample can never exceed those in a single pass measure-

ment, can be readily derived.

Then, in Sect. 2.2, more rigorous expressions quantify-

ing the various processes in the cavity are presented after

removing the simplifying approximations made in the

discussion in Sect. 2.1. Readers are nevertheless recom-

mended not to be overly distracted by the detailed deri-

vations in this section. Finally in Sect. 2.3, we derive

explicit expressions to calculate the magnitude of both

‘‘signal’’ and ‘‘noise’’ in terms of the number of photons.

This way it is clearly shown that the sensitivity of CEAS

comes from the significantly reduced ‘‘noise’’ that is

associated with the much weaker intensity of the light that

now reaches the detector once a CEAS cavity is set up. We

also demonstrate in this section that when there are dif-

ferent types of noise present in the measurement system,

the sensitivity improvement provided by CEAS will vary

and care should be taken when choosing the optimum

mirrors to construct the cavity.
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2 Results

2.1 A simple overview of signal and noise terms

We start with the simplest possible experimental arrange-

ment in CEAS in which one has a cavity defined by two

high reflectivity mirrors, a light source at one side of the

cavity emitting photons and a detector at the other side

capturing the photons transmitted through the cavity.

Assuming initially an evacuated resonant cavity, once the

injection light source is turned on, the instantaneous intra-

cavity intensity will change as described by the following

differential equation (e.g. [32]):

dI0
cav

dt
¼ c

d
�I0

cavð1� RÞ þ cIinT
� �

: ð1Þ

In Eq. (1), I0
cav is the intensity within the empty cavity,

Iin the intensity of the input light, c the speed of light, c the

mode coupling coefficient, d the mirror separation distance,

and R and T are mirror reflectivity and transmittance. More

explicitly, the first term on the right-hand side of Eq. (1)

corresponds to the ‘‘loss’’ term, i.e. how many photons are

lost per unit time from the cavity, and is therefore

proportional to the product of the number of photons

already trapped in the cavity (as it determines how many

photons are incident on the cavity mirror per unit time) and

(1 - R) (as it determines the fraction of light that is lost,

i.e. not reflected, every time it is incident on a mirror). The

second term corresponds to the ‘‘source’’ term, i.e. how

many photons are injected into the cavity per unit time, and

should therefore be proportional to product of the intensity

of the light source and the transmittance of the cavity

mirror.

To simplify the analysis, we assume c to be unity, which

is its upper limit, in the following derivations. Deviation of

c from unity implicitly assumes that Iin is scaled by a

constant and can be taken into account when required and

does not affect the basis of the argument.

The solution to Eq. (1) is given by:

I0
cavðtÞ ¼

IinT

ð1� RÞ 1� e
� t

d=½cð1�RÞ�
� �

: ð2Þ

If it is further assumed that T = (1 - R), Eq. (2) can be

simplified to

I0
cavðtÞ ¼ Iin 1� e

� t
d=½cð1�RÞ�

� �
: ð3Þ

As an illustration, the build-up of cavity light intensities

for cavities with two different mirror reflectivities is shown

in Fig. 1 (with d set to be 1 m). As expected from Eq. (3),

the intra-cavity light intensity tends in the limit to Iin in

both cases, with the mirror reflectivity R merely defining

the time to reach the steady-state value.

If we then introduce some absorbing or scattering spe-

cies into the cavity, Eq. (1) becomes:

dIcav

dt
¼ c

d
�Icavð1� RÞ � Icavad þ IinT½ �; ð4Þ

where a is the extinction coefficient of the sample. The

second term in Eq. (4) accounts for the light loss due to

sample extinction which is given by the product of Icav, the

intensity of the light that the sample is exposed to inside

the cavity, and ad. Note that the superscript 0 has been

dropped to distinguish Icav in the presence of intra-cavity

absorption/scattering from that for an empty cavity. The

solution to Eq. (4) is:

IcavðtÞ ¼
IinT

ð1� Rþ adÞ 1� e
� t

d=½cð1�RþadÞ�
� �

: ð5Þ

Again by assuming T = (1 - R), Eq. (5) can be

simplified to:

IcavðtÞ ¼
Iin

½1þ ad=ð1� RÞ� 1� e�
t

d=½cð1�RþadÞ�
� �

: ð6Þ

As shown in Eq. (6), the steady-state cavity intensity is

now dependent on ad. Again for illustrative purposes, if we

assume a weak absorption/scattering with ad = 1 9 10-5,

the build-up of cavity intensities for mirror reflectivities of

R = 0.9995 and 0.9999 are as shown in Fig. 2.

A quick look at Fig. 2 suggests that the decrease in Icav

is larger in the higher R case, which may give the

impression that the number of absorbed/scattered photons

is increased using mirrors of higher R. However, this drop

of steady-state Icav is not equivalent to the number of

photons removed by the absorbing/scattering sample (as

will be explained below). Moreover, Icav (and its change) is

not what we directly observe as any photon detector has to

Fig. 1 Build-up curves of cavity intensity Icav for mirror reflectivities

R = 0.9995 and 0.9999 in the absence of any intra-cavity absorption/

scattering. As is shown, the cavity intensity always reaches the input

light intensity Iin irrespective of R

Understanding the sensitivity of cavity-enhanced absorption spectroscopy 583

123



be placed outside the cavity and the observable quantity is

the transmitted light I which is given by the product of

Icav 9 T or, Icav 9 (1 - R) if T = (1 - R) is assumed.

This latter assumption can be violated under certain cir-

cumstances, for example when mirror absorption is not

negligible for high R mirrors in the UV. The consequence

of lifting this assumption will be discussed in more detail in

the following section. It is also worth noting that light

exiting the cavity can be probed only from one of the

mirrors as the other has to be used to input light; for this

reason, a scaling factor has to be applied to account for this

effect. When mirror reflectivity is reasonably high ([0.9),

the number of photons transmitted out of the cavity through

each of the two mirrors is approximately the same and this

scaling factor becomes �. The time-dependent intensity

transmitted through two cavities with mirror R = 0.9995

and 0.9999, respectively, are shown in Fig. 3. The decrease

in the transmitted light intensity, DI, is given by

DI ¼ I0 � I ¼ ðI0
cav � IcavÞ � T=2; ð7Þ

where I0 is the transmitted light intensity of an empty

cavity and I is the transmitted light in the presence of intra-

cavity extinction. Substituting the steady-state values of

and Icav from Eqs. (3) and (6), and assuming T = (1 - R),

Eq. (7) becomes:

DI ¼ adIin

2½1þ ad=ð1� RÞ� : ð8Þ

By applying Taylor expansion to the denominator and

including only the first two terms, Eq. (8) becomes:

DI ¼ adIin

2
1� ad

ð1� RÞ

� �
ð9Þ

This result is ad/(1 - R) dependent. Therefore, the

observed DI will vary with the ratio of ad to (1 - R).

However in cases when ad is small compared to (1 - R),

the second term in the square brackets in Eq. (9) becomes

small compared to 1, serving as a relatively minor

correction to the first term. This is illustrated in Fig. 3,

where DI in the two cases are similar (to within 10 %,

better shown below in Fig. 4), but the absolute transmitted

intensity is significantly smaller in the higher R case.

The reason why the decreases in transmitted light

remain approximately the same for different mirror

reflectivities can be understood as following: as shown in

Fig. 1, for an empty cavity, the steady-state light intensity

Icav is the same for all cavities independent of mirror

reflectivity. If ad is small compared to (1 - R), introduc-

tion of the absorbing sample incurs a measurable, yet

relatively minor reduction of Icav. For this reason, the

steady-state Icav is far less sensitive to the change of mirror

reflectivity than I, and the intra-cavity sample is exposed to

similar light intensities in the high and low R cases. The

number of photons absorbed or scattered per unit time by

the sample is thus very similar in these two cases.

Assuming the ‘‘source’’ term, i.e. the input light inten-

sity remains unchanged before and after the sample is

introduced, the cavity energy is lost via the transmission

through both mirrors plus any extinction by the sample. In

steady state, because energy is conserved, the decrease in

the number of photons transmitted through both mirrors is

necessarily equal to the number of photons absorbed or

scattered by the sample, which as indicated above, is

similar in the two R cases. One should, therefore, observe

similar change (decrease) in transmitted light intensity in

Fig. 2 Build-up curves of cavity intensities Icav with intra-cavity

absorption ad = 1 9 10-5 for R = 0.9995 and 0.9999, respectively.

For comparison, the curves for empty cavities are also plotted. It is

evident (arrows) that the steady-state cavity intensity is more affected

in the high R case than in the low one

Fig. 3 The build-up curves of transmitted light intensities with intra-

cavity absorption ad = 1 9 10-5 for R = 0.9995 and 0.9999,

respectively. For comparison, the curves for empty cavities are also

plotted. It is clearly shown that the change in transmitted light

intensity is approximately the same in both cavity cases
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both cases despite the fact that at higher mirror reflectivity,

as shown in Fig. 3, the intensity of the total transmitted

light is much lower, thus allowing the same ‘‘differential’’

structure to be recorded on a significantly attenuated

background. This is evident in Fig. 4 where illustrative

broad-band spectra are shown.

Finally, we note that the above discussions and results

are restricted to high mirror reflectivity cases. Over a

broader mirror reflectivity range, with a typical mirror

reflectivity going all the way down to zero where we are

effectively making a single pass measurement, the light

intensity exiting each mirror is no longer equal, and the

scaling factor will not be � as is assumed in Eq. (7). It is

also interesting to consider the change of signal level, i.e.

(I0 - I) and determine how it varies with R. A different

equation has to be used to account for this ‘‘unsymmetri-

cal’’ transmission of light through each mirror and is given

in Eq. (25) in the following section. With ad set as

1 9 10-7 and T = (1 - R), the resulting plot is shown in

Fig. 5 which suggests that DI drops from adIin, i.e. which

one would achieve at the single pass case, and tends to

approximately adIin/2 after R exceeds *0.5. This unde-

sirable decrease (because of the fact that light exiting the

cavity can only be probed from only one of the mirrors), as

will be shown, is compensated by a simultaneous yet much

quicker fall in noise due to the greatly attenuated absolute

transmitted intensity, thus greatly improving the sensitivity

in CEAS.

2.2 Quantitative assessment of cavity processes

While the principles outlined above are a valid description

of CEAS characteristics, for a real experiment there are a

number of additions required. For example, the relationship

T = (1 - R) does not necessarily hold, either due to mirror

imperfections or because at extremely high mirror reflec-

tivities [33] or in the deep UV region, mirror absorption (A)

is no longer negligible, and T is instead given by (1 – R -

A). Moreover, it has been explicitly assumed, for example

in Eqs. (1) and (4), that the light field intensity inside the

cavity is homogenous. This presumption may be violated if

the intra-cavity extinction becomes too large and/or if the

mirror reflectivity is not close to unity. This section aims at

quantifying the various cavity processes without making

these approximations; however, readers are recommended

not to be distracted from the main line of argument by the

detailed derivations in this section.

We start by calculating the photon intensity inside the

cavity. To this end we first consider photons travelling

from the input (left) to the output (right) mirror. Along the

cavity axis, the light intensity will decay by

I~ðxÞ ¼ I~ð0Þe�ax ð10Þ

due to sample extinction as dictated by Beer-Lambert law.

In Eq. (10), the ‘‘?’’ superscript indicates the direction of

movement of the photons, a is the extinction coefficient of

the intra-cavity species, x is the distance from the input

mirror and I~ð0Þ is the intensity of right-moving light inside

the cavity at the position of the input mirror whose coor-

dinate x is set to 0.

We now consider the photons travelling in the opposite

direction. The photons moving in this direction are those

originally moving rightwards but which are reflected by the

output mirror and hence change direction at the output

Fig. 4 Broad-band transmission spectrum from cavities with

R = 0.9995 and 0.9999, respectively, in the absence (I0, solid lines)

and presence (I, dotted lines) of an assumed absorption feature with

ad ¼ 1� 10�5e�ðk�5Þ2=0:05, i.e. a Gaussian profile with k being the

wavelength. It is clear that despite a reduction by a factor of 5 in

the absolute transmitted light intensity in the high reflectivity case, the

number of photons absorbed by the sample (observed as the dips on

the transmission spectrum) is similar in both cavities. This is more

clearly shown in the inset graph where DI/Iin is plotted; the small

difference between the two plots arises because the term (1 - ad/

(1 - R)) is slightly different in the two cases (0.9 vs. 0.98; cf. Eq. 9)

Fig. 5 The change of signal (I0 - I) (scaled by adIin with

ad = 1 9 10-7) with R varying from zero to near unity
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mirror. Moreover, as they move leftwards, their intensities

will decay in the same way as the right-moving beam as

shown in Eq. (10). This left-moving beam can therefore be

written as

I
 
ðxÞ ¼ ½I~ð0Þe�ad � R� � eaðx�dÞ; ð11Þ

where now the ‘‘/’’ superscript indicates the leftwards

moving direction of the photons.

The total light intensity at position x in the cavity, I(x),

can then be written as

IðxÞ ¼ I~ðxÞ þ I
 
ðxÞ: ð12Þ

I(x) will reach steady state when the injection and loss

rates of photons reach equilibrium, i.e.

Iinjection ¼ Iloss: ð13Þ

The injection rate is simply given by

Iinjection ¼ Iin � T : ð14Þ

The loss rate, as already noted in the preceding section,

is the sum of two terms, one due to extinction by intra-

cavity species and the other due to mirror losses

(transmission plus absorption), i.e.

Iloss ¼ Iabs=scatt þ Imirror: ð15Þ

The rate of absorption/scattering is determined by the

intensity of photons that the molecules are exposed to and

can be calculated as

Iabs=scatter ¼
Zd

0

IðxÞadx¼ I~ð0Þð1� e�adÞð1þRe�adÞ ð16Þ

by substituting Eqs. (10) and (11) into Eq. (12), multiplying

by a and integrating with respect to the x coordinate

according to Eq. (16). The rate of loss by mirror

transmission and absorption is determined by the rate that

photons are incident on the two mirrors and is given by

Imirror ¼ ðI
 
ð0Þ þ I~ðdÞÞð1� RÞ

¼ I~ð0Þe�adð1þ Re�adÞð1� RÞ ð17Þ

by noting that the light loss from the input mirror is given

by I
 
ð0Þð1� RÞ while that from the output mirror is given

by I~ðdÞð1� RÞ; with I
 
ð0Þ and I~ðdÞgiven by Eqs. (11) and

(10) by setting x = 0 and d, respectively.

Substituting Eqs. (16) and (17) into (15) and then Eqs. (15)

and (14) into (13), we have the following equation which

links the intra-cavity intensity with that of the input light, i.e.

I~ð0Þ ¼ IinT=ð1� R2e�2adÞ: ð18Þ

The light probed by the detector, assuming (arbitrarily) a

collection efficiency of one, is given by

I ¼ T � I~ðdÞ ¼ IinT2e�ad

ð1� R2e�2adÞ ; ð19Þ

where I~ðdÞ is obtained by substituting Eq. (18) into

Eq. (10) with x set to d.

In the absence of intra-cavity extinction, i.e. when

a = 0, the light intensity is

I0 ¼ IinT2=ð1� R2Þ: ð20Þ

Dividing Eq. (20) by Eq. (19), we have

I0

I
¼ ð1� R2e�2adÞ

e�adð1� R2Þ : ð21Þ

After suitable re-arrangement, Eq. (21) gives an

identical expression to calculate a as Eq. (4) derived by

Fiedler et al. [34] despite the different approaches used.

Equation (21) is very general in that it applies even

when intra-cavity absorption/scattering is so strong that a

significant photon intensity gradient is formed along the

cavity axis. It also holds if the cavity mirror reflectivity is

not close to 1, which means a large fraction of light can exit

the cavity after just one pass and consequently the light

moving in opposite directions inside the cavity is consid-

erably different. Both conditions are rare in typical CEAS

practices and approximations can be made which shall give

ðI0 � IÞ
I

¼ a� d

ð1� RÞ ; ð22Þ

where the term d/(1 - R) is often represented as ‘‘effective

optical pathlength’’ by works in CEAS. After suitable

arrangement of this equation, we end up with the widely

used expression to calculate absorption coefficient in

CEAS as

a ¼ I0 � I

I

� 	
� ð1� RÞ

d
: ð23Þ

We should also note that a collection efficiency of unity

for light exiting the cavity has been explicitly assumed in

the above derivations. This is obviously an optimistic

approximation; however, a lower than unity collection

efficiency would affect both CEAS and a single pass

experiment, and will thus have comparable effects when

comparing the S/N of the two methods. It is not therefore

relevant to the tenor of the arguments here.

2.3 Calculations of the signal-to-noise ratio

enhancement

2.3.1 Quantification of detected signal

When measuring a spectrum, the ‘signal’ in the context of

this paper is taken to be the change in the number of
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transmitted photons due to the introduction of the sample,

i.e.

signal ¼ ðI0 � IÞ ð24Þ

which for CEAS, ignoring optical and detection efficiency

factors and using Eqs. (19) and (20) becomes

signal ¼ IinT2ð1� e�adÞð1þ R2e�adÞ
ð1� R2Þð1� R2e�2adÞ : ð25Þ

Equation (25) is perhaps too complex for ready

interpretation. However, if one divides this equation by

Eq. (16) and assumes R % 1 and T = (1 - R), it emerges

that

I0 � I

Iabs

ffi 1

2
: ð26Þ

This is in line with the necessity of conserving energy in

the whole process, as has been argued in Sect. 2.1, i.e. any

photons lost in absorption/scattering events will result in

the same decrease in the number of transmitted photons

through cavity mirrors. The scaling factor � is, as stated

previously, due to the fact that only half of the exiting light

can be probed in CEAS because the detector is positioned

behind only one of the cavity mirrors.

Another important result is that at the limit of R ? 1

and T = (1 - R), Eq. (25) reduces to

signal ¼ Iinð1� e�adÞ
2

1� 1� e�ad

ð1� RÞ

� �
ð27Þ

which again shows that the ‘‘signal’’ term in CEAS is that

of a single pass measurement (outside the square brackets

in the above equation) scaled by a factor (in the square

brackets). At the limit of ad � (1 - R), this factor

approaches 1 and the signal term in CEAS becomes a half

of that of the single pass measurement as has been dem-

onstrated above.

2.3.2 Quantification of measurement noise

Sources of noise in optical absorption measurements can be

broadly categorized in three types:

The first type, referred to as environmental noise here-

after, is caused by unstable environmental conditions such

as the change of the emission spectrum of the light source

due to, e.g. drifts in source temperature. Other typical

environmental noise sources include undesirable lensing

effects when the flowing sample does not possess a uniform

distribution of temperature or density, and misalignment of

optical path due to pressure differentials, mechanical

vibrations, etc. For a linear optical system, the magnitude

of this type of noise is assumed to scale linearly with that

of the absolute light intensity.

The second type is shot noise which originates as a

statistical phenomenon as there is always a spread associ-

ated with the average number of probed photons. In con-

sequence, there is always a spread in the number of

generated photon carriers in the detector. Shot noise instead

has been well-known to scale as the square root of the light

intensity [35].

The third type is also associated with the detector, but in

contrast to the shot noise, its magnitude does not change

with light intensity. A typical example is the thermal noise

of the photon detector and any associated electronics for

the conversion of the photon generated signals.

The dependence of the magnitude of the above noise

sources, denoted as dI, on the absolute light intensity can

therefore be explicitly written as

1. Type 1 noise

ðdIÞ1 ¼ a� I ð28Þ

2. Type 2 noise

ðdIÞ2 ¼ b� I1=2 ð29Þ

3. Type 3 noise

ðdIÞ3 ¼ c ð30Þ

with a, b and c being proportionality coefficients that vary

among instruments and their operational environments.

2.3.3 Quantification of the signal-to-noise ratio

enhancement of CEAS

Evaluation of signal and noise terms requires knowledge of

both I0 and I; therefore, the noise of both needs to be

considered. For simplicity, here we assume that the noise

of I0 can be sufficiently reduced compared to I and can

therefore be neglected by suitable averaging (i.e. we can

take a suitably large number of repeated measurements for

I0 and then average them). Inclusion of the contribution of

noise from I0 will result in a more complex derivation, but

as its neglect does not affect the arguments in the paper, it

is not given here.

It can then be seen from Eq. (22) that the signal-to-noise

ratio can be written as

S/N ¼ a
da
¼ ðI0 � IÞ

I0

I � dI

 � : ð31Þ

In the case of weak intra-cavity extinction, I0 % I and

Eq. (31) can be obtained simply by dividing Eq. (24) by dI.

This is in agreement with the intuitive picture, i.e. (I0 - I)

is the change caused by the intra-cavity sample which gives

the ‘‘signal’’ while dI is the sum of all three types of noises

Understanding the sensitivity of cavity-enhanced absorption spectroscopy 587

123



as outlined in Eqs. (28)–(30). The CEAS enhancement

factor, Q, is given by the ratio of S/N of CEAS and that of a

single pass measurement, i.e.

Q ¼ ðS=NÞCEAS

ðS=NÞsingle

: ð32Þ

Care should be taken when calculating S/N and Q using

Eqs. (31) and (32), given that it can have different

dependence on I as shown in Eqs. (28)–(30). To examine

this, we adopt three scenarios, each with one type of noise

dominating. After substituting Eqs. (21), (25) and (28) or

(29) or (30) into Eq. (31), it is possible to calculate Q under

each scenario. Note that the noise for a single pass

measurement (S/N)single can be calculated simply by

assuming R = 0.

In the first scenario where dI scales linearly with I, we

have the Q of CEAS being

Q1 ¼
ð1þ R2e�adÞ
ð1� R2e�2adÞ : ð33Þ

In the second scenario, we assume the dominant noise to

be the shot noise and the Q of CEAS is now given by

Q2 ¼ T
ð1þ R2e�adÞ

ð1� R2e�2adÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� R2e�2adÞ

p : ð34Þ

For the third scenario, the dominant noise has no

dependence on I as shown in Eq. (30), and Q of CEAS is

given by

Q3 ¼ T2 ð1þ R2e�adÞ
ð1� R2e�2adÞ2

: ð35Þ

These results take more familiar forms at the limit of

ad ! 0 and R ? 1 as shown below:

ðQ1Þ ad!0
R!1

¼ 1

ð1� RÞ ð36Þ

ðQ2Þ ad!0
R!1

¼ T

ð1� RÞ �
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� RÞ

p ð37Þ

ðQ3Þ ad!0
R!1

¼ T2

ð1� RÞ2
� 1

2
: ð38Þ

To further simplify the above results, we again assume

T = (1 - R), and Eqs. (36)–(38) can now be simplified to

1/(1 - R), 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� RÞ

p
and 1/2, respectively. This

second result has been derived previously by Fiedler

et al. [33, 36, 37], where shot noise was assumed as the

only noise type present in the measurement. It is apparent

from Eqs. (33) to (38) that CEAS will have enhancement

factors which vary widely for different noise sources. For

example for R = 0.9999, we obtain enhancement factors of

10,000, 71 and 0.5, respectively, for the three noise cases.

It is evident that CEAS does not provide any enhancement

when detector thermal noise dominates, as CEAS is unable

to reduce this noise by reducing the light intensity I.

In reality, all three noise sources are generally present

and the enhancement factor of CEAS therefore typically

lies somewhere between these three limits. Taking a mirror

reflectivity ranging from 0 (a single pass) to 1, as R is

increased, the cavity throughput decreases continuously

while once R reaches *0.5 the change of the cavity

throughput caused by cavity absorption/scattering remains

approximately constant (see Fig. 5). The type 1 noise

(often) exceeds type 2 shot noise at the earlier stage, i.e.

when R is not particularly large and hence the intensity of

light transmitted through the cavity is strong, given that the

ratio of the two types of noise scales as the square root of

the light intensity (cf. Eqs. 28, 29). However, type 1 noise,

as it scales linearly rather than with the square root of

intensity, falls more rapidly than shot noise as the cavity

throughput is decreased by increasing mirror reflectivity.

Therefore, a transition point will eventually be reached if a

high enough R is used. This is shown qualitatively in

Fig. 6. The pertinent point is that there is a cross-over point

in the contributions of these two noise sources. The loca-

tion of this point depends on the specific nature of the noise

sources and in this simulated case, it occurs at R = 0.9995.

Fig. 6 Shift of the overall noise from being controlled by the type 1

(environmental) noise to being controlled by the shot noise when R is

increased. The cross-over point is dependent on the detailed

parameterization of coefficients a and b (as in Eqs. 28, 29) and will

thus vary significantly between different experimental setups. In this

simulated case, it occurs at R = 0.9995 which is what we found for

one of our cavities operating around 660 nm in the red visible region

[38]. The type 3 (detector thermal) noise is not included in this figure,

mainly because if it is the dominant noise, increasing mirror R will

offer no sensitivity improvement and is thus of less interest
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2.3.4 Measurement accuracy and precision

Another major difference between type 1 and type 2 noises

is that they generally occur on different time scales. This

can be appreciated by examining the properties of coeffi-

cients a and b in Eqs. (28) and (29).

The coefficient b of shot noise is a constant once the

detector bandwidth is defined [35]; therefore, it introduces

random noise at all time points in a measurement series.

However, type 1 noise, which results from environmental

instabilities, is more complex as it can be composed of both

random and quasi-periodic noise depending on how the

environment changes. A typical example of the periodic

noise is temperature drift of the light source, causing its

emission spectrum to fluctuate in a quasi-periodic manner.

If this occurs at a slower periodicity than the signal sam-

pling, it will generate a fluctuating baseline and will mainly

affect measurement accuracy. On the other hand, high

frequency type 1 noise will merge with shot noise and

mainly affect the precision of the measurements.

The use of a cavity thus improves both measurement

accuracy and measurement precision by suppressing both

types 1 and 2 noises. If a mirror reflectivity is selected

which is at a higher reflectivity than the transition point in

Fig. 6, the quasi-periodic fluctuation of the measurement

baseline (type 1 noise) would become less noticeable but

measurement precision may still be improved by further

suppressing the shot noise. It is also apparent that, by

continuing to increase mirror reflectivity and hence

reducing cavity throughput, there will finally be a stage

when the detector thermal noise exceeds the shot noise. If

this is the case, using even higher mirror reflectivity will

offer no further gain in S/N (as the thermal noise is inde-

pendent of intensity change, cf. Eq. 30). This is obviously a

region where CEAS should avoid working and is thus not

included in Fig. 6.

3 Discussion and conclusion

It sounds counter-intuitive to argue that the signal strength,

when defined as the number of photons actually absorbed

or scattered by a sample, has in fact decreased after

introducing a cavity. However, this is an inevitable con-

sequence of the current light input method, i.e. the light has

to pass through the highly reflective mirror before it is

coupled into the cavity, thus resulting in a very low

injection efficiency. Therefore, the advantage of improving

sensitivity using high reflective mirrors is offset by the low

transmission of these mirrors. However, as is shown above,

the presence of the cavity greatly suppresses the total

transmitted light, potentially leading to a substantially

improved measurement S/N. Therefore, the enhancement,

or under the theme of this paper, ‘‘suppression’’ ability of a

cavity will depend not only on its mirror reflectivity but

also on the specific types of noise (and their relative

magnitudes) that are present in the measurement.

It is also noteworthy that most of the discussions in this

paper have been restricted to cases where ad, i.e. intra-

cavity extinction per pass, is small compared to (1 - R),

because most applications are primarily interested in the

ability of detecting very weak absorption. As ad gradually

gets larger and exceeds (1 - R), both the signal (Eq. 25)

and the noise terms (Eqs. 28–30) will be affected. How-

ever, with some knowledge of the strength of intra-cavity

absorption, it is still possible to calculate the optimum

R using Eqs. (33)–(35). An often neglected fact is that the

optimum mirror reflectivity depends on the type of the

dominant noise in the measurement and should be treated

with care, ideally with some quantification of the different

type of noise contributions for a cavity under its specific

operational environment.

In fact, the choice of mirror reflectivity is always of

intense interests to experimentalists; for this reason it may

be helpful to further discuss the determination of optimum

mirror reflectivity for practical CEAS measurements. We

start with the dominant noise being of type 1. This is often

the case when mirror reflectivity is low as shown in Fig. 6

and/or when the input intensity Iin is high when strong light

sources such as coherent laser are being used [as the ratio

of type 1 (linear) to type 2 (shot) noise scales as I1/2].

Under these circumstances, as indicated by Eq. (36),

increasing R will generally improve sensitivity, and CEAS

will then yield an improvement of minimum detectable

absorption by a factor of 1/(1 - R) which is often inac-

cessible to White and Herriott cells. It is also noteworthy

that in the type 1 noise dominated domain, mirror trans-

mission T has no effect on the enhancement factor Q at the

limit of ad ? 0, and one should always aim at using

highest possible reflectivity mirrors to improve sensitivity.

A potential complication with increasing R is the change of

cavity finesse/mode structure which will in turn affect the

coupling coefficient c in Eq. (1). This is difficult to cal-

culate using theoretical models, but for incoherent light

sources such as light emitting diodes, our empirical tests

show that c stays within the range 0.5–1.0 and does not

vary significantly with varying R. Coherent light sources

such as lasers may be more demanding with regard to mode

coupling and should thus be considered with extra care.

However, it appears that c ranges between 0.1 and 1.0

depending on the detailed optical setups and it is not

unreasonable to expect c to reach the high end of the range

when suitable injection method such as off-axis [32] is

adopted.

When sufficiently large mirror reflectivities are used, the

effects of type 1 noise will eventually fall below those of
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type 2 (shot) noise, as shown in Fig. 6. This appears to

have been observed by, e.g. Thalman and Volkamer [13],

although the authors did not mention noise origin in their

measurements. On the other hand, mid-infrared measure-

ments by Moyer et al. [39], as well as our studies at visible

wavelengths have both shown some residual type 1 noise

caused by, for example, the fluctuation of laser baseline

power, semi-stable etalons and cavity misalignment caused

by pressure differential on an instrument used on an aircraft

platform (in Moyer et al.) and by temperature instability of

the light source resulting in quasi-periodic drift of the

emission spectrum (in our case). All these observations

show the interplay between the two different types of

noises in typical CEAS measurements, and it is expected

that the enhancement factor Q will fall between the two

limiting values given by Eqs. (36) and (37) at the limit of

ad ? 0. It is also worth noting that the sensitivity of CEAS

is linearly proportional to the transmission T of the mirror

(cf. Eq. 37) in the type 2 shot noise dominated region;

therefore, cavities formed of mirrors with comparable

reflectivities may have sharply different sensitivities, which

highlights the importance of transmission T in evaluating

high reflectivity mirrors.

In terms of practical optical configurations, our group

along with many others has used incoherent light sources

coupled with an off-confocal placement of cavity mirrors

(in order to achieve near-continuum transmission of the

broadband input light [40]). An alternative to this is the off

axis-integrated cavity output spectroscopy (OA-ICOS)

where the light, often from a cw laser, is injected in an off-

axis manner to the cavity mirror in order to relax the

stringent stability requirement for cavity distance or laser

frequency [32]. Other differences between the two CEAS

arrangements include but are not limited to the collimation

quality of the beam, the varying intensities of the light

sources as well as the different optical components used.

All these are expected to have impacts on the injection and

collection efficiencies of the light beam which will in turn

affect the relative weighting of the three types of noise in

the measurements. Despite these apparent differences,

however, photon intensity held in the cavity remains no

greater than that of the input light, and following this

argument it is expected that the core arguments proposed

above stay valid for both CEAS variants.

We end the paper by concluding that from a signal-to-

noise analysis perspective, CEAS gains its sensitivity by

allowing the weak absorption structure to be recorded on a

significantly reduced, and thus much less noisy back-

ground. Optimum instrument performance is thus achieved

by considering cavity mirror reflectivity in conjunction

with sample optical depth and practical aspects such as

relative contributions of different noise types which may be

present.
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