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Abstract. Understanding the gene expression is an important factor to cancer
diagnosis. One target of this understanding is implementing cancer gede se
and classification methods. However, cancer gene search anifioziisn is a
challengen that there is no an obvious exact algorithm that can be implement-
ed individually for various cancer cells. In this paper a researchngucted
through the most common top ranked algorithms implemented foercgeae
search and classification, and how they are implemented to rebettea per-
formance. The paper will distinguish algorithms implemented for Biagem
analysis for cancer cells and algorithms implemented based on DhAdata.

The main purpose of this paper is to explore a road map towasisnping the
most current algorithms implemented for cancer gene search and cléssifica
Keywords: cancergenes; searching algorithms, classification algorithms

1 Introduction

Cancer is one of theorld’s most serious diseases in modern society and a major
cause of death worldwiddraditional diagnostics methods are based mainly on the
morphological and clinical appearance of cancer, but have limited contribaiso
cancer usually results from other environmental factors. There are seveyas cd
cancer (carcinogens) such as smoke, radiation, synthetic chemicals, poktted w
and others that may accelerate the mutations and many undiscovered Cautes
other hand, a need to select the most informative genes froendatd sets, removal

of uninformative genes and decreases noise, confusion and complediincrease
the chances for identification of diseases and prediction of various cegdikea can-

cer types is mandatory [1]. One of the challenging tasks in cdragmosis is how to
identify salient expression genes from thousands of genes in mayakata that can
directly contribute to the phenotype or symptom of diseaseT[83. development of
array technologies indicates the possibility of early detection and accuedietipn

of cancer. Through these technologies, it is possible to gesahds of gene expres-
sion levels simultaneously through arrays, and also the abilityati@® mse to know
and find out whether it is cancer or not, and classify cancer fiis,Tthere is a need

to identify the informative genes that contribute to a cancerous statefdkmative
gene is a gene that is useful and relevant for cancer classificatioBdéfer classifi-
cation, which can help to improve health care of patients and theygohlife of
individuals, is essential for cancer diagnosis and drug discovei@d8ter classifica-
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tion or prediction refers to the process of constructing a mod#ieomicroarray da-
taset and then distinguishing one type of samples from other types thighimduced
model [7]. Microarray is a device or a technology used to measure ampréssels
of thousands of genes simultaneously in a cell mixture, iaatlyf produces a micro-
array data, which is also known as gene expression data. The task ofctassifica-
tion using microarray data is to classify tissue samples into related clagdeenof
types such as cancer versus normal [8]. A major problem ia th&soarray data is
the high redundancy and the noisy nature of many gene®l@vant information for
accurate classification of cancer. Only a small number of genes may béaim8y.
Early and accurate detection and classification of cancer is critical to the welttiein
patients. The need for a method or algorithms for cancer identificatiompisrtant
and has a great value in providing better treatment and this aonbeahrough anal-
ysis of genetic data. For practical use an algorithm has to be fastamdtaas well
as easy to implement, test, and maintain. The optimal algorithm forea ¢fisk
would have adequate performance with minimal implementation comp|&gity To
study the algorithms implemented for cancer gene search and classifieatanyg
path of solid literature review must be constructed from Bioinformaticsratahding
passing through Bio-image processing and algorithms analyse&sdowancer gene
searching and selection algorithms implemented in the field and hew dtgorithms
can be applied to classify cancer cells and how efficient they are. Dhe &mier-
gence of new technologies such as the micro array data, these new tgielsnolo-
duce large datasets characterized by a large number of features (genes)whlyis is
feature selection (gene selection) has become very important in severastietdas
Bioinformatics. Authors in [6, 11] introduced a new hybrid featselection method
that combines the advantages of filter strategy based on the Laplacian S¢awitjoin
a simple wrapper strategy. The suggested algorithm resulted in a/ffast feature
selectors that can solve feature selection problems in high dimendaiaakts and
select a small subset full of informative genes that is most relative to clessfica-
tion. Another research developed an automated system for robust and cliatde
diagnoses based on gene microarray data as stated by the author§hey9hvesit
gated that support vector machine classifier algorithms outperfoiras agorithms
such as K nearest neighbors, naive Bayes, neural networkkeeisibn tree; and thus
they could adopt the important genes for cancer tumor classifica@onghe other
hand the authors in [12], found the smallest set of genes thansare highly aae
rate cancer classifications from microarray data by using supervised machiivgglearn
algorithms. Moreover, the authors in [13], survived different featalection tech-
nigues and their application for gene array data, they found twaoagearch meth-
ods for cancer classification which are Genetic Algorithms (GA) and Behtch
(TS) to generate candidate genes for classifications. They argued that GAps-a
mal search method that behaves like evolution processes in natileeT &ls a heu-
ristic method that guides the search for optimal solution making use xifldle
memory.

The main purpose of this paper is to explore a road map towagdsnting the
most current algorithms implemented for cancer gene search and classification



The remainder of this paper will be structured as follows; Section 2 wilissthe
common algorithms implemented in the research topic, on the other $estohn
3will give an overview of the algorithms, while, results and discussidnbeilpre-
sented in section 4. Finally, section 5 will conclude the paper.

2 Common Algorithms for Cancer Gene Search and
Classification

The study of the algorithms is classified into two categories;tfiestalgorithms that
focus on gene expression analysis for cancer gene selectioneamd sthe alg-
rithms that focus on Bio-Image analysis and performs cancer classificd@hese
categories are discussed below:

2.1  Analysis of Cancer gene selection and classification Algorithms

Microarray data is being an influence to cancer diagnostics. Its accuedietion to
the type or size of tumotsased on reliable and efficient classification algorithms, so
that patient can be provided with better treatment or therapy response. Tihesueai
behind microarray data is its high dimensionality which may lead to fidgiescy in
cancer gene classification and also makes it difficult to classify the related.gen
Among thousands of genes whose expression levels are measuraitl armtiheeded
for classification [5]. Thus, one challenging task in cancer diagnos@ngo identify
silent expression genes from thousands of genes in microatayadd how to select
informative genes for classification that can assist to the symptom of diZgaBe-[
low is a summary of the most well implemented classification algoritqopéied in
the field and argued tee efficient for diverse cancer type’s diagnosis and treatment.
Integrated Gene-Search Algorithm

The integrated algorithnis based on Genetic Algorithm (GA) and Correlation-
based heuristics [1]. (Correlation-based feature selection) (CFS) for dgim-pr
cessing and data mining (decision tree and support vector machoréhahg) for
making predictions. Thereafter, bagging and stacking algorithms were afiplied
further enhancement classification accuracy and the analysis of data vwampdrf
by WEKA data mining software. This work was proposed suatessfully applied to
the training and testing genetic expression data sets of ovarian, prostate, gand lun
cancers but also can be successfully applied to any other carceolidn, breasted,
bladder, leukemia, and so on. The Algorithm consists of thasgs as shown in
Figure 1, the iterative phase |, where data partitioning, execution of Dedisten
(DT) algorithm or any other data mining algorithms applied to the data setGth
and CFS for gene reduction take place. After that, in phase II, datagnailgorithms
are applied to the training and testing data sets generated from phase éiang th
sults will be evaluated to determine the most significant gene set.
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Fig. 1. Integrated Gene Search Algorithm

An integrated algorithm for gene selection and classification applied to microa
ray data for ovarian cancer

By applying a hybrid of algorithms (Genetic Algorithm “GA”, Particle Swarm Op-
timization ‘“PSO”, Support Vector Machine “SVM”, and Analysis of Variance
“ANOVA”) to select gene markers from target genes, finally fuzzy model is applied
to classify cancer tissues [2]. Due to the huge amount of data typeatgdneom
gene expression and lack of systematic procedure to analyze the infarmstéma-
neously, in addition to avoid higher computational complexity, the tesdlect the
most likely differential gene markers to explain the effects on ovariacecalt is
concluded that the proposed algorithm has superior performance @amgirogancer
and can be applied and performed on other cancer diagnosis studi¢isataisdro-
ticed from tablel.

Table 1. The Proposed Algorithm Accuracy of classification for various@gghes

he hybrid process of SVM The hybrid process of SVM [he proposed alg-
and GA (%) and PSO (%) rithm (%)
Colon 95.65% 97.13% 99.13
Breast 96.23% 97.95% 98.55

Source: Zne-Jung Lee, An integrated algorithm feneg selection and classification applied to micragr
data of ovarian cancer, International Journal it Intelligence in Medicine 42 (2008) 91.

A Bootstrapped Genetic Algorithm and Support Vector Machine to select genes
for cancer classification.

The algorithm states that gene expression data obtained from microarrays have
shown to be useful in cancer classification. A novel system is suggestseldcting
a set of genes for cancer classification. The system is based anslippart vector
machine and a genetic algorithm The proposed system consideratbhases for the
solution, one for the colon cancer and the other for the leiakéinis argued that this
proposed system of hybridization of genetic algorithm, support vetachine and
bootstrapped methods is very efficient for classification problems. [4].



A Novel Embedded Approach composed of two main phases to the problem of
cancer classification using gene expression data.

Phase one includes the use of gene selection to select the important gredictiv
genes which make it later easier to be correctly classified. The secondiphase
build powerful classifier models. For gene selection, a proposed of fileeep-
proaches are analyzed, Information Gain (IG), Relief Algorithm (RAJ t-statistics
(TA) to obtain a predictive reduced feature (gene) space containing thénfoosa-
tive genes. Later five well known classifier algorithms are utilized (Support Vector
Machine (SVM), K Nearest Neighbor (KNN), Naive Bayes (NB), Neural Network
(NN), and Decision Tree (DT)) to classify nine famous available genegsipn
datasets. After the experiments, it was resulted that in 8 out of 9 daBgéts cla-
sifier outperforms KNN, NB, NN and DT obviously in all cases [9].

Genetic Algorithm (GA) with an initial solution provided by t-statistics (t-GA)
for selecting a group of informative genes from cancer microarray data.

The Decision Tree classifier (D13 then built on the top of these selected genes.
The performance of the proposed approach among other selecticvdmatid ind
cated that t-GA has the highest accurate rate among different metbds [1

2.2 Cancer Classification through Bio image AnalysiAlgorithms

CAIMAN system (CAncer IMage ANalysis) [15] is an online algamitiepository

that analyze the image produced by experiments relevant to cancer tresearc
(www.caiman.org.uk), three algorithms have been implemented tgotbject, an
algorithm for measuring cellular migration, other one for vasculatungsisand an
algorithm for image shading correction. The following table was a rekthiecesti-
mation performance of the CAIMAN system (CAncer IMage ANalysid)e, three
proposed algorithms were tested with two groups of five imagesaechf approx-
imately 10kb in size and the other more than 1 Mb.The times are redoodethe
moment the user opens the web page to the time the email with the resules ar
ceived, as in Table 2 below:

Table 2. Proposed Algorithm Performance Estimation

Algorithm Dimension Size Time £ (s)
(pixels) (kb)

Migration 285 x 203 1001 62.6 £9.6
127 x 900 1700 81.4+16.7

Tracing 220 x 164 108 66.2 £20.3
768 x 576 1300 207.4+14.6

Shading 285 x 203 100 50.5+14.1
1270 x 900 1700 65.0 £ 15.6

Source: Constantino Carlos Reyes-Aldasoro, Miclikagbriffiths, Deniz Savas, Gillian M. Tozer, CAIMAN
An online algorithm repository for Cancer Image Arsiés, Computer Methods and Programs in Bidme
icine, Volume 103, Issue 2, August 2011, Page 188N\ 0169-2607, 10.1016/j.cmpb.2010.07.007.
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Fig. 2. Integrated Cancer Selection and Classification criteria

3  Algorithms Overview

It is noticed that to classify cancer cells into normal cells or canceediss Selection
and Searching Algorithms must be implemented first as shown irefijur

3.1 Searching and Selection Algorithms

Genetic Algorithm (GA)s a search algorithm. A GA is initiated with a set of solutions
(chromosomes) called the population [1, 16]. Solutions from onelatign are taken

and used to form a new population. This is motivated by a hopéhthaew popula-

tion will be better than the old one. Solutions which are selected to forrsaigtion

are selected according to their fithesthe more suitable they are, the more chances
they have to reproduce [14, 16], the chart of GA is presentEdjure 3Correlation-
based feature selection (CF8)si a process of choosing or selecting a subset of origi-
nal features so that the feature space is optimally reduced accordiragttain eval-
uation criterion [17]. It reduces the number of features, remoradeviant, redundant,

or noisy data, and brings the immediate effects for applicationsRP&8}icle Swarm
Optimization (PSOJs a population based search algorithm based on the simulation of
the social behavior [19]. PSO is similar to GA in that the systenitialized with a
population of random solutions. It is unlike GA, however hiatteach potential solu-
tion is also assigned a randomized velocity, and the potentialossltiparticles”, are

then “flown” through the problem space [20]Analysis of variance (ANOVA)s an
extremely important method in exploratory and confirmatory data dsgB/Ag]. In-
formation Gain (IG)is a method that attempts to quantify the best possible class pre-
dictability that can be obtained by dividing the full range of a givemegexpression

into two disjoint intervals corresponding to the down-regulatiothefgene. It pre-
dicts samples in one interval to normal and samples in another intecaaider [14].

1. Initial population

2. Crossing and/or mutation ]
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Fig. 3. Block Diagram of Genetic Algorithm



3.2

Classification Algorithms

Support Vector Machine (SVM) is considered popular classifier for microarray data
[22]. It has an advantage applied in cancer diagnostic in that its perforayapears

not to be affected by using the set of full genes [9]. k- Nearest bi@ig{NN) is one

of the simplest learning algorithms, and applied to a variety of prolilésnused as a
classifier among a given set of data and uses class labels of thsimmtzst neighbor

to predict the new class [9]. Naive Bayes (NB) is a classifier that can achieve relative
ly good peformance on classification tasks, based on the elementary Bayes’ theory

[9]. Decision Tree (DT) different methods exit to build a DT, in wtdafiven data in

a tree structure, with each branch representing an association betinibateatalues

and a class label [9]. The most famous DT methods is the C4.5 algonittiohn pa-

tition the training data set according to tests on the potential of attributesvalue
separating the classes.

Table 3. Feature Selection Algorithms Specifications

Methods/
Technology Importance Areals Advantages Disadvantages Problems
involved

Compute the Simple Univarate that mean| Low classifi@a-
. importance of Fast each feature is consiq tion performance
Filter Selec-
tion Tech- each featurg Gene Sele- | Easy scales t( ered and treated sep
) (gene) and ther tion very high dimen-| rately, ignoring any
nigues ) .

select the top sional data correlation betweer

ranked features

The ability to| Prone to high risk ol Unfeasible for

Selects subset ¢ take into accoun| over fitting feature selectiorn

Wrapper features that is the correlation It require very inten in high-
. ! Gene Sele- . ; . .
Selection useful to build a ,; between feature{ sive computation dimensional data
. - tion -

Technique | good classifier of and the inteac- More complex

predictor tion with the

classifier
4 Results and discussion

In this paper, various algorithms were analyzed that perform skeofecancer gene
search and classification by first selecting the informative genes amcingdhe size
and then distinguish the type of the cell tumor or not. Cagere selection is a pre-
processing step used to find a reduced-sample size of microarray listaam be
achieved by two feature (gene) selection approaches as stated in Tablm 3héro
table it is found that both filter and wrapper models play a role inrfeégene) selec-
tion, but each has its pros and cons. Filter model is noticed to be fastpwive a
low classification performance result, while the wrapper model takes timenarel
complex, but may give somehow a high performance result. éforthe, it is noticed



from Table 4 (see appendix 1), that multiple algorithms implementeddgration
and hybridization to analyze multiple kinds of cancer type. In additienefficiency

of the algorithms was based on the cancer type and the algorithm impdem€ne
need for a scientific methodology to determine the efficient algorithm or &tieqr

of algorithms for cancer types was missed. We mean by algoeitiiciency how fast
the algorithm to be implemented in terms of time and speed in orderatgze the
cancer cells. Furthermore, Table 5 (see appendix 1) gives a summaacfoindi-
vidual algorithm and to which cancer type it was implemented. It isleded from
table 5 (see appendix 1), that Genetic Algorithm as a selection algorithm was imp
mented to almost all cancer types for a high performance, exeefirdin cancer,
while Decision Tree and Support Vector Machine Algorithms were implemented to
almost all types of cancer for high performance results. In addi¢gore 4 shows that
the Integrated Algorithm for gene selection and classification has theshagwracy
99% for colon and breast cancers, while the Bootstrapped Genetictiiigand
Support Vector Machine give good performance accuracy without timdicdhe per-
centage. Also the Integrated Gene Search Algorithm has the second haympade

up to 98% in accuracy results.

Effeciency & Accuracy %

95

90

85

B .

75 T T T T 1

Integrated Gene- An integrated Bootstrapped Genetic Novel Embedded Genetic Algorithms

Search Algorithm algorithm for gene Algorithm and Approach (GA) with an initial
selection and Support Vector solution provided by
classification Machine t-statistics (t-GA)

Fig. 4. Algorithm Efficiency and Accuracy

On the other hand, from the detailed review to many researchers’ contributions,
Table 6 (see appendix 1) summarizes out the most common Algorithmfoused-
cer gene search and classifications, most of these algorithers wnplemented in an
integrated model or hybridization methods as discussed, in order to giae opti-
mum desired result
The main issue with the previous algorithms is the efficienceifopnmance, due that
most of the suggested algorithms and technologies followed the hybridinagibn
odology in order to achieve better in terms of efficiency and accuralegn\ive talk
about efficiency we mean less time and less memory, but the maiaroonill be
saving time.

5 Conclusion and Future Work

It is concluded that there are multiple computational algorithms applied for cancer
gene selection that are either filter or wrapper methods, each has its camtages



or disadvantages and trying to reach a well performance result. @théréhand and

in order to classify cancer cells, selection algorithms must be implemergetbf
reduce the microarray sample size and reach informative genes, thetditheaasi-

er to implement classifier algorithms to distinguish out tumor froormal cells.
Moreover, the paper showed that most algorithms are implemented ritegration
methodology anih aharmony in order to achieve a better performance result. Never-
theless, it was clear that the dominant algorithm applied in integration with aith-
rithms for gene selection was the Genetic Algorithm, while for classificatiortheas
Support Vector Machine; as both reached better results. The future work will be to
analyze the processing time of each of the algorithms implementrdénto decide

the best performance algorithm.
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Appendix

Table 4. Efficient Algorithms for various cancer types

Algorithm : Embedded  Algo- Cancer Type Comments
rithms
Ovarian
Genetic Algorithm Eaﬂztate
| 4G hes:r(i)étrii?tlon-based Can be successfull High classii
S mig/:late_henle' Decision tree applied to any othe| cation accuracy
earch Algorithm[1] Subbort vector m. | CaNCer  like  colon| (94-98%)
chinepp breasted, bladder, ue
kemia, and so on.
Genetic Algorithm Superior pe
An integrated & timFi);arttilgLe Swarm - Ovarian formance for
gorithmfor gene Support Vector M- Colon gene s_e_lect_lo
selection and classif chine Breast and classification
cation [2] Analysis of Variance g%%fgiﬁazrias
Fuzzy Model y
a,Bc:ts"_":‘:ped ?‘ Genetic Algorithm Colon forvf\(/ailllure S(ugig
neic Aorim an Support vector @ | Leukemia ) 9
Support Vector M- | . selection  pro-
chine [4] lems
Information Gain Mascl;?r?erts Vector
ReliefAIgorithm Lung peroforms acg-
ts-itatls:ltcilector M- Prostate racies > 85%
Novel Embedded chinepp Breast with the comip
Oveh mbedde K Nearest Neit- Leukemia nation of Infa-
Approach [9] bour Brain mation Gain
Naive Baves Colon Decision Tree
y Ovarian are the worst
Neural Network model in accua-
Decision Tree cy
Colon accua-
cy 89%
Genetic A Colon Leukemia a-
_ enele Ag- . . Leukemia curacy 94%
rithms (GA) with an Genetic Algorithm h h
initial solution pio- T-statistics Lymphoma Lymphona
lﬁglz by t-statisti Decision Tree Lung acaracy 92%
thc(:A L’sa Isties Central Nervous S Lung accua-
(teA 14 tem (CNS) cy 98%

CNS accuracy
7%

CAIMAN system
(CAncer IMage
ANalysis) [15]

Migration measie-
ment

Vasculature tracing

Shading correction

Cancer related intg
es

More  algp-
rithms can be
implemented




Table 5. Cancer Types Algorithms

Cancer

Algorithm

Ovarian | Prostate| Lung | Colon

Breast

Bladder

Leukemia

Brain

Lymphana

CNS

Genetic Algorithm

v

Correlation based
heuristics

Decision tree

Support Vector

Machine

RN EENEEN
RN EENEEN
A EN EENEEN
RN EENEEN

AR

D NI NI N
D NI NI IRN

Particle Swarm

Optimization

(\
{\

{\

Analysis of varn-
ance

Fuzzy Model

Information Gain

Relief Algorithm

t-statistics

K nearest Neidh-
bor

Naive Bayes

Neural Network

NN ERYAANAAER
N ERNAIAA
N AN ERENE RN RN
NN

NN

AN Y N NI NN

AN Y N NI NI N

Table 6. Common Feature Selection and Classifications Algorithms

Selection Algorithms

Classification Algorithms

Genetic Algorithm (GA)

Support Vector Machine (SVM)

Correlation-based heuristics (Correlation-bag

feature selection) (CFS)

Bootstrapped SVM

Particle Swarm Optimization (PSO)

K-Nearest Neighbors (KNN)

Analysis of Variance (ANOVA)

Naive Bayes

Information Gain (IG)

Neural Networks (NN)

Relief Algorithm (RA)

Decision Tree (DT)

t-statistics (TA)

Bagging and Stacking Algorithms

Fuzzy Model




