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Abstract

The deployment of antenna subset selection on a per-subcarrier basis in MIMO-OFDM systems could improve the
system performance and/or increase data rates. This paper investigates this technique for the MIMO-OFDM systems
suffering nonlinear distortions due to high-power amplifiers. At first, some problems pertaining to the implementation
of the conventional per-subcarrier antenna selection approach, including power imbalance across transmit antennas
and noncausality of antenna selection criteria, are identified. Next, an optimal selection scheme is devised by means of
linear optimization to overcome those drawbacks. This scheme optimally allocates data subcarriers under a constraint
that all antennas have the same number of data symbols. The formulated optimization problem to realize the
constrained scheme could be applied to the systems with an arbitrary number of multiplexed data streams and with
different antenna selection criteria. Finally, a reduced complexity strategy that requires smaller feedback information
and lower computational effort for solving the optimization problem is developed. The efficacy of the constrained
antenna selection approach over the conventional selection approach is analyzed directly in nonlinear fading channels.
Simulation results demonstrate that a significant improvement in terms of error performance could be achieved in the
proposed system with a constrained selection compared to its counterpart.

Keywords: Antenna subset selection; MIMO-OFDM UWB systems; Nonlinear power amplifier; Power balancing; Linear
optimization
1 Introduction
Recent years have seen a great demand for very fast data
speeds in wireless multimedia applications. One of the
most attractive techniques that could deliver high-rate
transmission is multi-input multi-output orthogonal fre-
quency division multiplexing (MIMO-OFDM) [1]. The
major benefits of this technique resulting from OFDM
include high spectral efficiency and robustness against
intersymbol interference (ISI) in multipath fading chan-
nels [1]. Simultaneously, an increased capacity and/or di-
versity gain could be achieved with MIMO [2,3]. Among
various MIMO schemes, antenna selection appears to be
promising for OFDM wireless systems. This is mainly
due to low-cost implementation and small amount of
feedback information required, in comparison with other
precoding methods [4]. In addition, this scheme is shown to
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be effective in equivalent isotropic radiated power (EIRP)-
restricted systems, such as ultra-wideband (UWB) [5,6].
Many research works have considered the application

of antenna selection in OFDM systems, e.g., in [7-13]. In
general, they can be categorized into two approaches:
bulk selection (i.e., choosing the same antennas for all
subcarriers) [7-10] and per-subcarrier selection (i.e.,
selecting antenna on each subcarrier basis) [10-13]. The
main benefit of the latter over the former is that a much
larger coding gain can be achieved by exploiting the
frequency-selective nature of the channels [10]. Thus,
per-subcarrier selection is very attractive for wideband
communications. However, as the conventional per-
subcarrier selection method selects antennas independ-
ently for each subcarrier, a large number of data symbols
may be allocated to some particular antennas. The input
signal powers of the high-power amplifiers (HPAs) asso-
ciated with these antennas might be very large, whereas
those at the other antennas might be small. As a result,
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the HPAs on some antennas may operate in their ineffi-
cient power regions due to the small average powers of
the input signals. Meanwhile, on the other antennas,
nonlinear distortions, including in-band and out-of-band
distortions, occur when the very large signal powers pass
through the HPAs. The in-band distortion degrades
error performance and system capacity [14], whereas the
out-of-band distortion arising from the spectral broad-
ening effect of the HPAs interferes the systems operating
in the adjacent channels [15,16].
It is obvious that the imbalance allocation of data sub-

carriers associated with the conventional per-subcarrier
antenna selection scheme reduces the potential benefits
of the antenna selection OFDM systems. One possible
approach to deal with this problem is selecting transmit
antennas under a constraint that the number of data
subcarriers allocated to each antenna is equal. As a bal-
ance constraint is required, the constrained selection (i.e.,
power-balance selection) scheme should retain the bene-
fits in terms of error performance or capacity as large as
possible. Some research works have studied the con-
strained selection approach in the literature, such as
[11-13]. In [11,12], allocation algorithms were developed
to realize the constrained selection scheme. Meanwhile,
the authors in [13] considered linear optimization to de-
vise their constrained selection scheme. It was shown that
the selection scheme based on optimization could offer a
better performance than the suboptimal solutions in
[11,12]. However, the formulated optimization problem in
[13] is only applicable to OFDM systems where one an-
tenna is active on each subcarrier. More importantly, to
the best of our knowledge, all the existing works about
constrained antenna selection, e.g., [11-13], only consider
the effects of nonlinear HPAs on the system performance
by means of simulations for demonstration purposes. This
approach obviously has some limitations as it does not
fully give an insight into the system characteristics. In par-
ticular, the question about whether antenna selection cri-
teria originally derived in linear channels are still effective
in nonlinear channels has not been addressed. This issue
is of importance as the occurrence of nonlinear distortions
may have impacts on the antenna selection criteria. Be-
sides, the benefits in terms of error performance and/or
capacity of the power-balance selection over the conven-
tional scheme have not been analyzed directly for the sys-
tems suffering nonlinear distortions due to HPAs. It is
clearly worth performing such an analysis, given that the
efficacy of power-balance selection over its counterpart
comes from the HPA nonlinearity. In addition, [11-13]
only considered antenna selection schemes where data are
transmitted from one antenna on each subcarrier. Thus,
the achieved spectral efficiency was limited. To fulfill the
expectation of delivering very fast data speeds for future
wireless applications, antenna subset selection, where
multiple data symbols are transmitted simultaneously
from multiple antennas on each subcarrier, should be
investigated.
In this paper, we propose and analyze constrained per-

subcarrier antenna subset selection for MIMO-OFDM
systems in the presence of nonlinear distortions due to
nonlinear HPAs. Moreover, we address the aforemen-
tioned limitations of the previous works. The major con-
tributions of this paper could be summarized as follows:

1. A noncausal problem associated with the
implementation of conventional per-subcarrier
antenna selection in MIMO-OFDM systems suffering
nonlinear distortions is identified for the first time.
The noncausality arises because the impacts of
nonlinear HPAs on transmitted data symbols need to
be known in order to select a proper antenna subset
for each subcarrier. Meanwhile, the calculations of
these impacts require the total number of data
subcarriers assigned on each antenna to be known.

2. An efficient constrained antenna subset selection
scheme is proposed for MIMO-OFDM systems to
overcome the drawbacks of the conventional
scheme. The proposed scheme is realized based on a
linear optimization problem that is formulated in
systems with an arbitrary number of multiplexed
data streams. Although the formulated optimization
problem introduces an additional complexity in the
proposed scheme, it can be solved efficiently by
well-known linear programming methods.

3. A reduced complexity strategy that simultaneously
requires a smaller number of feedback bits and
lower computational effort to solve the optimization
problem is proposed by exploiting the channel
correlation between adjacent OFDM subcarriers.

4. The efficacy of the constrained antenna selection
approach over the conventional approach is
analyzed directly in the nonlinear fading channels.
Specifically, we show that the average mean squared
error (MSE) and the average signal-to-noise-plus-
distortion ratio (SNDR) in the proposed system with
a constrained selection are better than those in its
counterpart. Numerical results are also provided to
verify the analyses and demonstrate the improvement
in terms of error performance in the proposed system.

The remainder of the paper is organized as follows. In
Section 2, an antenna selection MIMO-OFDM system
model with nonlinear HPAs is described. In Section 3,
per-subcarrier antenna subset selection criterion is in-
vestigated in the systems suffering nonlinear distortions.
In Section 4, an optimization problem for data sub-
carrier allocation with a power balancing is formulated.
Performance analysis is carried out in Section 5.
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Simulation results are provided in Section 6. Finally,
Section 7 concludes the paper.

1.1 Notation
Throughout this paper, a bold letter denotes a vector or
a matrix, whereas an italic letter denotes a variable. (.)*,
(.)T, (.)H, (.)−1, ⊗, E{.}, and tr{.} denote complex conjugation,
transpose, Hermitian transpose, inverse, the Kronecker
product, expectation, and the trace of a matrix, respect-
ively. In indicates the n × n identity matrix, and 1K is a K ×
1 vector of ones. diag(a) is the n × n diagonal matrix whose
elements are the elements of vector a. ℜ indicates the set
of real numbers.

2 Antenna subset selection MIMO-OFDM systems
with nonlinear HPAs
2.1 Transmitter
We consider a MIMO-OFDM system with K subcarriers,
nT transmit antennas, and nR receive antennas as shown
in Figure 1. At the transmitter, the input data are demulti-
plexed into nD independent streams, where nD ≤ nT and
nD ≤ nR. Each data bit stream is then mapped onto M-ary
phase shift keying (M-PSK) or M-ary quadrature ampli-
tude modulation (M-QAM) constellation. Denote qu

k and
xi
k, 1 ≤ u ≤ nD, 1 ≤ i ≤ nT, 0 ≤ k ≤K − 1, to be the symbols
that the subcarrier allocation block takes at its uth input
and outputs at its ith output, respectively. The allocation

block assigns the elements of qk ¼ qk1 q
k
2…qknD

h iT
to nD

selected antennas at the kth subcarrier based on feedback
information. As a result, only the nD elements in a vector

xk ¼ xk1 x
k
2…xknT

h iT
are assigned values from qk, whereas

the others are zeros. Here, it is assumed that E qkq
H
k

� � ¼
σ2InD : The output sequences from the subcarrier alloca-
tion block are then fed into K-point inverse fast Fourier
transform (IFFT) blocks. In this paper, the Nyquist sam-
pling signal is considered. Thus, the discrete-time base-
band OFDM signals can be expressed as

si nð Þ ¼ 1ffiffiffiffi
K

p
XK−1

k¼0

xki e
j2πnk=K ; 0 ≤ n ≤K−1; 1≤ i≤ nT:

ð1Þ
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Figure 1 A simplified block diagram of a MIMO-OFDM system with p
Many power amplifier models, such as the Saleh model,
SSPA model (or Rapp model), or soft envelope limiter
(SEL) model, can be adopted in this system. For simplicity,
we only consider the SEL model in this paper. Moreover,
the SEL could model the state-of-the-art amplifier designs
[15]. The nth output sample from the SEL is given by [17]

~si nð Þ ¼ si nð Þ ; if si nð Þj j≤ ffiffiffiffiffiffiffiffiffiffi
Po;sat

pffiffiffiffiffiffiffiffiffiffi
Po;sat

p
e∠si nð Þ ; if si nð Þj j > ffiffiffiffiffiffiffiffiffiffi

Po;sat
p ;

�
ð2Þ

where Po,sat is the output saturation power level of
HPAs; |si(n)| and ∠si(n) denote the magnitude and phase
of si(n), respectively. Also, it is assumed that Po,sat = Pi,sat,
where Pi,sat is the input saturation power level.
For analytical tractability, we assume that the signals si

(n) are asymptotically independent and identically dis-
tributed (i.i.d.) Gaussian random variables. Note that this
assumption, which is based on the central limit theorem
[18], only holds when the number of data subcarriers on
the ith antenna, denoted as Ki, is large enough. By using
Bussgang’s theorem [19], the output of the nonlinear
HPAs can be expressed as [17]

~si nð Þ ¼ αisi nð Þ þ ηi nð Þ; ð3Þ
where αi is a scale factor, and ηi(n) represents time-
domain distortion noise that is uncorrelated with si(n).
The factor αi and the variance σ2

ηi
of ηi(n) are, respect-

ively, given by [17]

αi ¼
E si nð Þ~s�i nð Þ� �
E si nð Þj j2f g ¼ 1−e−ϑ

2
i þ

ffiffiffi
π

p
2

ϑi erfc ϑið Þ; ð4Þ

and

σ2ηi ¼ E ~si nð Þj j2� �
−α2i E si nð Þj j2� � ¼ σ2Ki

1−e−ϑ
2
i −α2i

h i
;

ð5Þ
where σ2Ki

:¼ E si nð Þj j2f g ¼ σ2Ki=K is the average power
of the input signal of the HPA on the ith antenna,
ϑi¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pi;sat=σ2Ki

q
is the clipping ratio, and erfc xð Þ ¼ 2ffiffiffi

π
pZ ∞

x
e−t

2
dt is a complementary error function. Note thatXnT

i¼1
Ki ¼ nDK ; thus

XnT

i¼1
σ2Ki

¼ nDσ2 . In the system
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where the same number of data subcarriers is allocated
to all antennas, we have Ki ¼ nDK=nT :¼ �K ; ∀i ¼ 1; 2;…;
nT; and σ2Ki

¼ nDσ2=nT :¼ σ
2
K ; ∀i ¼ 1; 2;…; nT. An input

power back-off (IBO) of the HPAs is defined as
IBO ¼ Pi;sat=σ2

Ki
. Also, all HPAs are assumed to have the

same nonlinear behavior. To illustrate the impacts of non-
linear distortions due to nonlinear HPAs on transmitted
data symbols in the antenna selection OFDM system, we
plot in Figure 2 the constellation diagrams of 16-QAM
symbols in two scenarios: imbalance allocation and bal-
ance allocation of data subcarriers. It can be seen that al-
though the nonlinear distortions is present in both
scenarios, the data symbols in the scenario of the imbal-
ance data-subcarrier allocation is more distorted than
those in the other scenario. In other words, the level of
nonlinear distortion is smallest when data subcarriers are
equally allocated across transmit antennas.

2.2 Receiver
At the receiver, the received signal at each antenna is fed
into the FFT block after the guard interval (GI) is re-
moved. The system model in the frequency domain corre-
sponding to the kth subcarrier can be expressed as [20]

yk ¼ Hk αxk þHk dk þ nk

¼ Hk αqk þ H
k dk þ nk ;

ð6Þ

where

xk ¼ xk1 xk2 … xknT
� �T

; ð7Þ
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Figure 2 Constellation diagrams of 16-QAM data symbols:
balance selection versus imbalance selection.
Hk ¼
hk1;1 hk1;2 … hk1;nT
hk2;1 hk2;2 … hk2;nT
… … … …

hknR;1 hknR;2 … hknR;nT

2
6664

3
7775; ð8Þ

α ¼ diag α1 α2 :::: αnT½ �ð Þ; ð9Þ

dk ¼ dk
1 dk

2 … dk
nT

h iT
; ð10Þ

nk ¼ nk1 nk2 … nknR
� �T

; ð11Þ

yk ¼ yk1 yk2 … yknR
� �T

: ð12Þ

In the above equations, hkj;i indicates the channel coeffi-

cient between the ith transmit antenna and the jth receive
antenna. di

k denotes the frequency-domain distortion
noise at the ith transmit antenna. Also, yj

k and nj
k denote

the received signal and the thermal noise at the jth receive
antenna, respectively. The effective channel matrix Hk ,
the effective scale factor α ¼ diag α1 α2… αnD½ �ð Þ, and the

effective distortion noise dk ¼ dk
1 dk

2…dk
nD

h iT
are ob-

tained by eliminating the columns of Hk, the rows of α,
and the elements of dk that correspond to the unselected
transmit antennas, respectively. The distortion noise di

k

can be modeled as a zero-mean complex Gaussian ran-
dom variable with variance σ2di ¼ σ2

ηi
(i.e., σ2di is equal to

that of the time-domain distortion noise). Note that as
clipping is performed on the Nyquist-rate samples, all the
subcarriers on the ith antenna experience the same at-
tenuation αi and the variance σ2di [17]. Thus, the factors of

α and α , the variance of d, denoted as σ2
d ¼ diag

σ2d1σ
2
d2…σ2dnT

h i� 	
, and the variance of d , denoted as

σd
2 ¼ diag σ d1

2 σ d2

2 …σ dnD
2

h i� 	
, are the same for all subcar-

riers. Here, the indices k associated with αi and σ2
di are

dropped for simplicity. The thermal noise is modeled as a
Gaussian random variable with zero mean and E nknH

k

� � ¼
σ2nInR : Also, it is assumed that per-subcarrier power loading
is not an option due to the limited feedback rate and the
strict regulation of a power spectral mask, such as in UWB
systems.
Several MIMO detection techniques can be employed in

this system to detect signals. For simplicity, we only con-
sider a zero-forcing (ZF) receiver. Supposed that the perfect
channel state information is available at the receiver, the
equalized signal at the kth subcarrier is computed as [21]

~qk ¼ Gþ
k yk ¼ qk þ α−1 dk þ Gþ

k nk ; ð13Þ
where Gk ¼ Hk α , and Gk

+ = (Gk
HGk)

−1Gk
H denotes the

Moore-Penrose pseudo-inverse of a matrix Gk. It can be
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seen from (13) that the estimated symbols consist of the
desired component qk, the distortion noise after equali-
zation α−1 dk , and the thermal noise after equalization
Gk
+nk. Note that to characterize the impacts of nonlinear

distortions on the system performance, many other
physical layer impairments, such as channel estimation
error or I/Q imbalance, were not taken into consider-
ation in this paper. For the case of existing errors in
channel estimation, the readers are referred to [22],
where the performance of a MIMO system in the pres-
ence of both nonlinear distortions and channel estima-
tion errors is investigated. Although [22] does not
consider antenna selection OFDM systems, the obtained
results are useful for analyzing this system.
3 Per-subcarrier antenna subset selection criteria
in the presence of nonlinear HPAs
3.1 Per-subcarrier antenna subset selection criteria
In a MIMO-OFDM system with conventional per-
subcarrier subset selection, antenna subsets are selected
independently for each subcarrier. On each subcarrier,
only nD antennas out of nT available transmit antennas
are active. Denote Γγ, γ = 1, 2, … Γ, to be the γth subset

consisting of nD selected antennas, where Γ ¼ nD
nT


 �
¼

nT!
nD! nT−nDð Þ! is the number of all possible nD-element sub-

sets. Each subset consists of nD transmit antenna indices
that are chosen based on the feedback information from
the receiver. For example, when nT = 4 and nD = 2, then
Γ = 6, and all possible subsets Γγ, γ = 1, 2, … 6, are de-
fined in Table 1. The choice of the best antenna subset
depends on a particular antenna selection criterion.
Several antenna selection criteria that were originally

derived from linear channels, such as minimum mean
squared error (MMSE) [9], maximum capacity [23], or
maximum signal-to-noise ratio (SNR) [23] can be ex-
tended to this system. For brevity, only the MMSE cri-
terion is analyzed in this paper. The MMSE criterion
selects the best antenna subset from the viewpoint of
minimum mean squared error (i.e., minimizing the
Euclidean distance between the estimated symbols and
Table 1 Antenna subsets

γ Γγ
1 {1,2}

2 {1,3}

3 {1,4}

4 {2,3}

5 {2,4}

6 {3,4}

nT = 4, nD = 2, and Γ = 6.
the transmit symbols). Therefore, it also aims to minimize
the error rate. When a ZF receiver is used, the error co-
variance matrix corresponding to the kth subcarrier and
the subset Γγ is computed as

MSEk
γ ¼ E ~qk−qkð Þ ~qk−qkð ÞH

n o
¼ E α−1 dk þ Gþ

k nk
� 

α−1 dk þ Gþ
k nk

� Hn o
¼ E α−1 dkð Þ α−1 dkð ÞH

n o
þ E Gþ

k nk
� 

Gþ
k nk

� Hn o
¼ σ

d̃
2 þ σ2n GH

k Gk
� −1

;

ð14Þ
where σ

d̃
2 ¼ diag σ d1

2

α
1
2

σ d2
2

α
2
2 …

σ dnD
2

α
nD
2

h i� 	
. Note that the third

equality comes from the fact that the distortion noise
and the thermal noise are independent. Recall that the
MSE between the estimated symbols and the transmitted
symbols is the trace of an error covariance matrix.
Hence, the selected subset at the kth subcarrier is deter-
mined by minimizing the trace of the MSE matrix, i.e.,

Γγ kð Þ ¼ arg min
γ¼1;…;Γ

tr MSEk
γ

n o
: ð15Þ

From (15), we draw two important remarks with re-
spect to the deployment of per-subcarrier antenna selec-
tion in the MIMO-OFDM systems in the presence of
nonlinear distortions:

1. If the same number of data subcarriers is allocated
to all transmit antennas, the OFDM symbols in all
antennas experience the same distortion characteristics
(cf. (3) to (5)). Therefore, (15) can be simplified to

Γγ kð Þ ¼ arg min
γ¼1;…;Γ

σ2n tr GH
k Gk

� −1n o
¼ arg min

γ¼1;…;Γ
tr HH

k Hk

� 	−1� �
; ð16Þ

which is similar to that in the systems with ideal HPAs.
2. On the other hand, if the above condition is not

satisfied, the per-subcarrier antenna selection
criteria, e.g., MMSE criterion in (15), cannot be
realized due to a noncausal problem. The noncausality
arises because the selection of antenna subset for each
subcarrier, i.e., calculating a metric MSEγ

k, requires the
values α and σ

d̃
2. Meanwhile, the calculations of these

two values require the total number of data
subcarriers assigned on each antenna to be known.
To realize the per-subcarrier antenna selection, the
criterion in (16) could be applied. However, as
shown in (14) and (15), when the impacts of
nonlinear HPAs are ignored, the selected antenna
subset may not be the one that could obtain
minimum MSE. Thus, the optimality of the selection
criterion in terms of minimum MSE might not be
fully achieved.



Subcarriers

Tx 1
Tx 2

Antennas

Tx 3
Tx 4

Subcarriers

Balanced-power selection

Unbalanced-power selection

Tx 1
Tx 2

Antennas

Tx 3
Tx 4

Data
Not used

a)

b)
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Although only the MMSE criterion is considered in
this paper, we note that the noncausal problem occurs
with all per-subcarrier antenna selection criteria in the
OFDM systems suffering nonlinear distortions.

3.2 Feedback considerations
With respect to a feedback mechanism used in this sys-
tem, the selected antenna indices could be directly trans-
mitted through reverse links in a time-division duplex
(TDD) mode. In addition, it is typical in indoor wireless
applications that the channel might not be changed dur-
ing the transmission of several consecutive frames. In
that scenario, the transmitter will reallocate data subcar-
riers according to the updated feedback information. Fi-
nally, in MIMO-OFDM systems with large values of Γ
and/or K, the number of feedback bits might be high.
Reduced feedback could be realized by combining the
subcarriers into a cluster and using only one antenna
subset for all subcarriers in the cluster. This is due to
the fact that neighboring subcarriers within each OFDM
symbol are correlated. Therefore, it is likely that an opti-
mal antenna subset for a particular subcarrier remains
optimal for its neighbor subcarriers. If the cluster size is
L, the number of feedback bits is reduced by 1/L. We
propose the following criterion for choosing a proper
subset for the mth cluster, 1 ≤m ≤M, M = K/L,

Γγ mð Þ ¼ arg min
γ¼1;…;Γ

XmL

k¼ m−1ð ÞLþ1

tr MSEk
γ

n o8<
:

9=
;: ð17Þ

Note that the choice of value L is a matter of tradeoff
between feedback overhead and error performance.
Moreover, the value L is chosen based on the correlation
characteristic of the channel frequency response. In
MIMO-OFDM systems, the cross-correlation coeffi-
cients between two arbitrary subcarriers k1 and k2 can
be expressed as [24]

ρk1−k2 ¼ E Hk1½ �i1;j1 Hk2½ ��i2;j2
n o

¼
XT−1
t¼0

φ2t e
−j2π k1−k2ð Þt=Kδ i1−i2ð Þδ j1−j2ð Þ; ∀i1;

i2∈1;…; nR; ∀j1; j2∈1;…; nT;

ð18Þ

where [Hk]i,j denotes the (i,j)th entry of the matrix Hk,
φt (where t = 0, 1, …, T − 1) denotes the normalized

channel power delay profile, i.e.,
XT−1
t¼0

φ2t ¼ 1, and δ(.) is

the Kronecker-delta function. It can be seen from (18)
that the frequency correlation coefficients depend on the
difference between subcarriers (k1-k2), rather than on
the subcarriers themselves. Thus, given ρk1−k2 , we can es-
timate (k1-k2). In other words, the number of subcarriers
in one cluster (i.e., the value of L) can be estimated,
given the level of cross-correlation among the subcarriers
within a cluster. The study of optimal designs regarding
feedback reduction (e.g., deriving an optimal value of L
with respect to error performance-feedback rate tradeoff)
is beyond the scope of this paper. The readers are referred
to, e.g., [25,26], for this topic of research.
4 Optimization formulation for data subcarrier
allocation with power balancing
In Section 3, we have developed a per-subcarrier trans-
mit antenna subset selection for the MIMO-OFDM sys-
tem with nonlinear HPAs. As the conventional selection
scheme selects the best antenna subset for each subcarrier,
the number of data subcarriers assigned to each transmit
antenna within one OFDM symbol period might be sig-
nificantly different, depending on the channel conditions.
Hence, the average input power of HPAs might vary sig-
nificantly between OFDM symbol periods as well as
among antennas. When the input powers on some anten-
nas are small, the power efficiencies of the corresponding
HPAs are reduced. On the other hand, large input powers
result in severe distortion of signal. In this case, power
back-off is required. However, the back-off will degrade
the system performance. In addition, the imbalance alloca-
tion of the data subcarriers on antennas can lead to non-
causality as discussed in Section 3. It is intuitive that these
problems can be avoided if the same number of data sub-
carriers is allocated to all transmit antennas, as illustrated
in Figure 3. When a balance selection of data subcarriers
is required, the designed selection scheme should retain
the benefits in terms of capacity or error performance as
large as possible. To this end, we formulate a linear
optimization problem to realize such a scheme.
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As mentioned in the Introduction section, the linear
optimization approach was considered for an OFDM
system with nD = 1 in [13]. Before proceeding to formu-
lating a generalized optimization problem for systems
with nD ≥ 1, we make some evaluations with respect to
the formulated problem in [13]:

1. A selection variable (i.e., optimization variable) in
[13] was defined based on an antenna basis. When
nD > 1, a similar definition of a selection variable will
result in binary nonlinear optimization problems.
This is clearly not favorable from a practical
viewpoint. As shown later in this section, binary
linear optimization could be obtained by defining a
selection variable based on a subset basis.

2. Only a system with full feedback was considered in
[13]. In OFDM systems with large number of
subcarriers, not only a large amount of feedback
information is required but also the complexity to
solve the optimization problem increases. Thus, it is
of interest to formulate linear optimization working
in conjunction with feedback reduction.

In the following, linear optimization problems are for-
mulated for both full feedback and reduced feedback
systems with an arbitrary number of data streams nD ≥ 1.

4.1 Optimization formulation
We define a variable zγ

k, where zγ
k = 1 if Γγ is chosen for

the kth subcarrier, and zγ
k = 0 otherwise. Also, denote cγ

k

to be the cost associated with the chosen subset Γγ. The
type of the cost depends on the antenna selection cri-
teria, e.g., cγ

k = tr{MSEγ
k} if the MMSE selection criterion

is used. The total cost function can be expressed as

f ¼
XK−1

k¼0

XΓ
γ¼1

ckγz
k
γ : ð19Þ

As mentioned in Section 3, only the nD antennas in
this system are allowed to transmit data symbols on each
subcarrier. This is equivalent to choosing only one sub-
set of nD elements among the Γ subsets Γγ, γ = 1, 2, … Γ,
per subcarrier. Thus, the first constraint can be ex-
pressed as

XΓ
γ¼1

zkγ ¼ 1;∀k ¼ 0; 1;…; K−1: ð20Þ

The second constraint is that all transmit antennas
have the same number of allocated data subcarriers. In
case when KnD is not divisible by nT, some antennas will
be allowed to have one more subcarrier than others.
This will guarantee that the transmit power will be
evenly distributed over the transmit antennas as much
as it could. This constraint can be expressed as

XK−1

k¼0

zkγ ¼ λγ ; γ ¼ 1; 2;…; Γ ; ð21Þ

where the parameter λγ is the number of times that the
subset Γγ is selected. The values λγ are chosen to satisfy

X
ψ∈Ψi

λψ≤⌈ nDK
nT ⌉; i ¼ 1; 2;…; nT; ð22Þ

where Ψi denotes a set consisting of
nD−1
nT−1


 �
subsets

Γγ which contains the ith antenna, and ⌈a⌉ indicates the
smallest integer that is larger than or equal to a. For ex-
ample, from Table 1, we have Ψ1 = {Γ1, Γ2, Γ3}, Ψ

2 = {Γ1,
Γ4, Γ5}, Ψ

3 = {Γ2, Γ4, Γ6}, and Ψ4 = {Γ3, Γ5, Γ6}. Note that
if K is divisible by Γ, (22) can be simplified to

λγ ¼ K
Γ
; ∀γ ¼ 1; 2;…; Γ : ð23Þ

For instance, if nT = 4, nD = 2, and K = 12, then λγ ¼ 12
6 ¼

2; ∀γ = 1, 2, …, 6. As all subsets are chosen twice, from
Table 1, we know that each antenna has six data symbols
(cf. Figure 3b).
The optimization problem is now a minimization of

the cost function (19) subject to two constraints, (20)
and (21). Note that in the system without power balan-
cing, a problem of subcarrier allocation is equivalent to
minimizing (19), subject to the constraint (20) only.
In what follows, we will represent the above optimiza-

tion problem in a matrix form. Let us define vectors z ¼
z01…z0Γ z

1
1…z1Γ…zK−1

1 …zK−1
Γ

� T∈ 0; 1f gKΓ�1; and c ¼ c01…
�

c0Γ c
1
1…c1Γ…cK−1

1 …cK−1
Γ ÞT∈ℜKΓ�1: Then, (19) can be rewrit-

ten as f = cTz. Also, the first and the second constraints
can now be expressed as

A1z ¼ 1K ; ð24Þ
where A1 ¼ IK⊗1TΓ ∈ 0; 1f gK�KΓ ; and

A2z ¼ λ; ð25Þ
where A2 ¼ 1TK⊗IΓ∈ 0; 1f gΓ�KΓ and λ = (λ1 λ2… λΓ)

T ∈
ℜΓ × 1. These constraints could be combined in a concise
form as

Az ¼ a; ð26Þ
where A ¼ AT

1 AT
2

� T
∈ 0; 1f g KþΓð Þ�KΓ and a ¼ 1TK λT

� T
∈

ℜ KþΓð Þ�1. Consequently, the optimization problem becomes

min
z∈ 0;1f gKΓ�1

cTz;

subject to Az ¼ a:
ð27Þ
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It is obvious that (27) has a canonical form of a binary
linear optimization problem. Moreover, this binary opti-
mization problem can be relaxed to a linear programming
(LP) problem that has a solution z ∈ {0, 1}KΓ × 1 (see
Appendix 1). As a result, the optimization problem in (27)
can be solved efficiently by well-known linear program-
ming methods, such as simplex methods or interior point
methods [27]. When nD = 1, the formulated problem in
(27) is identical to the one in [13]. In addition, it is worth
noting that as the optimization problem in (27) has been
formulated in a way of minimizing the cost, a negative
sign has to be included in the cost metric if capacity or
SNR is used.

4.2 Optimization in the system with reduced feedback
In the system with feedback reduction, an efficient ap-
proach to formulate the optimization problem is based
on a cluster basis rather than on a subcarrier basis. Let

us define zmγ and cmγ ¼
XmL

k¼ m−1ð ÞLþ1
tr MSEk

γ

n o
to be the

variable and the cost associated with the mth cluster and
the subset Γγ that is applied to all subcarriers within the
mth cluster, respectively. By doing similar steps as in
Section 4.1, we arrive at an optimization formula similar
to (27), except that

1. The number of variables is ΓK/L, i.e., z ∈ {0, 1}(KΓ/L) × 1.
2. A cost vector is c ∈ℜ (KΓ/L) × 1 and its elements are cmγ .
3. Matrix A and vector a in the constraint will need to

be modified accordingly.

With respect to the complexity of the proposed selec-
tion scheme, we note that the complexity to solve linear
optimization using interior point methods can be re-
duced to O([(ΓK/L)3/ln(ΓK/L)]ζ), where O(.) denotes an
order of complexity, and ζ is the bit size of the optimiza-
tion problem [28]. Therefore, solving the optimization
associated with reduced feedback (i.e., L > 1) will require
much lower computational effort compared to that on a
subcarrier basis (i.e., L = 1). As a result, the proposed sys-
tem with this combined strategy could enjoy both small
feedback overhead and low complexity for optimization.

5 Performance analysis
In Section 4, a linear optimization problem has been for-
mulated to realize an optimal (constrained) selection
scheme from a viewpoint of minimum MSE. In this sec-
tion, we analyze the effectiveness of this selection
scheme by showing that in the presence of nonlinear
distortions, the average MSE, as well as the average
SNDR, in the proposed system is better than that in the
conventional system. Without loss of generality, it is as-
sumed that all HPAs have the input saturation level of
Pi,sat and operate with an input back-off of IBO ¼ Pi;sat=
σ2�K . In the conventional (unconstrained) system, the
power back-off is required on the antennas where the
numbers of the allocated data subcarriers are larger than
�K , i.e., Ki > �K , to avoid error floor and other deleterious
effects. This is equivalent to scaling the amplitudes of

the signals on these antennas by a factor βi ¼
ffiffiffiffiffiffiffi
σ �K

p 2
=σ2Ki

< 1. Meanwhile, the powers of the signals on the other
antennas, i.e., Ki ≤ �K , are not scaled up due to an EIRP
restriction as well as the complexity of power loading.
Let us first rewrite the received signal yk in (6) when

the back-off operation is included as

yk ¼ Hkαβxk þHkdk þ nk

¼ Hk α βqk þ Hk dk þ nk ;
ð28Þ

where β ¼ diag β1 β2…βnT
� �� 

, and β ¼ diag β
1

β
2… βnD

h i� 	
is obtained by eliminating the rows of β that are corre-
sponding to the unselected transmit antennas. Note that
βi = 1 if no back-off is required on the ith antenna. The
error covariance matrix can now be expressed as (cf.(14))

MSEk ¼ E ~qk−qkð Þ ~qk−qkð ÞH
n o

¼ E

�
�
α β−1dk

�
α β
� 	−1

dk


 �H�

þE Hk α β
� 	þ

nk


 �
Hk α β
� 	þ

nk


 �H
( )

:

ð29Þ
From (29), we can express the MSE corresponding to

the data symbol transmitted at the uth selected antenna
on the kth subcarrier as

MSEk;u ¼ σ du
2

α2u
β2
u

þ σ2
n

α2u
β2
u

HH
k Hk

� 	−1� �
u;u

; ð30Þ

where [A]u,u denotes the (u,u)th entry of matrix A.
Thus, the average MSE across the subcarriers and trans-
mit antennas can be calculated as

MSE ¼ 1
nDK

XK−1

k¼0

XnD
u¼1

MSEk;u

¼ 1
nDK

XK−1

k¼0

XnD
u¼1

σ du
2 þ σ2n HH

k Hk

� 	−1� �
u;u

α2u β
2

u

:

ð31Þ
For notational simplicity, we denote

F u; Hk ;KΩk uð Þ
�  ¼ σ du

2 þ σ2n HH
k Hk

� 	−1� �
u;u

α2u
; ð32Þ

where Ωk is a mapping from the uth selected antenna
index to the ith real antenna index at the kth subcarrier,
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i.e., i =Ωk(u), 1 ≤ u ≤ nD, 1 ≤ i ≤ nT, which depends on the
selected subset. Note that β2

u and β2Ωk uð Þ are the same in
this paper. We can rewrite (31) as

MSE ¼ 1
nDK

XK−1

k¼0

XnD
u¼1

F u; Hk ;KΩk uð Þ
� 

β2
u

: ð33Þ

As mentioned above, in the unconstrained systems,
the powers of signals on the antennas that have a large
number of data subcarriers will be scaled by a factor
β2Ωk uð Þ < 1: Therefore, the average MSE in this system

can now be expressed as

MSEim bal ¼ 1
nDK

XK−1

k¼0

� X
u:Ωk uð Þ∈V

F u; Hk ;KΩk uð Þ
� 

þ
X

u:Ωk uð Þ∈�V

F u; Hk ; �Kð Þ
β2Ωk uð Þ

�
;

ð34Þ

where V denotes a set of antennas in which the number
of allocated data subcarriers on these antennas are
smaller than or equal to �K , and �V is a set of the
remaining antennas.
In the constrained system, the same number of data

subcarriers �K is allocated to all antennas. Thus, all subcar-
riers will be scaled by the same factor �α and distorted by
the distortion noises with the same variance �σ d

2 . Recall
that, for a given �K , the values of �α and �σ d

2 can be calcu-
lated using (4) and (5), respectively. In addition, it is im-
portant to note that the effective channel matrix on the
kth subcarrier in the constrained system, denoted as �Hk ,
is generally different from the channel matrix Hk ob-
tained in the unconstrained system because the selected
antenna subsets may be different. From (31), we can ex-
press the average MSE in this system as

MSEbal ¼ 1
nDK

XK−1

k¼0

XnD
u¼1

�σ d
2 þ σ2n

�HH
k

�Hk

� 	−1� �
u;u

�α2
:

ð35Þ

On the other hand, let us define Δ to be the difference
in the total cost between the constrained and uncon-
strained schemes, i.e., (cf. (16) and (19))

Δ ¼
XK−1

k¼0

XnD
u¼1

�HH
k

�Hk

� 	−1� �
u;u

−
XK−1

k¼0

XnD
u¼1

HH
k Hk

� 	−1� �
u;u

:

ð36Þ

Note that the value Δ is positive due to the fact that
the total cost in the constrained optimization (i.e.,
minimization problem) is always larger than that in its
unconstrained counterpart. Substituting (36) into (35), we
arrive at

MSE bal ¼
1

nDK

XK−1

k¼0

XnD
u¼1

�σ d
2 þ σ2n HH

k Hk

� 	−1� �
u;u

�α2 þ σ2n
�α2 Δ

8>>><
>>>:

9>>>=
>>>;

¼ 1
nDK

XK−1

k¼0

XnD
u¼1

F u; Hk ; �Kð Þ þ σ2n
�α2

Δ

( )
:

ð37Þ
The difference in the average MSE between the uncon-

strained and the constrained systems can now be com-
puted as

Θ ¼ MSE im bal−MSEbal

¼ 1
nDK

(XK−1

k¼0

X
u:Ωk uð Þ∈V

F u; Hk ;KΩk uð Þ
� 

þ
XK−1

k¼0

X
u:Ωk uð Þ∈�V

F u; Hk ; �Kð Þ
β2Ωk uð Þ

−
XK−1

k¼0

XnD
u¼1

F u; Hk ; �Kð Þ− σ2n
�α2
Δ

)

¼ 1
nDK

(XK−1

k¼0

X
u:Ωk uð Þ∈V

Fðu; Hk ;KΩk uð Þ
� 

−F u; Hk ; �Kð ÞÞþ
XK−1

k¼0

X
u:Ωk uð Þ∈�V



F u; Hk ; �Kð Þ

β2Ωk uð Þ

−F u; Hk ; �Kð Þ
�
−
σ2n
�α2Δ

)

¼ 1
nDK

IV þ I �V þ IΔð Þ;
ð38Þ

where

IV ¼
XK−1

k¼0

X
u:Ωk uð Þ∈V

F u; Hk ;KΩk uð Þ
� 

−F u; Hk ; �Kð Þ� 
;

ð39Þ

I �V ¼
XK−1

k¼0

X
u:Ωk uð Þ∈�V

F u; Hk ; �Kð Þ 1−β2Ωk uð Þ
β2Ωk uð Þ

 !
; ð40Þ

IΔ ¼ −
σ2n
�α2 Δ: ð41Þ

It can be seen from (38) that the change in the average
MSE when implementing balanced allocation compared
to the case of unbalanced allocation comes from IV, I �V ,
and IΔ, where

� IV is a kind of MSE penalty that is associated with
data subcarriers on the antennas where Ki < �K . It
can be seen from (4) and (5) that when Ki increases,
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αi decreases and σ2ηi increases. Thus, the value of the
function F(u, Hk , Ki), defined in (32), increases
when Ki increases. Consequently, the value of IV in
(39) is always negative (i.e., IV < 0).

� I �V is a MSE benefit that is associated with data
subcarriers on the antennas where Ki > �K ; i =Ωk

(u). As the scale factor βi
2 < 1, it is clear that I �V > 0.

The more data subcarriers are allocated to some
particular antennas, the smaller the value β2i ¼ σ �K 2

=
σ2Ki

¼ �K =Ki is required, and thus, I �V becomes larger.
� IΔ is a kind of MSE penalty that is incurred because

the chosen effective channel matrices in the
constrained system are different from the ones in
the unconstrained system. Note that IΔ < 0 because
Δ > 0 as mentioned before.

It is important to note that for a given system with de-
fined HPAs in terms of nonlinear characteristics, only IΔ
among the three components depends on the effective
channel matrices �Hk ; k ¼ 0; 1;…;K−1: Therefore, while
different balanced selection schemes introduce different
changes in the average MSE, the difference in the aver-
age MSE indeed comes from the difference in IΔ. From
this observation, it is clear that to make the value Θ, the
difference in the average MSE between the uncon-
strained and constrained systems, become as positive as
−0.2 −0.1 0 0.1
10−2

10−1

100

(a)

−40 −30 −20 −10 0 10
10−2

10−1

100

(c)

Figure 4 Statistical distributions. (a) CDF of IV, (b) CCDF of I�v , (c) CDF of
possible, the constrained selection method should result
in the cost penalty Δ as small as possible. We note that
the formulated optimization in (27) could achieve the
minimum possible value of the total cost. Hence, with
the definition of Δ as shown in (36), it is expected that
the proposed constrained selection scheme based on lin-
ear optimization will guarantee the minimum achievable
value of Δ. In addition, an upper bound of the expected
value of the cost penalty is derived in Appendix 2. Based
on the obtained bound, it is observed that for fixed
values of nT and nD, the cost penalty becomes smaller
when the number of receive antennas nR increases.
It is now necessary to evaluate the value of Θ. As it is

too challenging to mathematically evaluate Θ from a
statistical viewpoint due to the fact that all components
IV, I �V , and IΔ are complicated and are dependent ran-
dom variables, we perform a numerical evaluation of
(38) instead. Figure 4 plots the empirical cumulative dis-
tribution function (CDF) of IV, CDF of IΔ, complemen-
tary CDF (CCDF) of I �V , and CCDF of Θ. These
statistical distributions are obtained in the system with
nT = 4, nD = 2, nR = 2, K =128, and IBO = 8 dB and are
averaged over 400 channel realizations. Details about the
other simulation parameters are described in Section 6.
The numerical results confirm that IV < 0, I �V > 0 , and
IΔ < 0. Moreover, as shown in Figure 4d, the probability
0 10 20 30 40 50
10−2

10−1

100

(b)

−0.1 0 0.1 0.2
10−2

10−1

100

(d)

IΔ, and (d) CCDF of Θ.



Table 2 Simulation parameters

Parameter Value

Sampling frequency 528 MHz

FFT size 128

Number of samples in
zero-padded suffix (ZPS)

37

Modulation scheme Modified dual carrier modulation
(MDCM)

Channel code LDPC code defined in [31, Table 6.31],
code rate 3/4, decoder 10 iterations

IEEE 802.15.3a
channel model

CM1
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of Θ being positive is very significant. Therefore, the pro-
posed system could achieve a smaller average MSE (i.e., a
better MSE performance) than that in the unconstrained
system. In case that the receiver first estimates the value
of Θ and then apply the constrained method only when Θ >
0, then the value of Θ is always positive. In addition, in a
spatial multiplexing MIMO system with a ZF receiver, we
have SNDRk,u = σ2/MSEk,u, where SNDRk,u is the post-
processing SNDR corresponding to the data symbol trans-
mitted at the uth selected antenna on the kth subcarrier
[21]. Thus, it can be shown that the proposed system
could achieve a better average SNDR than the uncon-
strained system. Error rate performance comparison will
be provided and discussed in the next section.
The improvement in terms of MSE performance in the

proposed system has been analyzed. It is also worth men-
tioning that the efficacy of the proposed system can be
viewed from another perspective: peak-power reduction. In
particular, we mathematically prove in [29] that the prob-
ability of occurrences of high peak power across antennas
is smallest when the same number of data subcarriers is al-
located to all the antennas. In other words, the proposed
system can achieve peak-power reduction. With respect to
a peak-to-average power ratio (PAPR) performance, an
evaluation based on this metric depends on the specific
definition of PAPR in the antenna selection OFDM setting,
given that a PAPR metric is originally defined in single an-
tenna OFDM systems. In case that the PAPR of the an-
tenna selection OFDM system is defined as the maximum
among all the PAPRs of the nT transmit antennas, i.e.,

PAPRMIMO‐OFDM ¼ max
i¼1;2;…;nT

PAPRif g; ð42Þ

where PAPRi is the PAPR on the ith transmit antenna,
then the PAPRMIMO-OFDM in the proposed system is
similar to that in the conventional system. This is because
the CCDF of the PAPRi on the ith antenna, calculated as
Pr PAPRi > PAPR0ð Þ ¼ 1− 1−e−PAPR0

� K
[30], does not de-

pend on the number of data subcarriers allocated on the
ith antenna. Thus, the CCDF of the PAPRMIMO-OFDM in
both systems can be calculated as [29,30]

Pr PAPRMIMO−OFDM > PAPR0ð Þ ¼ 1− 1−e−PAPR0
� nTK

:

ð43Þ
In another case, if the PAPR of the system is defined

as a ratio between the peak power across antennas and
the average power across antennas, i.e.,

PAPRMIMO‐OFDM ¼
max

n ¼ 0; 1;…;K−1; i ¼ 1; 2;…; nT
si nð Þj j2f g

1
nTK

XK−1

n¼0

XnT
i¼1

si nð Þj j2
;

ð44Þ
then the proposed system can achieve PAPR reduction.
The reason is that while the average power across antennas

is similar in both systems, i.e., 1=nTKð Þ
XK−1

n¼0

XnT
i¼1

si nð Þj j2 ¼
nDσ2=nT, the proposed system can achieve the peak-power
reduction as mentioned before. Note that all the analyses in
this section hold for both full feedback and reduced feed-
back systems.
6 Performance evaluations
In this section, the error performance of the proposed
system is evaluated via simulation results. The legacy
WiMedia Multiband-OFDM UWB (MB-OFDM UWB)
[31] is adopted for illustration. The simulation parame-
ters are listed in Table 2. These parameters are based on
a data-rate mode of 960 Mbps. Thus, the data rate in
the proposed system when nD = 2 is 1,920 Mbps. The
system performance is measured in terms of packet
error rate (PER) over the channel model of CM1 defined
in the IEEE 802.15.3a channel model [32]. This channel
is based on a measurement of a line-of-sight scenario
where the distance between the transmitter and the re-
ceiver is up to 4 m. Additionally, the multipath gains are
modeled as independent log-normally distributed ran-
dom variables. Perfect channel state information is as-
sumed to be available at the receiver. Also, the feedback
link is assumed to have no delay and is error-free. The
average energy of transmitted data symbols is normal-
ized to unity, i.e., σ2 = 1.
Figure 5 compares the performance of the proposed

system with that of the system without power balancing
under different IBO values. It can be seen that there is a
significant improvement in terms of PER performance in
the proposed system. This agrees with the analysis in
Section 5 that an imbalance allocation of data subcar-
riers in the unconstrained system results in a reduced
average MSE, as well as a reduced average SNDR, com-
pared to that in the proposed system. Similar observa-
tions can be made in the systems equipped with nR = 3
and nR = 4 receive antennas as shown in Figure 6.
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In Figure 7, we compare the PER performance of the
proposed system under different antenna selection cri-
teria, including MMSE, maximal SNR, and maximal cap-
acity. It is clear that the MMSE criterion, which aims to
minimize the Euclidean distance between the estimated
symbols and the transmitted symbols, achieves a better
error performance. Meanwhile, the capacity criterion,
which aims to maximize the achievable rate, does not
offer a good error performance, compared to the other
criteria. This is due to the fact that the capacity criterion
is based on a general capacity formula, which does not
necessarily guarantee minimum error rate in the system
with a ZF receiver [23].
Figure 8 shows the PER performance of the proposed

system with the reduced complexity approach. Here, the
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Figure 6 Comparison of the PER performance of the two
systems under different numbers of receive antennas. nT = 4,
nD = 2, and IBO = 8 dB.
feedback reduction of L = 8 is used. As predicted, there
is some loss in performance when applying feedback re-
duction compared to full feedback. However, we note
that the system with feedback reduction requires only
12.5 % of the number of feedback bits and has lower
computational effort for solving the optimization prob-
lem. In addition, the proposed system with power balan-
cing still outperforms its counterpart under reduced
feedback. These results illustrate the efficacy of the pro-
posed system with power balancing for practical MIMO-
OFDM wireless systems.
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HPAs has been investigated. We have shown that the
implementation of the conventional per-subcarrier selec-
tion in such a system suffers from the problem of per-
formance degradation due to the large power back-off
(resulting from an unequal allocation of data subcarriers
across antennas) as well as the noncausality associated
with the selection criteria. To overcome these drawbacks,
we have proposed an optimal constrained selection
scheme that can equally allocate data subcarriers among
transmit antennas by means of linear optimization. The
optimization problem to realize the proposed scheme is
formulated in the system with an arbitrary number of
multiplexed data streams. Moreover, it can be solved effi-
ciently by existing methods. In addition, the reduced com-
plexity strategy that requires less feedback information
and lower computational effort for solving the optimiza-
tion problem has been developed. We have analyzed the
efficacy of the constrained antenna selection approach
over the conventional approach directly in the nonlinear
fading channels. The analysis could provide an insight into
the system characteristics, i.e., the impacts of nonlinear
HPAs on the performance of the antenna selection OFDM
system. The simulation results show that a significant im-
provement in terms of error performance could be
achieved in the system with a constrained antenna selec-
tion compared to its counterpart.

Appendices
Appendix 1: linear relaxation of the binary optimization
in (27)
The optimization problem in (27) can be relaxed to lin-
ear programming (LP) relaxation using a similar ap-
proach as in [13] even though the constraint matrices in
the two formulated problems are defined differently.
Specifically, the feasible set of the LP relaxation of (27)
can be expressed as

S ¼ z∈ℜKΓ�1 Az ¼ a; 0KΓ ≤ z ≤ 1KΓg;j� ð45Þ

or

S ¼ z∈ℜKΓ�1 Bz ≤ bg;j� ð46Þ

where

B :¼ AT −AT IKΓ −IKΓ
� T

; ð47Þ

b :¼ aT −aT 1TKΓ 0TKΓ
� T

: ð48Þ

As matrix A, defined in (26), is totally unimodular (i.e.,
every square submatrix of A has determinant +1, −1, or
0), it follows from [33] (also in [13, Proposition 1]) that B
is also a totally unimodular matrix. On the other hand,
vector b, defined in (48), is an integer vector. Therefore,
the solution obtained by solving the LP relaxation using
known programming methods is integral [33]. In other
words, the optimal solution of the LP relaxation is also op-
timal for the original problem in (27).

Appendix 2: upper bound of an expected value of cost
penalty
Let us first rewrite (36) as

Δ ¼
XK−1

k¼0

tr �HH
k

�Hk

� 	−1� �
−
XK−1

k¼0

tr HH
k Hk

� 	−1� �
¼
XK−1

k¼0

Δk ;

ð49Þ
where

Δk ¼ tr �HH
k

�Hk

� 	−1� �
−tr HH

k Hk

� 	−1� �
: ð50Þ

We now derive an upper bound of the expected value
of Δk. From (15), it can be seen that among all possible

matrices Hk , the matrix Hk with the lowest value of tr

HH
k Hk

� 	−1� �
will be selected as the effective channel

matrix for the kth subcarrier in the unconstrained sys-
tem. Meanwhile, the effective channel matrix associated
with the kth subcarrier in the constrained system is not

necessarily the one with the lowest tr HH
k Hk

� 	−1� �
, i.

e., tr �HH
k

�Hk

� 	−1� �
≥ tr HH

k Hk

� 	−1� �
; due to the

balance constraint. Hence, the expected value of Δk can
be computed by using order statistics. In particular, an
upper bound on the expected difference of two order
statistics, the first and the γth, 1 < γ ≤ Γ, is given by [34]

E Δkf g ¼ E tr �HH
k

�Hk

� 	
−1

n on o
−E tr HH

k Hk

� 	
−1

n on o
≤σw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Γ Γ−γ þ 2ð Þ
Γ−γ þ 1

s
;

ð51Þ
where σw

2 is the variance of tr HH
k Hk

� 	−1� �
that is as-

sumed to be the same for all matrices Hk :
On the other hand, suppose that the entries of the

nR × nT matrix Hk are i.i.d. complex Gaussian random
variables with zero mean and unit variance, then for any

effective channel matrix Hk ; ( H
H
k Hk )

−1 follows com-
plex inverse Wishart distribution with nR degrees of
freedom [35]. When nR > nD + 1, it is shown in [35,
Lemma 6] that

E tr HH
k Hk

� 	−1� �� �
¼ nD

nR−nD
; ð52Þ
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and

E tr HH
k Hk

� 	−1� �
 �2
( )

¼ nD
nR−nD

nR
nR−nDð Þ2−1−

nD−1
nR−nD þ 1

 !
: ð53Þ

Thus, the variance of tr{( HH
k Hk )

−1} can be computed
as [18]

σ2
w ¼ E tr HH

k Hk

� 	−1� �
 �2
( )

− E tr HH
k Hk

� 	−1� �� �
 �2

¼ nDnR
nR−nDð Þ2 nR−nDð Þ2−1� � :

ð54Þ
Substituting (54) into (51), we finally arrive at

E Δkf g≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nDnR
nR−nDð Þ2 nR−nDð Þ2−1� � : Γ Γ−γ þ 2ð Þ

Γ−γ þ 1

s
: ð55Þ
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