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For large-scale systems which are modeled as interconnection of 𝑁 networked control systems with uncertain missing
measurements probabilities, a decentralized state feedback 𝐻

∞
controller design is considered in this paper. The occurrence of

missing measurements is assumed to be a Bernoulli random binary switching sequence with an unknown conditional probability
distribution in an interval. A state feedback 𝐻

∞
controller is designed in terms of linear matrix inequalities to make closed-loop

system exponentially mean square stable and a prescribed𝐻
∞
performance is guaranteed. Sufficient conditions are derived for the

existence of such controller. A numerical example is also provided to demonstrate the validity of the proposed design approach.

1. Introduction

With the advances in network technology, more and more
control systems have appeared whose feedback control loop
is based on a network. This kind of control systems are
called networked control systems (NCSs) [1–4]. Owing to the
data communication errors in network and the temporarily
disabled sensor, missing measurements and transmission
time delay usually occur, which can degrade the system
performance and even make the system unstable. There have
been significant research efforts on the design of controllers
and filters for system with missing measurements. There are
two main approaches to handle missing measurements. One
approach is to replace the missing measurements with an
estimated value [5], and the other approach is to viewmissing
measurements as “zero” [6], such as Markov chains [7] and
Bernoulli binary switching sequence [8–13]. Fault detection is
considered for NCSwithmissingmeasurements probabilities
being known in [8]. Furthermore, still fault detection is
considered forNCSwith delays andmissingmeasurements in
[9]. In [10], the robust𝐻

∞
control problem is investigated for

stochastic uncertain discrete time-delay systemswithmissing
measurements. In [11], an observer-based 𝐻

∞
controller

is designed for NCS with missing measurements, where

the missingmeasurements are assumed to obey the Bernoulli
random binary distribution. The controlled systems in ref-
erences [8–11] are linear discrete systems and the missing
measurements probabilities are known constants. A robust
fault detection method is proposed for NCS with uncertain
missing measurements probabilities in [12].

In most existing results, the controlled NCS is usually
treated as isolated one and the missing measurement prob-
ability is known [13–18]. However, on one hand, in practice
the missing measurements probability usually keeps varying
and cannot be measured exactly. On the other hand, in
many practical applications, controlled systems are large-
scale systems which are composed of discrete-time NCSs.
Each discrete-time NCS is influenced not only by missing
measurements, but also by interconnection terms generated
by the other NCSs. At the same time, due to the dispersion
of some large-scale systems such as power systems, it is
impossible to feed back all states of whole large-scale systems
to design the controller. So the decentralized controller that
only feed back local information is more practical. In [19], for
large-scale systems composed by 𝑁 discrete-time NCSs with
missing measurements, where the missing measurements are
modeled as Bernoulli distribution with a known conditional
probability, the 𝐻

∞
control problem is considered using
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linear matrix inequality (LMI) method. In summary, to study
the decentralized control for large-scale systems composed
by discrete-timeNCSs with uncertainmissingmeasurements
probability is of important significance. But as far as the
authors know, such research is seldom to be found.

In this paper, the decentralized 𝐻
∞

control problem is
studied for linear discrete-time large-scale systems composed
of 𝑁 discrete-time NCSs with missing measurements, where
the occurrence of missing measurements is assumed to
be a Bernoulli random binary switching sequence with an
unknown conditional probability distribution that is assumed
to be in an interval. Decentralized stabilization𝐻

∞
controller

design is proposed for such systems. Sufficient conditions
are established by means of LMI, which can be solved
conveniently by MATLAB LMI toolbox.

2. Problem Formulation

Consider the linear large-scale systems composed of 𝑁

discrete-time NCSs with missing measurements. The 𝑖th
NCSs are assumed to be of the form

𝑥
𝑖
(𝑘 + 1) = 𝐴

𝑖
𝑥
𝑖
(𝑘) + 𝐵

𝑖
𝑢
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘)

+ 𝐸
𝑖
𝑤
𝑖
(𝑘) ,

𝑦
𝑖
(𝑘) = 𝑥

𝑖
(𝑘) ,

𝑧
𝑖
(𝑘) = 𝐶

𝑖
(𝑘) 𝑥
𝑖
(𝑘) , 𝑖 = 1, 2, . . . , 𝑁,

(1)

where 𝑥
𝑖
(𝑘) ∈ 𝑅

𝑛𝑖 , 𝑢
𝑖
(𝑘) ∈ 𝑅

𝑚𝑖 , 𝑧
𝑖
(𝑘) ∈ 𝑅

𝑃𝑖 , 𝑦
𝑖
(𝑘) ∈ 𝑅

𝑞𝑖 ,
and 𝑤

𝑖
(𝑘) ∈ 𝑅

𝑟𝑖 denote the state vector, the control input, the
controlled output, the measuring output, and the disturbance
of 𝑖th subsystem, respectively; 𝑤

𝑖
(𝑘) ∈ 𝑙

2
[0,∞); 𝐴

𝑖
, 𝐵
𝑖
, 𝐶
𝑖
,

and 𝐸
𝑖
are known real matrices with appropriate dimensions;

𝐺
𝑖𝑗

∈ 𝑅
𝑛𝑖×𝑛𝑗 is the interconnection between the𝑗th subsystem

and 𝑖th subsystem.
The measurements with packet loss are described by

𝑥
𝑖
(𝑘) = 𝑟

𝑖
(𝑘) 𝑥
𝑖
(𝑘) , (2)

where 𝑥
𝑖
(𝑘) ∈ 𝑅

𝑛𝑖 is the actual measured states, 𝑟
𝑖
(𝑘) ∈ 𝑅 is

a Bernoulli distributed white sequence taking the values of 0
and 1 with certain probability

Prob {𝑟
𝑖
(𝑘) = 1} = 𝐸 {𝑟

𝑖
(𝑘)} = 𝑟

𝑖
,

Prob {𝑟
𝑖
(𝑘) = 0} = 1 − 𝐸 {𝑟

𝑖
(𝑘)} = 1 − 𝑟

𝑖
,

(3)

and the unknown positive scalar 𝑟
𝑖
: 0 < 𝑟

𝑖
< 1 means

the occurrence probability of the missing measurements.
Without loss of generality, we assume

𝑟
𝑖
∈ [𝑟
𝑖min 𝑟

𝑖max] , (4)

where 𝑟
𝑖max and 𝑟

𝑖min are the upper limit and lower limit of the
probability, respectively, and satisfy

0 < 𝑟
𝑖min ≤ 𝑟

𝑖max ≤ 1. (5)

Choose 𝑟
0𝑖

= (𝑟
𝑖min + 𝑟

𝑖max)/2 and 𝑟
1𝑖

= (𝑟
𝑖max − 𝑟

𝑖min)/2; we
can obtain another expression about 𝑟

𝑖
as follows:

𝑟
𝑖
= 𝑟
0𝑖

+ 𝑟
1𝑖
Δ𝑟
𝑖
,

󵄨
󵄨
󵄨
󵄨
Δ𝑟
𝑖

󵄨
󵄨
󵄨
󵄨
≤ 1.

(6)

Remark 1. The missing measurements probability usually
keeps varying and cannot be measured exactly. However,
it can be estimated by a value region shown as (4), which
is much more practical. In (5), 𝑟

𝑖max = 1 means that no
measurement is lost and 𝑟

𝑖min = 0 means that measurements
are lost completely.

For system (1), the control input can be chosen as

𝑢
𝑖
(𝑘) = −𝐾

𝑖
𝑥
𝑖
(𝑘) = −𝑟

𝑖
(𝑘)𝐾
𝑖
𝑥
𝑖
(𝑘) , (7)

where 𝐾
𝑖
, 𝑖 = 1, . . . , 𝑁, are gain matrices to be designed.

Submit (7) into (1); we can get the following closed-loop
system:

𝑥
𝑖
(𝑘 + 1) = 𝐴

𝑖
𝑥
𝑖
(𝑘) − (𝑟

𝑖
(𝑘) − 𝑟

𝑖
) 𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)

+

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) − 𝑟

𝑖
𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)

+ 𝐸
𝑖
𝑤
𝑖
(𝑘) ,

𝑦
𝑖
(𝑘) = 𝑥

𝑖
(𝑘) ,

𝑧
𝑖
(𝑘) = 𝐶

𝑖
(𝑘) 𝑥
𝑖
(𝑘) .

(8)

Definition 2 (see [11]). Closed-loop system (8) with 𝑤(𝑘) = 0

is said to be exponentially mean-square stable if there exist
constants 𝜅 > 0 and 0 < 𝜏 < 1 such that

𝐸 {‖𝑥 (𝑘)‖
2

} < 𝜅𝜏
𝜅

𝐸 {‖𝑥 (0)‖
2

} , ∀𝑥 (0) ̸= 0, (9)

where 𝑥(𝑘) = [𝑥
𝑇

1
(𝑘), . . . , 𝑥

𝑇

𝑁
(𝑘)].

The objective of this paper is to design the state feedback
controller (7) for system (1), such that closed-loop system (8)
satisfies following requirements:

(1) When 𝑤(𝑘) = 0, closed-loop system (8) is exponen-
tially mean-square stable.

(2)Under the zero-initial condition, the controlled output
𝑧(𝑘) satisfies

∞

∑

𝑘=0

𝐸 {‖𝑧 (𝑘)‖
2

} < 𝛾
2

∞

∑

𝑘=0

𝐸 {‖𝑤 (𝑘)‖
2

} , (10)

where 𝑧(𝑘) = [𝑧
𝑇

1
(𝑘), . . . , 𝑧

𝑇

𝑁
(𝑘)]
𝑇, 𝑤(𝑘) = [𝑤

𝑇

1
(𝑘), . . . ,

𝑤
𝑇

𝑁
(𝑘)]
𝑇, and 𝛾 > 0 is a prescribed scalar.

We first give following useful two lemmas.

Lemma 3 (see [20]). Let𝑉(𝑥(𝑘)) be a Lyapunov functional. If
there exist real scalars 𝜆 ≥ 0, 𝜇 > 0, ] > 0, and 0 < 𝜓 < 1 such
that

𝜇 ‖𝑥 (𝑘)‖
2

≤ 𝑉 (𝑥 (𝑘)) ≤ ] ‖𝑥 (𝑘)‖
2

,

𝐸 {𝑉 (𝑥 (𝑘 + 1)) | 𝑥 (𝑘)} − 𝑉 (𝑥 (𝑘))

≤ 𝜆 − 𝜓𝑉 (𝑥 (𝑘))
2

,

(11)
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then sequence 𝑥(𝑘) satisfies

𝐸 {‖𝑥 (𝑘)‖
2

} ≤

]
𝜇

‖𝑥 (0)‖
2

(1 − 𝜓)
𝑘

+

𝜆

𝜇𝜓

. (12)

Lemma 4 (see [21]). For any parameter 𝜉 > 0 and matrices
𝐺, 𝐹, and 𝐸 with appropriate dimensions, if 𝐸𝐸

𝑇

≤ 𝐼, then

𝐺𝐸𝐹 + 𝐹
𝑇

𝐸
𝑇

𝐺
𝑇

≤ 𝜉𝐺𝐺
𝑇

+ 𝜉
−1

𝐹
𝑇

𝐹. (13)

3. Main Results

At first, for the case of system (1) without disturbance, that is,
𝑤(𝑘) = 0, we have the following two theorems.

Theorem 5. Closed-loop system (8) with 𝑤(𝑘) = 0 is
exponentially mean-square stable if there exist positive definite
matrices 𝑃 ∈ 𝑅

𝑛𝑁×𝑛𝑁 and the controller gain matrices 𝐾 ∈

𝑅
𝑛𝑁×𝑛𝑁 satisfying

[

[

[

[

[

[

[

[

[

−𝑃 ∗ ∗ ∗ ∗

𝑃𝐴 −𝑃 ∗ ∗ ∗

𝑎𝑃𝐵 0 −a𝑃 ∗ ∗

𝜉𝑟
1
𝑃𝐴
0

0 0 −𝜉𝑃 ∗

𝑃𝐵 0 0 0 −𝜉𝑃

]

]

]

]

]

]

]

]

]

< 0, (14)

where 𝜉 > 0 is an arbitrary given constant,

𝑎
𝑖
= (1 − 𝑟

0𝑖
) 𝑟
0𝑖
,

𝑎 = diag {𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑁
} ,

𝑟
1
= diag {𝑟

11
, 𝑟
12
, . . . , 𝑟

1𝑁
} ,

𝑃 = diag {𝑃
1
, 𝑃
2
, . . . , 𝑃

𝑁
} ,

𝐵 = diag {𝐵
1
, 𝐵
2
, . . . , 𝐵

𝑁
} ,

𝐾 = diag {𝐾
1
, 𝐾
2
, . . . , 𝐾

𝑁
} ,

𝐴

=

[

[

[

[

[

[

[

(𝐴
1
− 𝑟
01
𝐵
1
𝐾
1
) 𝐺

12
⋅ ⋅ ⋅ 𝐺

1𝑁

𝐺
21

(𝐴
2
− 𝑟
02
𝐵
2
𝐾
2
) ⋅ ⋅ ⋅ 𝐺

2𝑁

.

.

.

.

.

. d
.
.
.

𝐺
𝑁1

𝐺
𝑁2

⋅ ⋅ ⋅ (𝐴
𝑁

− 𝑟
0𝑁

𝐵
𝑁
𝐾
𝑁
)

]

]

]

]

]

]

]

,

𝐴
0

=

[

[

[

[

[

[

[

[

[

[

[

(𝐴
1
−

1

2

𝐵
1
𝐾
1
) 𝐺

12
⋅ ⋅ ⋅ 𝐺

1𝑁

𝐺
21

(𝐴
2
−

1

2

𝐵
2
𝐾
2
) ⋅ ⋅ ⋅ 𝐺

2𝑁

.

.

.

.

.

. d
.
.
.

𝐺
𝑁1

𝐺
𝑁2

⋅ ⋅ ⋅ (𝐴
𝑁

−

1

2

𝐵
𝑁
𝐾
𝑁
)

]

]

]

]

]

]

]

]

]

]

]

.

(15)

Proof. Consider the following Lyapunov functional:

𝑉 (𝑥 (𝑘)) =

𝑁

∑

𝑖=1

𝑥
𝑖
(𝑘)
𝑇

𝑃
𝑖
𝑥
𝑖
(𝑘) ; (16)

when 𝑤(𝑘) = 0, we have

𝑉 (𝑥 (𝑘 + 1)) − 𝑉 (𝑥 (𝑘)) =

𝑁

∑

𝑖=1

(𝐴
𝑖
𝑥
𝑖
(𝑘) − (𝑟

𝑖
(𝑘) − 𝑟

𝑖
) 𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) − 𝑟

𝑖
𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))

𝑇

𝑃
𝑖
(𝐴
𝑖
𝑥
𝑖
(𝑘)

− (𝑟
𝑖
(𝑘) − 𝑟

𝑖
) 𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) − 𝑟

𝑖
𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)) − ∑𝑥

𝑖
(𝑘)
𝑇

𝑃
𝑖
𝑥
𝑖
(𝑘) .

(17)

By virtue of Lemma 4 and 𝐸{𝑟
𝑖
(𝑘) − 𝑟

𝑖
} = 0 and 𝐸{(𝑟

𝑖
(𝑘) −

𝑟
𝑖
)
2

} = 𝛽
2

𝑖
= (1 − 𝑟

𝑖
)𝑟
𝑖
, we have

𝐸 {𝑉 (𝑥 (𝑘 + 1)) | 𝑉 (𝑥 (𝑘))} − 𝑉 (𝑥 (𝑘))

=

𝑁

∑

𝑖=1

(𝐴
𝑖
𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) − 𝑟

𝑖
𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))

𝑇

⋅ 𝑃
𝑖
(𝐴
𝑖
𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) − 𝑟

𝑖
𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))

+

𝑁

∑

𝑖=1

𝛽
2

𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))
𝑇

𝑃
𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)) −

𝑁

∑

𝑖=1

𝑥
𝑖
(𝑘)
𝑇

𝑃
𝑖
𝑥
𝑖
(𝑘)

=

𝑁

∑

𝑖=1

((𝐴
𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

𝑇

⋅ 𝑃
𝑖
((𝐴

𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))
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−

𝑁

∑

𝑖=1

𝑟
1𝑖
Δ𝑟
𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))
𝑇

⋅ 𝑃
𝑖
((𝐴

𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

−

𝑁

∑

𝑖=1

𝑟
1𝑖
Δ𝑟
𝑖
((𝐴

𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

𝑇

⋅ 𝑃
𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)) +

𝑁

∑

𝑖=1

((𝑟
1𝑖
Δ𝑟
𝑖
)
2

+ 𝛽
2

𝑖
)

⋅ (𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))
𝑇

𝑃
𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)) −

𝑁

∑

𝑖=1

𝑥
𝑖
(𝑘)
𝑇

𝑃
𝑖
𝑥
𝑖
(𝑘)

=

𝑁

∑

𝑖=1

((𝐴
𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

𝑇

⋅ 𝑃
𝑖
((𝐴

𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

−

𝑁

∑

𝑖=1

𝑟
1𝑖
Δ𝑟
𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))
𝑇

⋅ 𝑃
𝑖
((𝐴

𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

−

𝑁

∑

𝑖=1

𝑟
1𝑖
Δ𝑟
𝑖
((𝐴

𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

𝑇

⋅ 𝑃
𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)) +

𝑁

∑

𝑖=1

(𝑎
𝑖
+ (1 − 2𝑟

0𝑖
) 𝑟
1𝑖
Δ𝑟
𝑖
)

⋅ (𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))
𝑇

𝑃
𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)) −

𝑁

∑

𝑖=1

𝑥
𝑖
(𝑘)
𝑇

𝑃
𝑖
𝑥
𝑖
(𝑘)

≤

𝑁

∑

𝑖=1

((𝐴
𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

𝑇

⋅ 𝑃
𝑖
((𝐴

𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

+ 𝜉

𝑁

∑

𝑖=1

𝑟
1𝑖

2

((𝐴
𝑖
−

1

2

𝐵
𝑖
𝐾
𝑖
)𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

𝑇

⋅ 𝑃
𝑖
((𝐴

𝑖
−

1

2

𝐵
𝑖
𝐾
𝑖
)𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘))

+

𝑁

∑

𝑖=1

(𝑎
𝑖
+ 𝜉
−1

) (𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))
𝑇

𝑃
𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))

−

𝑁

∑

𝑖=1

𝑥
𝑖
(𝑘)
𝑇

𝑃
𝑖
𝑥
𝑖
(𝑘) ≜ 𝑥 (𝑘)

𝑇

𝜃
1
𝑥 (𝑘) ,

(18)

where 𝑥(𝑘) = [𝑥
1
(𝑘)
𝑇

𝑥
2
(𝑘)
𝑇

⋅ ⋅ ⋅ 𝑥
𝑁
(𝑘)
𝑇

]

𝑇

. By Schur
complement, (14) implies 𝜃

1
< 0 and we obtain

𝐸 {𝑉 (𝑥 (𝑘 + 1)) | 𝑉 (𝑥 (𝑘))} − 𝑉 (𝑥 (𝑘))

≤ 𝑥 (𝑘)
𝑇

𝜃
1
𝑥 (𝑘) ≤ −𝜆min (−𝜃

1
) 𝑥 (𝑘)

𝑇

𝑥 (𝑘)

< −𝛼𝑥 (𝑘)
𝑇

𝑥 (𝑘) ,

(19)

where 0 < 𝛼 < min{𝜆min(−𝜃
1
), 𝜆max(𝑃)}. Definite 𝜎 =

𝜆max(𝑃); we get

𝐸 {𝑉 (𝑥 (𝑘 + 1)) | 𝑉 (𝑥 (𝑘))} − 𝑉 (𝑥 (𝑘))

≤ −𝛼𝑥 (𝑘)
𝑇

𝑥 (𝑘) ≤ −

𝛼

𝜎

𝑉 (𝑥 (𝑘)) ≜ −𝜓𝑉 (𝑥 (𝑘)) ,

(20)

where 𝜓 = 𝛼/𝜎 ∈ (0, 1).
By Definition 2 and Lemma 3, closed-loop system (8) is

exponentially mean-square stable. This completed the proof.

It should be noted that matrix inequality (14) is not a
linear matrix inequality and difficult to be solved. For this,
we have followingTheorem 6.

Theorem 6. Closed-loop system (8) with 𝑤(𝑘) = 0 is
exponentially mean-square stable if there exist positive definite
matrix 𝑀 and gain matrix 𝑁 satisfying the following linear
matrix inequality:

[

[

[

[

[

[

[

[

[

−𝑀 ∗ ∗ ∗ ∗

𝐴𝑀 −𝑀 ∗ ∗ ∗

𝑎𝐵𝑀 0 −𝑎𝑀 ∗ ∗

𝜉𝑟
1
𝐴
0
𝑀 0 0 −𝜉𝑀 ∗

𝐵𝑀 0 0 0 −𝜉𝑀

]

]

]

]

]

]

]

]

]

< 0, (21)

where 𝜉 > 0 is an arbitrary given constant,
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𝑀 = diag {𝑀
1
,𝑀
2
, . . . ,𝑀

𝑁
} = 𝑃
−1

,

𝑁 = diag {𝑁
1
, 𝑁
2
, . . . , 𝑁

𝑁
} = 𝐾𝑃

−1

,

𝐴𝑀 =

[

[

[

[

[

[

[

𝐴
1
𝑀
1
− 𝑟
01
𝐵
1
𝑁
1

𝐺
12
𝑀
2

⋅ ⋅ ⋅ 𝐺
1𝑁

𝑀
𝑁

𝐺
21
𝑀
1

𝐴
2
𝑀
2
− 𝑟
02
𝐵
2
𝑁
2

⋅ ⋅ ⋅ 𝐺
21
𝑀
𝑁

.

.

.

.

.

. d
.
.
.

𝐺
𝑁1

𝑀
1

𝐺
𝑁2

𝑀
2

⋅ ⋅ ⋅ 𝐴
𝑁
𝑀
𝑁

− 𝑟
0𝑁

𝐵
𝑁
𝑁
𝑁

]

]

]

]

]

]

]

,

𝐴
0
𝑀 =

[

[

[

[

[

[

[

[

[

[

[

𝐴
1
𝑀
1
−

1

2

𝐵
1
𝑁
1

𝐺
12
𝑀
2

⋅ ⋅ ⋅ 𝐺
1𝑁

𝑀
𝑁

𝐺
21
𝑀
1

𝐴
2
𝑀
2
−

1

2

𝐵
2
𝑁
2

⋅ ⋅ ⋅ 𝐺
21
𝑀
𝑁

.

.

.

.

.

. d
.
.
.

𝐺
𝑁1

𝑀
1

𝐺
𝑁2

𝑀
2

⋅ ⋅ ⋅ 𝐴
𝑁
𝑀
𝑁

−

1

2

𝐵
𝑁
𝑁
𝑁

]

]

]

]

]

]

]

]

]

]

]

.

(22)

Proof. Through left-and-right multiplication of (14) by

diag {𝑃
−1

, 𝑃
−1

, 𝑃
−1

, 𝑃
−1

, 𝑃
−1

} , (23)

we can get

[

[

[

[

[

[

[

[

[

[

−𝑃
−1

∗ ∗ ∗ ∗

𝐴𝑃
−1

−𝑃
−1

∗ ∗ ∗

𝑎𝐵𝑃
−1

0 −a𝑃−1 ∗ ∗

𝜉𝑟
1
𝐴
0
𝑃
−1

0 0 −𝜉𝑃
−1

∗

𝐵𝑃
−1

0 0 0 −𝜉𝑃
−1

]

]

]

]

]

]

]

]

]

]

< 0 (24)

which is equivalent to LMI (21). By solving (21), we can
obtain matrices 𝑀 and 𝑁. Furthermore, from (21), we can
get matrices 𝑃 and 𝐾. This completed the proof.

For the case of system (1) with disturbance, that is,𝑤(𝑘) ̸=

0, we have the following two theorems.

Theorem 7. Closed-loop system (8) is exponentially mean-
square stable and achieves the prescribed 𝐻

∞
performance

ifthere exist positive definite matrix 𝑃 and gain matrix 𝐾

satisfying the following LMI:

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

−𝑃 ∗ ∗ ∗ ∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗ ∗ ∗ ∗

𝑃𝐴 𝑃𝐸 −𝑃 ∗ ∗ ∗ ∗

𝑎𝑃𝐵 0 0 −𝑎𝑃 ∗ ∗ ∗

𝜉𝑟
1
𝑃𝐴
0

𝜉𝑟
1
𝑃𝐸 0 0 −𝜉𝑃 ∗ ∗

𝑃𝐵 0 0 0 0 −𝜉𝑃 ∗

𝐶 0 0 0 0 0 −𝐼

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0, (25)

where 𝛾 > 0 is a given parameter and 𝜉 > 0 is an arbitrary given
constant,𝐶 = diag{𝐶

1
, 𝐶
2
, . . . , 𝐶

𝑁
},𝐸 = diag{𝐸

1
, 𝐸
2
, . . . , 𝐸

𝑁
},

and 𝑎, 𝑃, 𝐵, 𝐾, 𝐴, and 𝐴
0
are the same as in (14).

Proof. When 𝑤(𝑘) = 0, inequality (25) is equivalent to
(14). FromTheorem 5, closed-loop system (8) is exponentially
mean-square stable.

When 𝑤(𝑘) ̸= 0, choose the Lyapunov functional as

𝑉 (𝑥 (𝑘)) = 𝑥
𝑖
(𝑘)
𝑇

𝑃
𝑖
𝑥
𝑖
(𝑘) ; (26)

then, we have

𝐸 {𝑉 (𝑥 (𝑘 + 1)) | 𝑥 (𝑘)} − 𝑉 (𝑥 (𝑘)) + 𝐸 {𝑧
𝑖
(𝑘)
𝑇

⋅ 𝑧
𝑖
(𝑘)} − 𝛾

2

𝐸 {𝑤
𝑖
(𝑘)
𝑇

𝑤
𝑖
(𝑘)}

= 𝐸

{
{
{

{
{
{

{

𝑁

∑

𝑖=1

(𝐴
𝑖
𝑥
𝑖
(𝑘) − (𝑟

𝑖
(𝑘) − 𝑟

𝑖
) 𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)

+

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) + 𝐸

𝑖
𝑤
𝑖
(𝑘) − 𝑟

𝑖
𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))

𝑇

⋅ 𝑃
𝑖
(𝐴
𝑖
𝑥
𝑖
(𝑘) − (𝑟

𝑖
(𝑘) − 𝑟

𝑖
) 𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)

+

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) + 𝐸

𝑖
𝑤
𝑖
(𝑘) − 𝑟

𝑖
𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))

}
}
}

}
}
}

}

−

𝑁

∑

𝑖=1

𝑥
𝑖
(𝑘)
𝑇

𝑃
𝑖
𝑥
𝑖
(𝑘) +

𝑁

∑

𝑖=1

(𝑥
𝑖
(𝑘)
𝑇

𝐶
𝑖

𝑇

𝐶
𝑖
𝑥
𝑖
(𝑘))
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− 𝛾
2

𝑁

∑

𝑖=1

𝑤
𝑖
(𝑘)
𝑇

𝑤
𝑖
(𝑘) ≤

𝑁

∑

𝑖=1

((𝐴
𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
) 𝑥
𝑖
(𝑘)

+

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) + 𝐸

𝑖
𝑤
𝑖
(𝑘))

𝑇

𝑃
𝑖
((𝐴

𝑖
− 𝑟
0𝑖
𝐵
𝑖
𝐾
𝑖
)

⋅ 𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) + 𝐸

𝑖
𝑤
𝑖
(𝑘))

+ 𝜉𝑟
1

2

𝑁

∑

𝑖=1

((𝐴
𝑖
−

1

2

𝐵
𝑖
𝐾
𝑖
)𝑥
𝑖
(𝑘) +

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘)

+ 𝐸
𝑖
𝑤
𝑖
(𝑘))

𝑇

𝑃
𝑖
((𝐴

𝑖
−

1

2

𝐵
𝑖
𝐾
𝑖
)𝑥
𝑖
(𝑘)

+

𝑁

∑

𝑗=1

𝑗 ̸=𝑖

𝐺
𝑖𝑗
𝑥
𝑗
(𝑘) + 𝐸

𝑖
𝑤
𝑖
(𝑘)) +

𝑁

∑

𝑖=1

(𝑎
𝑖
+ 𝜁
−1

)

⋅ (𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘))
𝑇

𝑃
𝑖
(𝐵
𝑖
𝐾
𝑖
𝑥
𝑖
(𝑘)) −

𝑁

∑

𝑖=1

𝑥
𝑖
(𝑘)
𝑇

𝑃
𝑖
𝑥
𝑖
(𝑘)

+

𝑁

∑

𝑖=1

(𝑥
𝑖
(𝑘)
𝑇

𝐶
𝑖

𝑇

𝐶
𝑖
𝑥
𝑖
(𝑘)) − 𝛾

2

𝑁

∑

𝑖=1

𝑤
𝑖
(𝑘)
𝑇

𝑤
𝑖
(𝑘)

≜ 𝜂 (𝑘)
𝑇

𝜃
2
𝜂 (𝑘) ,

(27)

where

𝜂 (𝑘) = [𝑥 (𝑘)
𝑇

, 𝑤 (𝑘)
𝑇

]

𝑇

,

𝑥 (𝑘) = [𝑥
1
(𝑘)
𝑇

, 𝑥
2
(𝑘)
𝑇

, . . . , 𝑥
𝑁

(𝑘)
𝑇

]

𝑇

,

𝑤 (𝑘) = [𝑤
1
(𝑘)
𝑇

, 𝑤
2
(𝑘)
𝑇

, . . . , 𝑤
𝑁

(𝑘)
𝑇

]

𝑇

.

(28)

Based on the Schur complement, inequality (25) implies 𝜃
2
<

0, and then we get

𝐸 {𝑉 (𝑥 (𝑘 + 1)) | 𝑥 (𝑘)} − 𝑉 (𝑥 (𝑘))

+ 𝐸 {𝑧
𝑖
(𝑘)
𝑇

𝑧
𝑖
(𝑘)} − 𝛾

2

𝐸 {𝑤
𝑖
(𝑘)
𝑇

𝑤
𝑖
(𝑘)} < 0.

(29)

Now summing (29) from 0 to ∞ with respect to 𝑘 yields
∞

∑

𝑘=0

𝐸 {𝑧
𝑇

(𝑘) 𝑧 (𝑘)} < 𝛾
2

∞

∑

𝑘=0

𝐸 {𝑤
𝑇

(𝑘) 𝑤 (𝑘)}

+ 𝐸 {𝑉 (0)} − 𝐸 {𝑉 (∞)} .

(30)

Since system (8) is exponentially mean-square stable. Under
the zero-initial condition, it is straightforward to see that

∞

∑

𝑘=0

𝐸 {‖𝑧 (𝑘)‖
2

} <

∞

∑

𝑘=0

𝛾
2

𝐸 {‖𝑤 (𝑘)‖
2

} . (31)

This completed the proof.

Theorem 8. Closed-loop system (8) is exponentially mean-
square stable and achieves the prescribed 𝐻

∞
performance

if there exist positive definite matrix 𝑀 and gain matrix 𝑁

satisfying the following LMI:

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

−𝑀 ∗ ∗ ∗ ∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗ ∗ ∗ ∗

𝐴𝑀 𝐸𝑀 −𝑀 ∗ ∗ ∗ ∗

𝑎𝐵𝑀 0 0 −𝑎𝑀 ∗ ∗ ∗

𝜉𝑟
1
𝐴
0
𝑀 𝜉𝑟

1
𝐸𝑀 0 0 −𝜉𝑀 ∗ ∗

𝐵𝑀 0 0 0 0 −𝜉𝑀 ∗

𝐶 0 0 0 0 0 −𝐼

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0,

(32)

where 𝛾 > 0 is a given parameter and 𝑎, 𝜉, 𝑃, 𝑀, 𝑁, 𝐸, 𝐴𝑀,
𝐵𝑀, and 𝐴

0
𝑀 are the same as in (21).

Proof. Through left-and-right multiplication (25) by

diag {𝑃
−1

, 𝐼, 𝑃
−1

, 𝑃
−1

, 𝑃
−1

, 𝑃
−1

, 𝐼} , (33)

we have

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

−𝑃
−1

∗ ∗ ∗ ∗ ∗ ∗

0 −𝛾
2

𝐼 ∗ ∗ ∗ ∗ ∗

𝐴𝑃
−1

𝐸𝑃
−1

−𝑃
−1

∗ ∗ ∗ ∗

𝑎𝐵𝑃
−1

0 0 −𝑎𝑃
−1

∗ ∗ ∗

𝜉𝑟
1
𝐴
0
𝑃
−1

𝜉𝑟
1
𝐸𝑃
−1

0 0 −𝜉𝑃
−1

∗ ∗

𝐵𝑃
−1

0 0 0 0 −𝜉𝑃
−1

∗

𝐶 0 0 0 0 0 −𝐼

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

]

< 0.

(34)

Then matrix inequality (32) is equivalent to (25). From
Theorem 7, we can conclude that closed-loop system (8)
is exponentially mean-square stable and achieves the pre-
scribed 𝐻

∞
performance. This completed the proof.
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Figure 1: Closed-loop system with certain missing measurements probabilities (𝑟
1
= 𝑟
2
= 0.6).

4. Simulation Example

Consider a linear discrete-time large-scale system which is
composed of two NCSs as follows:

𝑥
1
(𝑘 + 1) = [

−1.16 0.03

0.04 0.02

] 𝑥
1
(𝑘) + [

−0.02

0.03

] 𝑢
1
(𝑘)

+ [

−0.03 0.02

0.01 0.03

] 𝑥
2
(𝑘)

+ [

0.3 0.2

0.3 0.1

]𝑤
1
(𝑘) ,

𝑦
1
(𝑘) = 𝑥

1
(𝑘) ,

𝑧
1
(𝑘) = [0.01 −0.02] 𝑥

1
(𝑘) ,

𝑥
2
(𝑘 + 1) = [

−1.15 0.01

0.03 0.01

] 𝑥
2
(𝑘) + [

−0.03

0.02

] 𝑢
2
(𝑘)

+ [

−0.01 0.02

0.03 0.01

] 𝑥
1
(𝑘)

+ [

0.1 0.2

0.2 0.1

]𝑤
2
(𝑘) ,

𝑦
2
(𝑘) = 𝑥

2
(𝑘) ,

𝑧
2
(𝑘) = [0.02 0.01] 𝑥

2
(𝑘) .

(35)

Assume that 𝐸{𝑟
1
(𝑘) | 𝑟

1
(𝑘) = 1} = 𝐸{𝑟

2
(𝑘) | 𝑟

2
(𝑘) = 1} =

0.6. We can obtain the Lyapunov function solution matrices
and controller parameters as follows:

𝐾
1
= [21.8285 −0.7578] ,

𝐾
2
= [15.3237 −0.1161] .

(36)

Choose the disturbance input 𝑤
1
(𝑘) = 𝑤

2
(𝑘) =

0.01 [
sin(100𝑘)
sin(100𝑘) ]. The initial state values are 𝑥

1
(0) = [

−1

1
] and

𝑥
2
(0) = [

1

−1
]. The simulation results are shown in Figure 1

and the closed-loop systems are stable.
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Figure 2: Closed-loop system with certain missing measurements probabilities (𝑟
1
= 𝑟
2
= 0.4).

When 𝑟
1

= 𝑟
2

= 0.4, the simulation results are
shown in Figure 2 and the closed-loop systems are unstable.
From Figures 1 and 2, we can conclude that the closed-loop
systems cannot be guaranteed to be stable when the missing
measurements probabilities are large enough. For the limit of
space, the detailed design procedure is omitted here.

When 𝑟
1
, 𝑟
2
are uncertain and 𝑟

1
= 𝑟
2

∈ [0.4 1], we
can get the following parameters in Theorem 8 by using the
YALMIP toolbox in MATLAB:

𝑀
1
= [

0.0038 0.0078

0.0078 0.2073

] ,

𝑀
2
= [

0.0024 0.0020

0.0020 0.1486

] ,

𝑁
1
= [0.0782 0.0164] ,

𝑁
2
= [0.0376 0.0142] .

(37)

According to 𝑃 = 𝑀
−1 and 𝐾 = 𝑁𝑃, we have the Lyapunov

function solution matrices and controller parameters as
follows:

𝑃
1
= 𝑀
1

−1

= [

283.9157 −10.6226

−10.6226 5.2206

] ,

𝑃
2
= 𝑀
2

−1

= [

416.7692 −5.7418

−5.7418 6.8073

] ,

𝐾
1
= [22.0245 −0.7449] ,

𝐾
2
= [15.6096 −0.1193] .

(38)

The simulation results are shown in Figure 3 and the
closed-loop systems are stable. It can be verified that
∑
∞

𝑘=0
𝐸{‖𝑧(𝑘)‖

2

} < 𝛾
2

∑
∞

𝑘=0
{‖𝑤(𝑘)‖

2

}.
In summary, the closed-loop stability cannot be guar-

anteed using the method where probability is known to
deal with the missing measurements. However, when the
probability varies within a given interval, the closed-loop
stability can be guaranteed through the controller designed
by the method proposed in this paper.



Mathematical Problems in Engineering 9

0 10 20 30 40 50 60 70 80 90 100

0

0.5

1

1.5

k

0 10 20 30 40 50 60 70 80 90 100

0

0.5

1

k

0 10 20 30 40 50 60 70 80 90 100

0

0.005

0.01

0.015

k

0 10 20 30 40 50 60 70 80 90 100

0

0.005

0.01

0.015

0.02

k

−1 −1.5

−0.5 −1

−0.5

x
1

x
2

−0.03 −0.025

−0.015

−0.02

−0.01

−0.005

−0.025

−0.015

−0.02

−0.01

−0.005

z
1

z
2

Figure 3: Closed-loop system with uncertain missing measurements probabilities.

5. Conclusions

In this paper, the decentralized 𝐻
∞

controller has been
designed for a class of large-scale systems with uncertain
missing measurements probabilities. The random missing
measurements are modeled as a stochastic variable satisfying
Bernoulli distribution with uncertain probabilities. Sufficient
conditions for the existence of a stable 𝐻

∞
controller are

presented via LMI, and the designed controller enables the
closed-loop system to be exponentially mean-square stable
and achieve the prescribed 𝐻

∞
performance.
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