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We explored the dynamics of the temperature of the skin layer of the Dead Sea surface by means of in situ meteorological and
hydrographic measurements from a buoy located near the center of the lake. The skin temperature is most highly correlated to air
temperature (0.93–0.98) in all seasons. The skin temperature is much less correlated to the bulk surface water temperature in the
summer (0.80), when the lake is thermally stratified, and uncorrelated in the winter, when the Dead Sea is vertically mixed. Low
correlations were found between the skin temperature and the solar radiation and wind speed in all seasons. The skin, with its low
thermal inertia, responds immediately to the atmospheric forcing. Heat fluxes across the sea surface are also presented. The high
correlation of skin temperature to air temperature with minimal time lag is a result of the nearly immediate response of the thin
skin layer to the surface heat fluxes, primarily the sensible heat flux.

1. Introduction

Sea surface temperature (SST) is a critically important param-
eter in the study of ocean-atmosphere interactions. SST has
a major role in atmospheric models, weather forecasting,
climate change models, and energy balance calculations. SST
can be measured from satellites and represents a very thin
boundary layer (∼10 𝜇m skin layer) between the turbu-
lent ocean and atmospheric layers. At this boundary layer,
exchanges of sensible and latent heat occur, and long-wave
radiation is emitted and absorbed [1]. Different processes act
on the skin layer and on the water body beneath it (bulk
layer), resulting in a difference between the skin and bulk
temperatures.

Saunders [2] presented a simple theory in which the
difference between bulk temperature and skin temperature,
commonly termed “the skin effect” (Δ𝑇), is proportional
to the heat flux (including sensible, latent, and long wave
radiative heat fluxes from ocean to atmosphere) and inversely
proportional to the kinematic stress (wind friction); the the-
ory is limited to conditions of negligibly low solar radiation
and excludes very low wind intensity. One of the predictions
of this model is that the ocean is usually covered with a “cool
skin”. The skin effect is estimated using measured in situ bulk

temperature and long wave radiation from which the skin
temperature is calculated [3].

The effects of wind, waves, and the upper layer mixing
on the boundary layer have been investigated [3–5]. These
studies have shown that wind mixes the upper layer, cooling
the skin layer, and that breaking waves momentarily destroy
the skin layer, which reestablishes itself within less than one
second [6].

Physical processes that control the skin effect vary
throughout the seasonal and diurnal cycles. Emery et al. [1]
described three mixing regimes in the water body affecting
the skin effect: free convection, forced convection driven by
wind stress, and forced convection driven bymicroscale wave
breaking.They used different models to represent the physics
of the skin layer and applied themodels tomeasured data sets.
Although these models reproduced the overall variability of
the measured skin effect, nevertheless most of the variance
was not explained (𝑅2 = 0.28 was the highest of all models.)

Over the last decade there has been an improvement in
the calibration of satellite measured SST to in situ measure-
ments. Much of this work is coordinated through the Group
for High Resolution Sea Surface Temperature (GHRSST),
using radiative transfer models [7, 8] or regression-based
retrieval [9–11].
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Little is known about the dynamics of the skin layer and
the skin effect of the Dead Sea (Figure 1(a)). The Dead Sea
is a hypersaline lake with a reduced evaporation rate due
to the low water activity (the vapor pressure of the brine is
about 0.7 of that of pure water at the same temperature)
[12] and is the warmest large water body on Earth. Nehorai
et al. [13] characterized the Dead Sea surface temperature
using sequences of 15-minute interval satellite images and
in situ measurements of wind speed, solar radiation, and air
temperature. They found that at night the SST over the Dead
Sea is relatively uniform, whereas during daytime the spatial
variability is much larger.They concluded that the horizontal
uniformity of the Dead Sea surface temperature during
nighttime is due to the strong night winds that cause a vertical
mixing of the upper few meters. During the day, the skin
temperature rises due to intense solar radiation and the low
wind speeds.The skin layer is very sensitive to wind intensity
[6]. In the Dead Sea, even weak winds (<5m/s) during
daytime locally destroy the skin layer, causing the observed
nonuniformity in SST [13]. In contrast, during nighttime
strong winds (>5m/s) associated with theMediterranean Sea
breeze intensify vertical mixing over the entire Dead Sea
surface, which results in uniform SST over the Dead Sea.
SST in closed and stratified lakes can be influenced by wind
driven upwelling events, as indicated in thermistor chains
and thermal infrared images when the cooler epilimnion or
metalimnion reaches the surface (e.g., in Lake Tahoe, [14]).
Thermistor chain data in the Dead Sea [15–18] and satellite
thermal images [13] show that the upper layer is well mixed,
the thermocline depth throughout the stratified season is
∼25m, and cooler hypolimnion water does not reach the
sea surface during typical wind events. The circulation in
the Dead Sea was previously studied with a few short term,
sporadic observations. Neev and Emery [19] and Emery and
Csanady [20] measured currents in 1959, when the Dead
Sea was meromictic and had two connected basins, a deep
northern basin and a shallow southern basin. Since then
the northern and southern basins have disconnected due to
the dropping sea level, and the Dead Sea has switched to
holomictic conditions due to the increasing salinity of the
upper layer.

In this paper we use in situ measurements of skin, bulk
and air temperatures, solar radiation, and wind speed mea-
sured from a buoy located near the center of the Dead Sea to
explore the diurnal and seasonal cycles and the major forcing
of the skin temperature.

2. Data and Methods

Meteorological data, including air temperature (𝑇
𝑎
), wind

speed (Ws), and solar radiation (Ra), were collected every
20 minutes at 3.7m above the sea surface from a hydro-
meteorological buoy operated by Israel Oceanological and
Limnological Research (IOLR), located∼5 km offshore of Ein
Gedi, near the center of the lake (Figures 1(a) and 1(b)). All
measuring instruments were manufactured by Aanderaa, as
presented in [16, 21].

Bulk temperature (𝑇
𝑏
) was measured using a thermistor

placed at a depth of 5 cm. The thermistor was tied to a small
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Figure 1: (a) Map of the Dead Sea, including the hydrometeorolog-
ical station (red triangle) mentioned in the text. (b) Schematic dia-
gram of the hydrometeorological buoy showing the relevant instru-
ments. This buoy measured: 𝑇

𝑠
: skin layer temperature, Ws: wind

speed; Ra: shortwave radiation;𝑇
𝑎
: air temperature;𝑇

𝑏
: bulk temper-

ature; 𝐿: long wave radiation.

buoy 2m away from the hydrometeorological buoy to avoid
the influence of the hydrometeorological buoy on the thermal
structure of the top 5 cm (Figure 1(b)). We used a thermistor
(Solinst model 3001, levelogger junior) with an accuracy
of ±0.1∘C and a temperature resolution of 0.1∘C. Another
thermistor was located at a depth of 1m.

The skin temperature (𝑇
𝑠
) was measured using two long-

wave radiometers (Kipp & Zonen, CGR4) installed on the
buoy. The CGR4 radiometer is sensitive to infrared radiation
in a wavelength range from 4.5 to 42𝜇m (it has an extremely
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low window heating offset and diamond-like coating for
optimal protection against environmental influences and
low temperature dependence of sensitivity). The downward
directed radiometer was placed at the edge of an extension
arm 2m away from the buoy and one meter above the
water surface, minimizing the atmospheric effects on the
measurements and the effect of the buoy on the fine thermal
structure. The second radiometer was placed next to the
meteorological instruments (3.7m above the water surface),
directed upward. It received the downward long-wave radi-
ation emitted from the atmosphere (𝐿 ↓). The downward
directed radiometer received the total long-wave radiation
flux (𝐿↑) consisting of the radiation emitted from the sea
surface and the radiation reflected upwards from the sea
surface. To calculate 𝑇

𝑠
we used the following equation:

𝐿 ↑ −𝐿 ↓ (1 − 𝜀) = 𝜀 × 𝜎 × 𝑇

4

𝑠
, (1)

where 𝜀 = 0.975 is the water emissivity (and absorption);
(1− 𝜀) is the water reflectance, and 𝜎 is the Stefan-Boltzmann
constant.

We used cross correlation to analyze the correlation and
time lag between 𝑇

𝑠
and the other measured quantities (𝑇

𝑎
,

𝑇

𝑏
, Ws, and Ra). Since the skin layer is very thin, with a very

short thermal response time (seconds), we expected that the
measured quantity that showed the minimum time lag and
the highest correlation to be indicative of the major forcing
of the skin layer.

Heat fluxes were calculated following Lensky et al. [12],
which include the required adaptations to the unique con-
ditions of the Dead Sea. In this work we measured the net
radiation, 𝑄

𝑅𝑁
, using four radiometers; short wave and long

wave directed upward and downward.The contradiction will
be explained in the next point. Latent heat (𝑄

𝐿
) and sensible

(𝑄
𝑆
) heat were calculated using bulk formulas ((2) and (3),

resp.), with the numeric values suitable for the Dead Sea,
accounting for the heat and water balances:

𝑄

𝐿
= 𝑓 (𝑤) ⋅ (𝑒

𝑏𝑟
− 𝑒

𝑎
) , (2)

𝑄

𝑆
= 𝑐

𝑏
⋅

𝑃

1000

⋅ 𝑓 (𝑤) ⋅ (𝑇

𝑠
− 𝑇

𝑎
) , (3)

where 𝑒
𝑏𝑟
, is vapor pressure of the brine, calculated using the

water activity of the brine (𝛽 ∼ 0.7), 𝑒
𝑎
is the atmospheric

vapor pressure, 𝑐
𝑏
is the Bowen constant (0.61 hPa/∘C), 𝑃 is

the air pressure (hPa), and𝑓(𝑤) is the wind function (4) with
the parameterization accounting for energy andmass balance
of the Dead Sea [12, 15]:

𝑓 (𝑤) = 0.483 ⋅ (9.2 + (0.46 ⋅Ws2)) . (4)

The Bowen ratio, 𝐵, (5) is also presented in the results:
𝑄

𝑆
= 𝑄

𝐿
⋅ 𝐵. (5)

The net heat (𝑄
𝑛
) is calculated using two independent ap-

proaches: as the residual heat flux, and from the change in
the heat storage of the lake ((6) and (7), resp.):

𝑄

𝑛
= 𝑄

𝐿
+ 𝑄

𝑆
+ 𝑄

𝑅𝑁
, (6)

𝑄

𝑛
= −𝐶

𝑝
⋅ 𝑚

𝑡
⋅

Δ𝑇

Δ𝑡

, (7)

where𝐶
𝑝
is the specific heat capacity,𝑚

𝑡
is the totalmass, and

Δ𝑇/Δ𝑡 is the rate of temperature change.

3. Results

3.1. The Diurnal and Seasonal Cycles of the Skin Effect. The
major finding of this study is that the diurnal cycle of 𝑇

𝑠

is most highly correlated to 𝑇
𝑎
(0.93–0.98) with a minimal

time lag in all seasons. It is much less correlated to 𝑇
𝑏
with

a larger time lag. 𝑇
𝑠
is even less correlated to Ws, and Ra

with even higher time lags. Figure 2 presents the time series of
all measured quantities of four representative days in winter,
summer, and autumn. Figure 3 presents scatter diagrams of𝑇

𝑠

versus𝑇
𝑎
,𝑇
𝑏
,Ws andRa in the three seasons.The correlations

are computed for five, 45, and 17 days in the summer, winter,
and autumn, respectively. Figures 4 and 5 present the cross
correlations of these pairs. Figure 6 is a schematic diagram of
the diurnal and seasonal cycles of temperature profiles, from
the air, through the skin to the different layers of the main
water body. Figure 7 presents the heat fluxes time series.

3.2. Correlation of 𝑇
𝑠
to 𝑇
𝑏
and 𝑇

𝑎
. During the winter, con-

vection fullymixes theDead Sea; therefore, the water temper-
ature is almost uniform throughout the entire water column
(300m). The diurnal amplitude of 𝑇

𝑏
is ∼0.2∘C, whereas 𝑇

𝑠

and 𝑇
𝑎
show much larger amplitudes of 2–4∘C. Throughout

the day 𝑇
𝑏
is higher than 𝑇

𝑎
by 1–5∘C, leading to a continuous

cooling of the entire water column through the skin at a
rate of ∼0.02∘C/day. The skin layer is cooler and saltier
due to evaporation and with higher density than the layers
underneath and is therefore unstable. This difference drives
the winter convection and cooling. Accordingly, 𝑇

𝑠
and 𝑇

𝑏

exhibit practically no correlation in winter (−0.17), whereas
the correlation between 𝑇

𝑎
and 𝑇

𝑠
is very high (0.97), with

practically no time lag (see Figures 4(a) and 5).
In the summer, the Dead Sea is stratified with an upper

mixed layer above a sharp thermocline at a depth of 20–30m.
Theupper diurnal layer with a thickness of∼5mdevelops due
to the solar heating and mixes at night with the layer beneath
it due to density changes (Figure 6) [16]. As in the winter,
𝑇

𝑠
is most highly correlated to 𝑇

𝑎
(0.93) with no significant

time lag (Figures 4(b) and 5). The correlation between 𝑇
𝑏

and 𝑇
𝑠
is highest in the summer (0.79) with a time lag of

one hour. This is higher than the correlation of 𝑇
𝑠
− Ra and

𝑇

𝑠
− Ws (Figures 4 and 5). The diurnal amplitude of 𝑇

𝑏
is

smaller than 𝑇
𝑎
and 𝑇

𝑠
(±1∘C and ±2-3∘C, resp., Figure 2(b)),

but still significantly higher than in the winter, representing
stronger coupling between the sea and the atmosphere during
the stratified period.

In the autumn, the Dead Sea is still stratified, but the sta-
bility of the upper layer decreases together with the decrease
of water temperature and its reduced diurnal amplitude. 𝑇

𝑠

highly correlates to 𝑇
𝑎
(0.98) with no time lag and correlates

less to 𝑇
𝑏
(0.68, Figures 4(c) and 5). The correlation of 𝑇

𝑏
to

𝑇

𝑠
is higher in the summer than in autumn (Figures 4(b) and

4(c)), probably due to the weaker incoming solar radiation
(Figures 2(e) and 2(f)), which results in the reduced diurnal
amplitude of 𝑇

𝑏
in autumn. The cooling rate of 𝑇

𝑏
in the

autumn is ∼0.18∘C/day, which is ten times larger than in
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Figure 2: Time series of bulk (𝑇
𝑏
), skin (𝑇

𝑠
), air temperatures (𝑇

𝑎
), wind speed (Ws), and solar radiation (Ra) during four representative days

in winter (a), (d), when the water column is homogeneous; and summer and autumn (b), (e) and (c), (f), respectively, when the water column
is stratified.
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Figure 3: Correlations between surface, bulk water temperature, air temperature, wind speed, and solar radiation in winter ((a), (b), (c),
(d))—(22 Dec 2008–14 Jan 2009); summer ((e), (f), (g), (h))—(25–29 Jun 2009); and autumn ((i), (j), (k), (l))—(27 Oct −10 Nov 2009).

winter. The more efficient cooling of 𝑇
𝑏
in autumn relative

to winter is due to the difference in the thickness of layer
interacting with the atmosphere, which in the winter is ten
times thicker than in autumn (∼300m and ∼30m, resp.).

3.3. Correlation of 𝑇
𝑠
to Ra andWs. Low correlations and sig-

nificant time lags were found between𝑇
𝑠
and the atmospheric

forcing (Ws andRa) in all seasons (Figures 3, 4, and 5). Ra and
𝑇

𝑠
both show a diurnal cycle with high values during daytime

and low values at nighttime (Figures 2(d), 2(e), and 2(f)).
However, there is a lag of 4-5 hours in which Ra precedes
𝑇

𝑠
. In the scatter diagram this is seen as a counterclockwise

cycle, as is best demonstrated in Figures 3(h) and 2(e). From
sunrise (no solar radiation and 𝑇

𝑠
∼33

∘C), the solar radiation
increases to ∼1100Wm−2 with minor changes in 𝑇

𝑠
. At noon-

time, 𝑇
𝑠
increases rapidly to about 37∘C, gradually decreases

to 36∘C at sunset, and falls back to 33∘C at nighttime.
The wind speed is even less correlated to 𝑇

𝑠
(0 to −0.71).

The correlation of 𝑇
𝑠
−Ws is negative, with a time lag of 2–3.3

hours. Negative shifts in 𝑇
𝑠
−Ws occur while the 𝑇

𝑠
−𝑇

𝑎
shift

is positive.This is due to strong dry winds at nighttime, which
cool the skin layer by increased evaporation.

3.4. Heat Fluxes. Heat fluxes were calculated for 45 days
during the winter. Figure 7 presents a time series of the heat
flux components and the main meteorological parameters
determining the fluxes. The net radiation (Figure 7(a)) has a
typical diurnal cycle with high net radiation during the day
and a repeating cycle with a very weak trend throughout the
period. The latent and sensible heat fluxes are presented in
Figure 7(b).The latent heat flux is characterized by periods of
high fluxes (high evaporation rate), which is mostly related
to the wind intensity (Figure 7(f)). The sensible heat flux
has a clear diurnal cycle with higher flux during the night,
when the air temperature is lower than the bulk water
temperature by up to 8∘C (Figure 7(e)). Note that the skin
and air temperatures are highly correlated, as mentioned
above, whereas the bulk water temperature shows a negligible
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Figure 4: Cross correlation between the skin temperature (𝑇
𝑠
) and

the following measured quantities in winter, summer, and autumn:
air temperature (𝑇

𝑎
), bulk water temperature (𝑇

𝑏
), wind speed (Ws),

and solar radiation (Ra).

diurnal cycle. Figure 7(c) presents the net heat flux calculated
through two independent approaches, by calculating the
residual or net heat flux and by calculating the changes in
the heat storage (see the end of Section 2). Since the Dead
Sea is fully mixed during this period of the year (holomictic
conditions), the heat storage calculation is rather straight-
forward. The general trend of the bulk water temperature
decreasing with time (Figure 7(e), ∼0.015∘C/day) suggests
that the net heat flux is directed upwards from the lake to
the atmosphere, which is also confirmed by the calculated
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Figure 5: The maximum correlations from Figure 4 with the corre-
sponding time lags.The three seasons are denoted by S: summer,W:
winter, A: autumn.

net flux using the residual approach.The cooling of the Dead
Sea during this period is the “engine” that drives the vertical
convection, which leads to a uniformwater column. Note the
general agreement of the calculated net heat flux in the two
independent approaches. Figures 7(d), 7(e), and 7(f) present
the Bowen ratio, the air, bulk and skin temperatures, and the
wind speed.TheBowen ratio is around 0.2 (Figure 7(d)), with
diurnal changes ranging from 0 to 0.5, with one event with a
negative value (when air temperature was higher than bulk
water temperature). Figure 7(f) presents the wind intensity
through the period, influencing the latent and sensible heat
fluxes (Figure 7(b) and (2)–(4)). Throughout the year 𝑇

𝑠
is

nearly uncorrelated with the latent heat flux (0.06 and 0.08
in summer and winter, resp.). This is not surprising since
the water temperature affects the evaporation only indirectly
through the computation of the saturation vapor pressure.
However, 𝑇

𝑠
is highly correlated with the sensible heat flux

in summer (0.93), but somewhat less correlated in winter
and autumn (0.62 and 0.66, resp.). The sensible heat flux,
according to (3), is the product of the nonlinear wind speed
factor and the air-sea temperature difference, which is a linear
function of the water surface temperature. From Figure 3 it
is clear that 𝑇

𝑠
and 𝑇

𝑎
are highly correlated in all seasons

and thus suggesting that the sensible heat flux is the main
component of the atmospheric forcing of 𝑇

𝑠
. The lower

correlations between 𝑇
𝑠
and the sensible heat flux in winter

and autumn are therefore related to the weaker dependence
of 𝑄
𝑆
on the wind speed in these seasons (Figure 3).
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4. Discussion

The magnitude of the skin effect is influenced by the diurnal
cycle of solar radiation and winds [3, 4, 22]. Neohrai et al.
[13] have shown that the solar radiation and wind intensity
control the spatial variance of theDead Sea SST in the diurnal
and seasonal cycles. Here we show that in the Dead Sea
the skin temperature is mostly correlated to the air tem-
perature and much less to bulk water temperature, wind
speed and solar radiation. Measurements were conducted
from a buoy located towards the center of the lake at water
depth of 60m and 5 km offshore (Figure 1), far enough from
significant influence of boundary effects (such as upwelling,
downwelling, or shallow water effects) on the sea surface.
Surface cooling due to wind induced upwelling events was
not observed during the earlier [17] or during themore recent
[15, 18] measurement periods; in the winter, the lake is fully
mixed, and bulk water temperature is practically uniform,
while, in the summer, the upper warm mixed layer reaches
depth of ∼25m, and the cooler hypolimnion or metalimnion
does not approache the surface (see also [15–17]). While SST
in closed and stratified lakes can be influenced bywind driven
upwelling events (e.g., in Lake Tahoe, [14]), this does not
appear to be a significant factor in the Dead Sea as indicated
by thermistor chains [15–18] and by satellite thermal images
[13]. Furthermore, Sirkes [17] concluded that oscillations due
to internal seiches, and their weak surface manifestation in
summer, are not a result of direct wind forcing.

Figure 6 presents day/night and summer/winter schemat-
ic temperature profiles, summarizing our findings. Whereas

the amplitude of the air and skin temperature diurnal cycles is
similar in the summer andwinter (four upper dotted arrows),
the amplitude of the bulk temperature diurnal cycle is very
different between summer and winter (two lower dotted
arrows). The skin effect is low during summer nights and
winter days while during summer days and winter nights it
increases (solid black and solid gray arrows). In the summer, a
daily thermocline builds up, resulting in significant amplitude
of the diurnal cycle, whereas in the winter the amplitude of
the diurnal cycle is very small, due to the vertical mixing.
Therefore, the correlation between air and skin temperature is
high in all seasons, whereas the correlation between bulk and
skin temperature is higher in the summer, and no correlation
was found in the winter. The highest skin effect (𝑇

𝑏
− 𝑇

𝑠
)

occurs during winter nights (left black arrow), when the
bulk water temperature is ∼24∘C, whereas the air and skin
temperatures drop below 19∘C.

Figure 5 summarizes the correlations and time lags of the
skin temperature and the other measured parameters. The
wind intensity and the solar radiation are correlated to the
skin temperature, but with a time lag of a few hours. Since
the response time of the skin layer is very short (<second), it
implies that solar radiation and wind intensity have an indi-
rect effect on the skin layer. High correlations and negligible
time lags between air and skin temperatures suggest that
the air temperature plays a major role in the forcing of the
skin temperature. This forcing is accomplished through the
sensible heat flux, which is a direct linear function of the air-
sea temperature difference.This is alsomanifested in summer
evenings when high air and skin temperatures decrease from
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Figure 7: Time series of the heat fluxes at the Dead Sea surface and
the governing meteorological factors, measured during wintertime.

the peak temperature only a few hours after sunset and
after the bulk temperature has decreased (Figures 2(b) and
2(e)). This happens when air from the Mediterranean Sea
breeze (Figure 2(e)) is heated adiabatically while descending
from the Judean Mountains to the Dead Sea, delaying the
evening cooling to a few hours after sunset. There is no other
explanation for the high temperature of the skin layer at night
other than the influence of the air temperature.

The skin layer of the Dead Sea can be classified into two
mixing regimes:

(i) unstable conditions in winter when the skin tempera-
ture is controlled by free convection (where 𝑇

𝑠
< 𝑇

𝑏
).

The spatial variations of SST are low in such condi-
tions [13]. The skin layer temperature is less affected
by wind since it is unstable and it continuously sinks
and rebuilds. To some extent this is also the case in
summer nights, when night cooling takes place,

(ii) stable conditions during the daytime in summerwhen
the skin is affected by the stable thermal layering due
to heating by solar radiation. The stable structure of
the upper water layer is very sensitive to wind gusts
that cause significant spatial variations [13].

5. Conclusion

We found that the skin temperature in the Dead Sea is most
highly correlated to the air temperature in all seasons (0.93–
0.98). In the summer, when theDead Sea is stratified, the skin
temperature is also correlated to the bulk water temperature
of the surface (0.80). In the winter, however, when the Dead
Sea is vertically mixed, the amplitude of the skin temperature
diurnal cycle is ∼4∘C, whereas the bulk water shows an
amplitude of ∼0.2∘C, and therefore there is no correlation
between the skin and bulk temperatures in the winter. Low
correlations were found between the skin temperature and
the solar radiation and wind speed in all seasons. The skin,
with its low thermal inertia, responds immediately to the
governing forcing. Thus the air temperature with its highest
correlation andminimal time lag is considered to be themost
important factor in the forcing of the skin layer’s temperature,
which is accomplished primarily through the sensible heat
flux.
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