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Abstract

The performance of automatic speech recognition (ASR) degrades significantly in natural

environments compared to in laboratory assessments. Being a major source of interfer-

ence, acoustic noise affects speech intelligibility during the ASR process. There are two

main problems caused by the acoustic noise. The first is the speech signal contamination.

The second is the speakers’ vocal and non-vocal behavioural changes. These phenom-

ena elicit mismatch between the ASR training and recognition conditions, which leads

to considerable performance degradation. To improve noise-robustness, exploiting prior

knowledge of the acoustic noise in speech enhancement, feature extraction and recogni-

tion models are popular approaches. An alternative approach presented in this thesis

is to introduce eye gaze as an extra modality. Eye gaze behaviours have roles in inter-

action and contain information about cognition and visual attention; not all behaviours

are relevant to speech. Therefore, gaze behaviours are used selectively to improve ASR

performance. This is achieved by inference procedures using noise-dependant models of

gaze behaviours and their temporal and semantic relationship with speech. ‘Selective

gaze-contingent ASR’ systems are proposed and evaluated on a corpus of eye movement

and related speech in different clean, noisy environments. The best performing systems

utilise both acoustic and language model adaptation and show a statistically significant

improvement in word error rates. The work highlights a methodology for using gaze and

loosely coupled non-verbal modalities selectively to achieve noise-robust ASR.
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CHAPTER 1

INTRODUCTION

1.1 Multimodal Interaction

Within the context of this thesis and multimodal interaction studies, the following terms

and concepts are defined:

• Modality: A sense through which humans can receive computer output (i.e., output

modality such as vision display, sound output) or through which the computer can

receive human input (i.e., input modality such as speech, gaze, touch, gesture).

• Multimodal Interaction: The use of two or more modalities in an interaction.

• Multimodal System: A system that supports multimodal interaction.

• Integration: The process by which the information sensed in two or more modalities

is combined/fused.

• Recognition: The process to detect and extract information from input modalities.

• Information Event : The occurrence of information in a modality represented by a

sequential pattern of sensed data.

• Relevance: The usefulness of an information event from a modality (e.g., a gaze

event) to the interaction or system purpose (e.g., a noise-robust speech recognition).
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Conventional WIMP (windows-icons-menus-pointing device) is the prevalent imple-

mentation of graphical user interface (GUI). Disseminated by Microsoft Windows and

Apple Macintosh, GUIs vastly change the way people interact with computers compared

to the command-line system.

However, typically operated via keyboard and mouse, GUI limits the way people

use the computer due to the lack of support for more natural and mobile interactions.

Advances in hardware, software, framework, and algorithm are changing that by enabling

significant shifts in the means people interact with computers. To accommodate a variety

of tasks, scenarios, and users, systems must be more natural, adaptive, and perceptive.

This becomes a primary motivation for developing multimodal systems.

While multimodal interaction happens between human-to-human and human-to-computer,

the main focus in this thesis and computer engineering field is the latter. Systems that in-

corporate multiple modalities have been a shift away from conventional WIMP interfaces.

The main objectives are to provide naturalness, flexibility, and real-world utility. Each

modality has its relationships with other modalities and its own weakness or strength in

terms of communication intelligibility and recognition difficulty. In a well-designed mul-

timodal system, the use of multiple modalities should enable each modality to overcome

another’s weakness.

The information contained in the modalities may be complementary and essential to

the realisation of system function [230]. Therefore, understanding and interpreting the

behaviour of one modality may not be achieved without consideration of other modalities.

The procedure to combine information from different modalities to achieve the better

interpretation and interaction is called multimodal integration.

In addition to human speech, multimodal systems employ non-verbal modalities such

as gaze, gesture, haptic and brain signals. The information sensed from the verbal and

non-verbal modalities may be integrated to achieve specific system functions. The func-

tions may range from the robust recognition of issued commands to making a machine

more socially aware and ‘human-like’. In a system that employs gaze and speech, the
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examples of such functions can be using gaze to assist speech recognition [49] or to enable

an artificial agent to convey impressions to users [89].

Within the context of multimodal research, this study considers the characteristics of

the information recognised in modalities and their appropriate integration. One major

contribution is the investigation of the selective use of information in one modality (eye

gaze) to aid the recognition of the other (speech) considering real-world utility (environ-

mental acoustic noise).

1.2 Automatic Speech Recognition

Speech is the primary means of communication between people. Research in speech recog-

nition technology is motivated by the desire to give machines capabilities to understand

and/or communicate with humans as humans do to one another.

Automatic speech recognition (ASR) is the process of a machine recognising human

speech. ASR started in the 1950s and the development since has led to the emergence of

the commercial speech recognition systems.

A standard ASR approach is based on the hidden Markov model (HMM) [260], which

uses a probabilistic framework to estimate the most likely word sequences given the ob-

served acoustic features. An acoustic model estimates the probability of the acoustic

observations and a language model describes the probability of a word sequence [7].

Typically ASR systems evaluated in acoustically noisy environments degrades signifi-

cantly compared to quiet laboratory assessments [56] [208]. Acoustic noise contaminates

the speech signals and causes speakers to behave differently, leading to a mismatch be-

tween the speech used to train the system and that used in recognition. To overcome

the problem, one typical approach is to reduce the mismatch with the help of the prior

knowledge of the noise condition. Another approach is to introduce extra modalities. In

this thesis, gaze is used as an extra input modality to integrate with speech and infer the

level of acoustic noise.
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The history of the ASR development, the effect of acoustic noise and the techniques

to counter the noise (non-exhaustive) is reviewed in section 2.3.

1.3 Eye Tracking

Eye-tracking is a technology that allows a machine to be aware of humans’ gaze movement

behaviours. The advances in eye-tracking technology have spurred many psychology and

physiology studies about the relationship between the use of gaze and the cognitive and

perceptual processes [85] [317].

Following this, researchers started to investigate the use of gaze information in human-

computer-interaction (HCI). The gaze information is used in the HCI studies to analyse

human’s interests and attentions [258], to replace mouse as a deliberate pointing modal-

ity [155] or to improve machines’ capability in language comprehension [70] [301] and

production [197] [104].

Eye tracking equipment can be broadly divided into two types - intrusive and remote.

Intrusive devices need physical contact with the users, such as contact lenses, electrodes,

and head-mounted devices. The head-mounted devices typically track the eye movement

by measuring the light reflections from the eyeballs using head-mounted cameras [98].

The users’ eye movements are recorded and decoded with image-processing techniques.

However the attached equipment may cause discomfort or restrict users’ natural head

movements. Remote eye trackers are typically multiple cameras in the environment that

fixate on the person’s face. These eye trackers are believed to be easier to set up, but

normally have less favourable accuracy. Compared to the remote equipment, the head-

mounted eye trackers are more accurate (typically 2◦ [210] compared to 5◦ for remote ones

[330]). In this work, a head-mounted eye tracker is used to ensure best possible accuracy.

Commonly, the outputs of an eye traker system involve fixation and saccade events.

A fixation is an event when the eye is essentially stationary and a saccade is an event

of rapid re-orienting eye movements between the fixations. The implementation in the
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actual system often depends on the eye tracking equipment and software.

One major problem of using gaze in the interactional interfaces is the ‘Midas touch’

problem [137]; people involuntarily move their eyes and to use eye deliberately like a mouse

consistently is against human nature. In the context of multimodal systems, because gaze

is ‘always on’, the ‘Midas touch’ makes it reasonable to assume that not all information

from gaze is useful for integrating with other modalities. Thus in this thesis, it is proposed

that the ‘relevance’ of gaze be considered during the integration process with speech.

Discussions of gaze modality, the meaning of gaze in multimodal systems and auto-

matic speech recognition are presented in section 2.2 and 2.4.3.

1.4 Gaze-contingent ASR

There is potential to use the information from non-acoustic sources to improve automatic

speech recognition (ASR) performance. In multimodal ASR systems, the recognition per-

formance can be improved using the information from non-verbal modalities such as gaze.

Psycholinguistic studies have shown that eye gaze is highly related to human language

processing and carries information about human attention [257].

Although information from gaze could improve ASR performance, earlier studies attest

that the performance improvement for ‘clean’ speech (i.e., negligible background noise) is

minimal [257] [49]; words not correctly recognised which are prone to speaker dis-fluency

are not necessarily words semantically related to gaze events (i.e., nouns associated with

visual objects); recognition errors have been demonstrated to be caused more likely by

common short words, such as ‘it’, ‘the’, ‘a’, etc. [290]. It is reasonable to assume that the

limited improvement space of recognising clean speech may be greater if ASR performance

is compromised such as in acoustic noise. For this reason, it is reasonable to assume that

the use of gaze in ASR is more beneficial in noisy environments. However, as far as the

author is aware, no existing gaze-contingent ASR systems have been evaluated in such

settings.
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Environmental acoustic noise can greatly degrade ASR performance. Speech is harder

to detect and there may be greater dis-fluency; a person tends to adjust their speech in

noise for robust communication, leading to changes in spectral power, pitch and speech

rate - the Lombard effect [146]. In this scenario, ASR could benefit from introducing gaze

as an extra modality.

1.5 ‘Selective Use’ of Events in Multimodal Integra-

tion

In a multimodal system, such as a gaze-contingent ASR, it is important to note that

not all the events sensed contribute towards the system function and, hence, not all can

be considered ‘relevant’. Therefore, treating the relevant and irrelevant events equally

during the integration process can compromise the outcome depending on the integration

objectives. Thus, the use of events should be selective accordingly. In this thesis, these

events are termed as ‘task-oriented’ and ‘task-irrelevant’ respectively.

To demonstrate the requirement to account for relevance and selective use of gaze

events during multimodal integration, consider the following examples. In the seminal

1970s multimodal interaction system ‘put-that-there’ [283], a user positions shapes on a

screen using speech and gesture. The user issues a command using speech that may be

ambiguous (‘put what where?’). Information to resolve ambiguities in speech is contained

in the other modalities. In an updated version where gaze is sensed, the users could

gaze at the location where they want to draw (a gaze event), orient their head towards

it (a head pose event to assist in gaze and a natural response to centre one’s vision), or

describe the shape with their hands (an iconic gesture). Much of the work in achieving

system function by integrating multiple modalities was undertaken in the late 1990s, e.g.,

Quickset [47]. However, in these systems, all observed behaviours (i.e., information events

in modalities) were deemed relevant to system interaction. Move such interactive systems

into a busy environment with a user who may be multitasking, and it becomes clear that
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the multimodal recognition problem becomes less tractable. Speech may not be reliably

sensed due to background noise. Not all gazes or gestures may be directed at the system

- the users may be with other people doing other things, such as glancing at others or

averting their gaze to concentrate. Thus, the user’s interactive tasks assumed by the

system may not be the only task being undertaken; the ‘expected’ multimodal behaviour

may not be observed or mixed in with other irrelevant behaviours.

In this thesis, it is proposed that this relevance be considered as a prerequisite when

using gaze information selectively in ASR.

1.6 ‘Selective’ Gaze-contingent ASR

Information about what a person is looking at (or fixating upon) - their focus of visual

attention - can be used in an ASR system to improve performance [49] [50] [257]. This is

achieved by modifying word probabilities in the language model, a process called language

model adaptation. This is possible because there is a semantic relationship between words

and the foci of visual attention - i.e., names and attributes of objects and visual features.

A person’s visual attention may not be related to their speech and not all gaze be-

haviour is related to visual attention; gaze behaviour can also be explained by cognitive

process and interaction with others and the environment. Therefore to improve ASR

performance using information from gaze, it should be used selectively.

In this work the meanings or roles of gaze are distinguished by their measurable

validity. Those related to interaction or reaction to environment changes (e.g., system

responses) can be measured and validated. The corresponding visual attentions can be

used in language model adaptation to modify word probabilities.

On the other hand, the gaze behaviours related to cognition process cannot be easily

validated. However, their relationship strength with speech can be estimated by assuming

hypothesised cognition models, and it is proposed that the prevalence of different cogni-

tion roles changes as introducing different levels of acoustic noise. Thus, acoustic noise
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condition can be inferred by exploiting this prevalence. The knowledge of noise can be

used in acoustic model adaptation to reduce the mismatch between the ASR training and

recognition conditions.

In short, the selective use of gaze in ASR is explored by acoustic model adaptation

based on acoustic noise inference (Chapter 5) and language model adaptation based on

visual attention type inference (Chapter 6). An application of selective gaze-contingent

ASR is built and evaluated in Chapter 7. Related reviews are presented in Chapter 2 and

more detailed system architecture will be described in Chapter 3.

1.7 Research Questions and Methodology

For the selective use of gaze in an acoustically noise-robust ASR, this research addresses

the following questions:

• How to integrate the information events in gaze and speech considering their rela-

tionship (temporal and semantic)?

• Is gaze’s behaviour and relationship with speech dependent upon acoustic noise?

Can this dependency be exploited for ASR?

• How to use gaze selectively to integrate with speech by considering its relevance?

In the context of multimodal human-computer-interaction systems. The following method-

ology is followed:

• Development of a framework to model the relationship between the information

events in gaze and speech.

• Collection of a corpus of eye movements and related speech recorded in acoustically

noisy environments.

• Analysis of the dependency of speech, gaze, and their relationship upon acoustic

noise condition and of the use of this dependency to infer the noise condition.
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Figure 1.1: The hierarchical thesis structure. The meanings represented by the arrows
are marked in the figure.

• Development of a framework to infer the visual attention type for the selective use

of gaze in improving ASR performance.

• Construction of a baseline ASR system and a task-specific language model. Devel-

opment of a framework to adapt the language model using the gaze selectively.

• Evaluation of the ASR system utilising the adapted language model and the inferred

noise condition.

1.8 Thesis Structure

The thesis is constructed as shown in Figure 1.1:

• Chapter 1: An introduction to the background and the general objectives of the

study.

• Chapter 2: A review of the work in related research fields, including gaze, speech,

and multimodal systems.

• Chapter 3: The description of a general integration framework of gaze and speech

for the acoustic noise and the visual attention inference in ASR.
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• Chapter 4: A description of an eye/speech corpus (ES-N) collection in different

clean and acoustically noisy environments.

• Chapter 5: An analysis of the behaviour changes in acoustic noise for speech (acous-

tic Lombard effect) , gaze (which is termed as ‘gaze Lombard effect’) and their

relationship. A description of an information-theoretic-based measurement for the

speech-gaze relationship and its use in the acoustic noise inference.

• Chapter 6: A description of a visual attention type inference framework based on

the relevance in integration with speech for noise-robust ASR.

• Chapter 7: A description of the construction of a research-level baseline ASR, a task-

specific language model, and the language model adaptation approach using the gaze

information selectively. A demonstration of incorporating acoustic noise inference

in ASR by acoustic model adaptation. An evaluation of the ASR performance based

on the findings from Chapter 5 and Chapter 6.

• Chapter 8: A conclusion of the contributions and the recommendations for potential

future researches.
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CHAPTER 2

GAZE, SPEECH, AND MULTIMODAL SYSTEMS

2.1 Multimodal Interaction

2.1.1 Multimodal systems

A multimodal system combines information contained in input modalities, such as pen,

touch, speech, deictic gestures, eye gaze, and head and body movements in a systemic

manner to fulfil a system function. It produces multimedia output, such as sounds and

screen displays. In the context of human-computer-interaction (HCI), the evolution of

these systems is driven by new input and/or output technologies. One of the first multi-

modal systems, the seminal ’put-that-there’ [283] developed in the late 1970s, combines

speech and hand-pointing with technologies available at the time: magnetic field sensing

via inductors to detect hand pointing. This system has different technologies than those

used today; hand pointing is more likely to be achieved by vision-based methods, such as

the Kinect sensor [223] or accelerometers [329]. Other early systems combine speech and

mouse pointing, such as the CUBRICON system [218], or recognise commands via speech

while determining the pointing target from gaze or manual gestures, such as ICONIC

[167]. Despite the differences in technologies, the lessons learnt about how people interact

multimodally are still relevant today.

A key aim for multimodal interaction in HCI is for the computer to communicate with
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users in a more naturalistic (i.e., human) manner. Recent multimodal systems are capable

of recognising a broader range of input modalities with newer technologies. Our voice,

hands, gazes, and gestures (hand and body) can be tracked by different sensors such as

microphones, depth cameras, and accelerometers.

For the foundation of multimodal system design, empirical results have led to heuristic

design principles. For example, Oviatt lists ’Ten Myths of Multimodal Interaction’ [230],

offering insights such as, ’Users do not always interact multimodally’, and ’Multimodal

signals do not always co-occur temporally’, which enlightens the researchers in the field. A

later survey by Jaimes [139] discusses major vision approaches for multimodal interaction

involving gaze detection, gesture recognition, and body movement. It highlights that the

context information (affect) is an important aspect to consider because it may influence

the behaviour of humans, such as facial expressions, gestures, and tone of voice.

The progress in both hardware and software enables more modalities to be used and

improves the utilisation of existing ones. For example, the early development in gaze-

tracking devices allows the use of eye movement to be a potential measure in controlled

laboratory environments [324]. Many traditional gaze-tracking devices require physical

contact with the user, such as contact lenses, electrodes, and head-mounted devices. The

gaze-tracking techniques and various studies [137] have enabled gaze to become a popular

modality in HCI multimodal systems. However, the attached gaze-tracking equipment can

cause discomfort or restrict users’ natural head movements. Later, progress has been made

to develop remote gaze-trackers which are claimed to offer more comfortable use and faster

setup [210]. However, limitations, such as unsatisfactory accuracy and stability, still exist

in the current remote gaze-tracking technologies that continue to motivate the studies in

more robust hardware or software solutions. For example, novel gaze-tracking techniques

allowing less restricted head movement and faster calibration are reported [331]. In a

state-of-art review [107], gaze-tracking systems is presented from the different methods of

detecting eye images to computational estimation models and gaze-based applications.

The development of the system framework and algorithm allows the better design of
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multimodal systems. Dumas [69] presented a survey of principles, models, and frame-

works in designing multimodal systems. Not exhaustively, the survey covered many hot

topics in theoretical principles, time-sensitive software architectures and multimodal inte-

gration. As a consequence of the growing studies in basic architectures and frameworks,

real applications are built. These applications range from map-based interaction systems

[49] and medical applications [187] to virtual reality interactional agents [128] and so on.

2.1.2 Use of modalities

In early multimodal systems, although extra modalities are used in addition to the speech,

their usage is limited. While instructions are given via speech in the ‘put-that-there’

system, the deictic term (such as ‘there’) is conveyed by manual pointing. In other

systems, this pointing information may be recognised via pen [233] input. Compared to

speech-only systems, the extra modality in these early multimodal systems only serves as

the function of a mouse with worse performance. For example, the accuracy of pointing

using hand gestures can range from below 50% to 90% depending on the user [284].

Users do not always interact multimodally (i.e., make use of extra modality). In

one study, it is reported that the speak-and-point patterns only bear 14% spontaneous

multimodal inputs [233]. Also in the systems where gesture served as an input modality,

the pointing gesture is stated to account for only 20% among all gestures [57]. However,

modalities that convey writing and drawing, body gestures, and facial expressions can

provide richer multimodal information in addition to pointing. For example, pen input

is used more frequently for drawing symbols, signs, or digits, and gaze can be used to

manage conversation and user focus.

Later studies have investigated a variety of ways to utilise multimodal inputs. For

example, lip movements are combined with speech for better recognition [40] [135] and

video information such as position, velocity, and size are combined with audio information

for speaker tracking [22] [300].
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2.1.3 Robustness of recognition

Major motivations of using multiple modalities include improving the robustness of the

information recognition in modalities and combining them to fulfil a system purpose. A

well-designed system that uses multiple modalities can achieve higher stability/accuracy

by using information in modalities and the information relationship between modalities

to reduce errors in each single modality.

There was previously concern regarding combining two error-prone modalities as it

had potential to compound errors and harm the reliability of the system [230]. However,

cumulative studies have claimed that combining two or more modalities is an effective way

of removing recognition uncertainty. For example, improved recognition rates have been

achieved by combining speech with spoken animation [211], lip image sequence [214],

side-face images [135], face-detection features [219], pen-based gestures [234], and gaze

movements [49] respectively.

Using multiple modalities can make a multimodal system support better error-handling.

When users are allowed to interact with a system multimodally, they tend to simplify their

languages, which reduces the complexity of speech processing. For example, when com-

pleting system tasks (typically map-based) that involve spatial description, users invol-

untarily prefer less complicated spoken instructions with the help of pointing modalities.

Oviatt [235] compares the linguistic structure where the users interact in speech only and

multimodally with a pen in a spatial map task. It is reported that when they interact

multimodally, the users’ language is less complex in terms of fewer referential expressions,

determiners, and noun phrases. In a recent study [75], a ‘put-that-there’ task is conducted

in near (0.5m) and far (2m) distances employing speech and hand pointing. The study

reports that out of 80 times in both distances, shorter instructions as ‘that there’ and

‘select drop’ are chosen 76 times while the longer instruction ‘put that there’ is only used

4 times in near distance.

Another important factor that boosts error-handling capability is the users’ freedom to

select their input modality. Users tend to select the less error-prone modality when they
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are free to choose. For example, users are more likely to write a foreign surname rather

than speak it [236]. Moreover, users tend to switch input modality following a recognition

error, which can be an effective shortcut to avoid repeated failures [231]. Last but not

least, an interesting finding from a usability test [231] claims less subjective frustrations

with the system errors when users are free to interact multimodally, even when the error

rate is as frequent. It is suggested that the phenomenon is related to the greater sense of

control brought by the freedom.

2.1.4 Context awareness

In order to better integrate the modalities to improve the quality of interaction with

humans, a desirable design objective is to increase the amount of information available

to the system. This information gain is called context awareness (CA) [1]. Factors that

contribute to CA include background (domain) knowledge and knowledge pertaining to

the physical environment (e.g., acoustic noise condition), which may be utilised to improve

system performance. In systems employing gaze as an input modality, CA can be utilised

to assist the interpretation of a gaze event and measurement of the relationship to the

system task.

The relevance or irrelevance of non-verbal modalities (e.g., gaze events) to a social in-

teraction is highlighted by a distinction between what is expressed (relevant) and what is

experienced (irrelevant) [221]. For example, what is expressed is what is acted, e.g.,

gaze events that contribute to an interaction. In contrast, what is experienced is a

person’s cognition, e.g., gaze events irrelevant to an interaction that convey no social

purpose. However, from an engineering perspective, when interpreting or inferring a non-

verbal modality such as gaze, the observer can infer both experiential and/or interactional

meaning. This creates the engineering problem of inferring the interactional meaning and

discounting events related to experiential meaning. It is a common problem to other

non-verbal modes of communication, such as gestures, and has long been recognised in

cognitive psychology. In one of the first taxonomies of non-verbal behaviour such expe-
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riential meanings are classified as cognitive states [74]. Systems that attempt to infer

cognitive states refer to them as ‘cognitive context’ [34].

In this study, a user’s communication intent is defined as what he/she tends to express

during a system task. This intent is also known as the ‘interactional intent’ or ‘interac-

tional meaning’ behind a person’s verbal and non-verbal multimodal behaviour [221]. To

infer the communication intent of a user, it is necessary to recognise, as events, those

patterns in non-verbal behaviour that contribute towards the interaction and to measure

their strength of relevance to the interaction. Accordingly, irrelevant events must either be

explicitly identified by an inference model or implicitly modelled as variables containing

a random element, e.g., stochastic noise. For example, speech recognition systems com-

monly employ a ‘babble model’ of real-world non-stationary noise representing irrelevant

sounds and background speakers [308].

2.2 Gaze in Multimodal Systems

2.2.1 Selective use of gaze

Gaze has been exploited as an input modality in human-computer-interaction (HCI) sys-

tems. Early systems, such as the ‘put-that-there’ interaction system [283], combining

speech and gesture were followed by systems that combine speech, gaze, and gestures

[167] as well as speech and writing [47]. More recent gaze-based systems also incorporate

information from a person’s emotive state [245], brain computer interface [199], mobile

devices [313], and multitouch devices [120].

In ‘traditional’ HCI systems, gaze is originally used as an active modality where a

user deliberately uses it to initiate or convey a command. For example, gaze can be

deliberately used to point and select menu items, replacing the function of a mouse [131]

[220] [138] or type on a graphical keyboard [280] [189].

On the other hand, there has been a shift towards developing ‘attentive’ or ‘perceptual’
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user interfaces [304] that assume more natural gaze behaviour without requiring the user

to deliberately use it. Compared to ’traditional’ interfaces, information from a user’s

gaze is utilised in a manner closer to how it is used when interacting with another person.

This requires the machine to sense multiple modalities during an interaction and recognise

social behaviours accordingly [314].

The ‘Midas touch’ problem [138], where a person involuntarily issues a command to

a system because gaze is ‘always on’, has motivated the development of techniques that

overcome this problem. The examples of these techniques include magnifying portions of

a screen [8] and the use of speech to disambiguate words [328]. A specific gaze event such

as a fixation upon an object will have particular characteristics - for example, the dwell

time, fixation duration, pupil size, and the length of saccade towards and from the object.

The ‘Midas touch’ problem can be seen as a problem of how to selectively use the gaze

events relevant to the system function and discount the irrelevant ones. In the ‘traditional’

HCI interfaces, the selection can be realised by setting dwell time threshold [138] [242] or

using eye blinks and winks as signs [287]. In ‘perceptual’ interfaces where more natural

interaction style is allowed, the selective use of gaze can be realised by analysing gaze

characteristics. For example, in the case of reading detection, gaze is selected based

on the saccade length and movement direction [37], and for several different tasks, the

gaze sequence is selected by tracing eye-movement protocols [281]. It is also shown that

whether a gaze event is related to a task-relevant command can be automatically learnt

using the fixation, saccade, and pupil features [21].

It needs to be noted that in some multimodal systems, gaze is recorded for attention

monitoring. In these systems, where other modalities, such as speech, are used to complete

system function, gaze is recorded and analysed to check user understanding or modulate

the content provided based on users’ interest [13] [188] [213]. In these interfaces, gaze is

not used for direct interactions with the system. Thus, the use of gaze in a gaze-contingent

ASR can be considered attention-monitoring.
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2.2.2 Gaze features

To interpret the gaze data, some gaze features in the data stream must be extracted.

Eye-trackers produce gaze signals including eye orientations and/or position of points on

a display object (e.g. a screen). One of the first steps in analysing gaze data is to extract

fixations (times when the eye is essentially stationary) and in-between saccades (rapid

re-orienting eye movements) [137].

Fixation duration and saccade length are features most commonly reported in gaze

studies [137]. Fixation duration is normally believed to be correlated with the difficulty

extracting information, mental workload, and internal processing [87] [99]. For example, a

longer mean fixation duration is shown to be related with raised attention and processing

depth during problem solving [137], and web browsing [72], or higher information priority

in reading [68]. The mean fixation duration is analysed in gaze studies such as reading

text on a screen in various formats [166], selecting items from computer menus in various

styles [111], symbol search and counting on colour or monochrome displays [11], analysing

web search and judgement [76], and extract information from web pages [53] [100].

Similarly, saccade length is also believed to be sensitive to workload (i.e., related

to task difficulty) [30]. While not used as widely as fixation duration, saccade length is

reported in gaze studies such as selecting command button specified from buttons grouped

with various strategies [168], and extract information from web pages [100].

During the interaction with a system, not all gaze events are contributing to the system

task (i.e., task-oriented, see section 1.5 and 2.2.1) thus termed as task-irrelevant (e.g.,

confusion, looking away, etc.). Based on the finding that the task difficulty influences

both fixation and saccade features [248], Rayner [263] discusses the complexity of the

correlation between fixation duration and saccade length. He stated that in eye-reading

research, during reading (task-oriented) situations, there is no correlation between fixation

duration and saccade length [267]. Whereas there is a correlation in non-reading (task-

irrelevant) situations, the longer the saccade is, the longer the next fixation [216] [153].

Pupillary response such as pupil size change is another widely investigated gaze feature
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and considered related to the mental workload. Pupillary responses are shown to be task-

dependent and corresponding to the task difficulty [17]. Based on the finding, the pupil

size is used in a framework to detect the task boundaries [12] [132], or to distinguish the

situation between normal reading and looking for a given information in the case of a map

reading and searching task [163].

Pupillary responses can be triggered by internal mental processes (e.g., attention,

affect, mental workload, etc.) and external states (e.g., touch, visual and audio stimuli,

such as acoustic noise) [149]. Although the pupil size change is correlated with cognitive

intensity and considered reflection of internal states, the change caused by external stimuli

is distinctly larger [19]. Using fixation and saccade features to predict users’ intention of

issuing a command in an HCI system is proved to have great potential with an accuracy

of 75.1%, and this accuracy is slightly improved by 0.8% by adopting pupillary response

as an extra feature [21].

2.2.3 Visual attention

Jakob [137] presented a review of the gaze features used in the HCI studies and he an-

ticipated that learning user’s deployment of visual attention leads to interfaces more

closely fit to human needs. Visual attention (VA) is a specific type of ‘gaze information

event’, which is closely related to the psycholinguistic processes (e.g., speech production)

[49]. Thus, VA information produced by the eye-trackers is an important cue for a gaze-

contingent system. Cooke [49] shows that the current focus of visual attention indicates

an increased chance of a person’s speech related to this focus, and thus, can be exploited

in a gaze-contingent ASR.

A definition of ‘Attending visual foci of interest’, or more succinctly, ‘Visual Attention’

is provided by Harris and Jenkin [110]:

• ‘Attention implies allocating resources, perceptual or cognitive, to some things at

the expense of not allocating them to something else’.
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VA is closely coupled to (although not the same as) a person’s fixation direction

[84] [63]. VA has been modelled from the perspective of human and computer, with

the former’s theoretical models influencing latter’s applied models. In gaze-related HCI

studies, the analysis of VA can be either top-down - based on factors such as user cognitions

and goals, or bottom-up - based entirely on observation of interaction patterns without

trying to infer the cognitive activity [100] [137].

The top-down and bottom-up factors can be distinguished by their measurable validity.

A top-down approach may seem attractive because it involves inferring cognitive processes

from gaze data. However, the top-down factors which affect visual attention are less easy

to successfully engineer due to the lack of measurable validity. In addition, researchers do

not always have strong hypothesis or theories to drive the analysis. On the other hand, the

techniques for modelling bottom-up visual attention (e.g. the ‘salience’ of speech pattern

[256]) are better understood as they concern objective measures of the interaction, thus

can be validated and more easily engineered. Even when theories are available to support

the investigation, a bottom-up approach can be rewarding if the gaze data and external

stimulus (e.g., system responses in an interactive interface) are analysed properly [137].

For example, VA foci are investigated to analyse users’ eye movement patterns in the case

of consumer choice [276], or daily activities, such as making a cup of tea [172].

There are many factors which may contribute to a person’s VA and related gaze be-

haviours, and modelling these remains an active topic. In this thesis, both cognition-driven

top-down and interaction-driven bottom-up approaches are investigated and different VA

type is inferred for the selective use of gaze in ASR systems. These two approaches

distinguish the meaning of gaze in terms of measurable validity during HCI interactions.

2.2.4 The meaning or role of gaze

Observed gaze behaviours can be explained by a variety of meaning or roles. For example,

gaze behaviour has been ascribed several roles relating to a person’s cognition and its role

in interaction [105]. Because gaze has different meanings or roles during interaction, the
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utilisation of gaze in interactive systems may benefit from the selective use of gaze based

on the gaze role inferred or assumed. For example, in ASR systems, assumptions of

psycholinguistic processes have been exploited in statistical language model adaptation

to improve the recognition performance [257] [49] [50] and to resolve referential ambiguity

in speech when people navigate virtual worlds [253]. For interactive systems to infer the

gaze roles for selective use in the modalities integration, the corresponding cognitive and

interactional processes that manifest gaze behaviours must be understood.

The fields of cognitive and social psychology provide insights that may be potentially

exploited in inferring the meaning of gaze. Early pioneering psychological studies linked

fixation durations to cognitive processes (i.e., perceptual processes) [322] and social roles

(e.g., modulating social interaction) [157]. Later, the technological advances in camera-

vision-based eye-tracking hardware and eye-movement detection algorithms (see a technol-

ogy review by Hansen [107]) allow studies affording the measurement of finer granularity

of the task-specific durational and spatial characteristics of gaze. Task-specific fixation

duration and saccade length distributions have supported the development of cognitive

models, such as scene perception, reading, object naming [266] [264] [265], and lexical

processing [104].

Gaze roles related to cognition can be individually elicited in controlled psychology re-

search experiments (e.g., application of eye tracking in speech production [198]). However,

in less constrained conditions, eliciting and attributing gaze behaviours to specific cogni-

tive processes are problematic because of the absence of measurable validity. For example,

one could assume that someone glancing around an environment could be committing the

scene to memory while his/her cognition may be entirely unrelated. In addition, a specific

cognitive process may not correspond to the onset and offset of an identified gaze event

(e.g., a fixation event).

Although models of cognition from psychology have been adapted or used in interactive

systems to give human capabilities to machines (e.g., see the review by Vernon [311]), the

hypothesized cognitive models are less relevant to the completion of system function due
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to their emphasis on understanding brain function rather than interaction with machines.

For example, when people interact, their visual attention influences one another, and the

consequent ‘joint attention’ increases communication effectiveness [269] [270]. This has

led to the development of a system where the use of two eye trackers allowed people to see

one another’s attention on the screen [39], and to the efforts in replicating this behaviour

when communicating with robots [293].

The distinction of gaze roles in terms of measurable validity is related to the dis-

tinction in multimodal behaviours stated by Norris [221] in terms of what is expressed

(relevant) and what is experienced (irrelevant) (see section 2.1.4). In contrast to relating

gaze behaviour to cognition (cognitive context awareness CCA), it can be more reliably

interpreted in relation to a system task or activity (interactional context awareness ICA),

communication with others, and reaction to changes in the environment (environmental

context awareness ECA) [34]. In such instances gaze can be considered to have an ‘in-

teractional meaning’ [221], and unlike cognition-oriented roles, validity is measurable due

to observable variables and established taxonomies. For example, it is demonstrated that

the gaze events related to instructing a system to move a block on the screen can be

labelled and inferred with the observed gaze features of fixation duration, saccade length

and pupil size [21].

In this thesis, a working taxonomy for gaze roles is proposed for the purpose of using

gaze selectively to improve the noise-robustness of the ASR system. The taxonomy and

an integration framework will be further discussed in Chapter 3

2.2.5 Machine learning approaches in gaze analysis

Gaze studies face a central problem that is the insufficient understanding of the link

between the low-level gaze signals, measurements, and high-level behaviours and inter-

actional events. Machine learning (ML) and classification techniques provided a working

means of investigating and exploiting this link.

ML approaches have been adopted in gaze studies to process gaze data in great vol-
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umes automatically. For example, a hidden Markov model is applied to uncover the

processing state of a user in information searching tasks using eye movements [291], and

achieved above 60% accuracy. ML with gaze data has also been applied in biometric

person authentication [154] [160]. With gaze data such as eye movement velocity, pupil

size, and gaze direction, the ML approach achieved an identification rate of 60% [20].

In the case of inferring cognitive states during problem-solving [73], and inferring gaze

events related to issuing a command during an HCI interface [21], the Support Vector

Machine based approach is applied employing combined gaze features (e.g., fixation, sac-

cade, pupil size), and the accuracy of 53% and 73% are achieved respectively. The issues

of exploring appropriate method and feature selection for analysing gaze data using ML

approaches have been investigated in the case of revealing user interest during search or

reading [2], and inferring object relevance in dynamic virtual scenes [152].

ML approaches have been demonstrated capable of inferring cognition or behaviour

patterns from the low-level gaze data. However, finding the efficient techniques for clas-

sification and feature engineering still remains an active topic and needs to be explored.

In this thesis, ML approaches are adapted to infer the noise condition (will be discussed

in Chapter 5) and visual attention type (Chapter 6) based on the observed gaze features

and the coupling with speech.

2.2.6 Gaze and speech in multimodal systems

Although gaze is not directly bound to speech production in terms of the articulatory

process, a close correlation has been found between speech and gaze in the context of

psycholinguistics. Gaze is involved in both language comprehension and language pro-

duction process. For gaze in language comprehension, experiments are performed where

the participants are presented with displayed objects while listening to the speech describ-

ing these objects [70] [301]. A temporal relationship is shown to exist between the eye

movements to the objects and the spoken words referring to these objects; eye movements

followed spoken words by 250ms in average.
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For language production, gaze direction has been found to be related to spoken words

when describing visual scenes. In a study [197] where the speakers are asked to name

the objects on the screen with their gaze movement tracked, the results suggest that the

speakers fixated on an object with a mean duration ranging from 740ms to 805ms before

naming it due to the linguistic planning processes. This phenomenon in object-naming

is also investigated in other studies, and the average latency between fixating an object

and mentioning it is reported to be 902ms [104] and 932ms [105] for a mean duration of

600ms. This latency is referred as the ‘eye/voice’ span - time between the onset of the

gaze to an object and the subsequent onset of the spoken word referring to that object.

The complementary information that exists in gaze for speech production (i.e., object

names) has motivated studies in gaze-speech multimodal systems. Because gaze fixations

are related to the spoken objects in the scene, many systems have explored the use of

gaze as a deictic (i.e., pointing) modality. For example, a dialogue system is proposed by

NASA (National Aeronautics and Space Administration) for an assistant robot to infer

what a user is referring to using gaze information [36]. For instance, if a user looks at the

crew hatch just before saying ‘door’ in the command ‘open that door’, the robot would

infer the command as ‘open the crew hatch door’. However, the system performance

is not reported. Another study [155] investigates the integration of speech and deictic

information in gaze for a ‘move-it-there’ task. When a user issues an instruction to move

an object on the screen by saying ‘move it there’, the object to be moved is selected based

on what is being fixated on. These systems assume that a multimodal ASR utilising gaze

(i.e., a ‘gaze-contingent’ ASR) is error-free.
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2.3 Acoustic Noise and Its Impact on ASR Perfor-

mance

2.3.1 Automatic speech recognition

Research into speech technology started in the 1930s at Bell laboratories. One of the

earliest automatic speech recognition (ASR) techniques is reported in a Bell Labs paper

in 1952 [60] with the capability to recognise isolated digits of a single speaker. The

system relies on the formant frequencies estimated during vowel regions of each digit.

Other laboratories involved in the ASR researches in the 1950s include RCA Lab, which

reported a system that recognised 10 syllables of a single speaker [224], and MIT Lincoln

Lab, which built a speaker-independent 10-vowel recogniser [88].

The technology advances in the 1960s include the concept of speech segmenter, which

was first used by Sakai and Doshita from Kyoto University [277], and the concept of

’non-uniform time scale’, which was demonstrated through the work of Martin [192] and

Vintsyuk [315]. The use of dynamic programming methods between two utterances for

similarity assessment (generally known as dynamic time wraping DTW) proposed by

Vintsyuk is earlier than the more formal methods reported by Sakoe and Chiba [279].

Despite this, the fact that dynamic programming, including the Viterbi algorithm [316]

has become an indispensable algorithm in ASR since the late 1970s is mainly due to the

superior performance published by the latter.

In the early 1970s, the concept of linear predictive coding (LPC) simplified the speech

decoding from the large data requirement [9] [133]. The technique was later applied to the

ASR systems proposed by Itakura [134], Rabiner [259], and others. Another milestone

is the effort from IBM in large vocabulary speech recognition. The speaker-dependent

system, Tangora [141], focuses on the recognition vocabulary size and the probabilistic

structure of the statistical language model (LM). Being a variant, the n-gram model,

which characterises the probabilistic relationship of the contiguous n words, is used most

frequently in current ASR systems. On the other hand, effort is put by AT&T Bell Lab

28



into a speaker-independent system [259] that can deal with many different speakers with

various accents. In addition, the concept of keyword spotting is later proposed by the lab

as an evaluation metric for ASR systems [320].

In parallel to the efforts from these two labs, a large-scale speech understanding project

is funded by the Advanced Research Projects Agency (ARPA) of the U.S. Department

of Defence. The project spurred many seminal studies and systems, including the Harpy

system [186], the Hearsay-II system [79] from Carnegie Mellon University (CMU), and

the Hear What I Mean (HWIM) system from Bolt Beranek and Newman Inc. (BBN)

[162].

From the 1980s, the focus of the ASR research became the recognition of continuous

words. There was a technology shift from the template-based approaches to statistical

modelling frameworks, with the didden Markov model (HMM) being the most notable

methodology [178] [260]. HMM is a probabilistic model with an underlying stochastic

process that is not observable (i.e., hidden) but that can be estimated from a sequence

of observation. The basic concept of HMM is early known by some laboratories, such

as IBM and the Institute for Defense Analyses (IDA) [83]. However, it is after the mid-

1980s that the framework was completed [178] and became a widely applied methodology

for ASR. The widespread use of the HMM-based frameworks has continued since due

to the continual improvements and refinements to the algorithms. More reviews for the

applications of HMM in ASR can be found in the publications of Gales [93] and Oviatt

[226].

Due to the great success in statistical modelling and the interests from ARPA, some

novel systems were developed in the early 1990s, including BBN’s BYBLOS system [44],

SRI Group’s DECIPHER system [212], and CMU’s SPHINX system [174]. The SPHINX

system employs discrete HMM, which uses discrete distributions to model acoustic vectors.

The SPHINX system can perform speaker-independent continuous speech recognition

in real time by applying pure statistical methods and achieved more favourable results

compared to the other two systems.
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Another milestone in the 1990s is the speech recognition tools that spurred many

individual speech recognition studies. One most successful and widespread tool is the

Hidden Markov Model Tool Kit (HTK) developed by Cambridge University [325]. The

HTK enables the set up of a well-structured baseline speech recogniser that allows the

contributions in new concepts and techniques to be made from a global community.

Another notable technology is the artificial neural network (ANN). First introduced

in the 1950s with less satisfactory results [195], ANN is re-applied to the ASR systems

in the late 1980s. The model was initially used in some simple recognition tasks, such as

recognising a few phonemes and words [182]. ANN was more difficult to train - particularly

the large/deep networks for ASR. It is worth mentioning that, due to the developing

concept of the deep belief networks [118], the recent use of ANN in ASR has again gained

increased attention for acoustic modelling [117], phoneme recognition [205], and large-

vocabulary speech recognition [54].

From the 2000s, in addition to the continual evolvement of the statistical models and

deep learning techniques for the ASR, there is a shift in the research focus to the ASR

evaluation in acoustic noisy environments (noise-robust ASR) and performance improve-

ment by introducing extra modalities (Multimodal ASR). These aspects will be discussed

respectively in section 2.3 and section 2.4. The study in this thesis addresses the noise-

robustness of the ASR by adopting gaze selectively in a multimodal framework.

2.3.2 Effect of noise in ASR performance

It is typical that recognition rates in laboratory assessments do not necessarily represent

the performance in natural environment settings due to the noise, interruption, increased

cognitive load, and human performance errors in the natural environments. Researchers

started to investigate the performance in natural environment settings by evaluating the

systems on noise-corrupted data. For example, an early study [208] evaluated the speech

recognition accuracy on a corrupted Wall Street Journal corpus. The clean speech was

artificially injected with additive noise, and an accuracy drop up to 60% was reported. In
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an experiment conducted by IBM [56], a 99%-accuracy recogniser was reported to have a

more than 50% recognition rate drop in a cafeteria environment.

There are two broad types of noise. ‘Stationary’ noises (e.g., white noise, road noise

in a moving vehicle, and so on) are relatively easy to model and process, as they are more

predictable. However, ‘non-stationary’ noises are more common in natural environments.

They either change irregularly (e.g., multi-speaker babble noise) and/or involve variable

phase-in/phase-out noise (e.g., due to speaker movement). Thus, they cannot always be

predicted or modelled.

The performance degradation under environmental noise has been viewed as a pri-

mary obstacle to the commercial use of speech recognition technology [101] [146]. There

are two main problems caused by the acoustic noise in the environment which can elicit

considerable mismatch between the training and recognition conditions, resulting in se-

rious degradation in recognition accuracy. First, the noise itself contaminates the signal

vectors representing the speech, resulting in increased processing difficulty and, secondly,

the acoustic Lombard effect [146].

2.3.3 Acoustic Lombard effect

Acoustic noise has been demonstrated to change people’s speech behaviour. The change

is known as the Lombard effect [146]. Although the nature of the Lombard effect is

speaker-dependent, some common changes in terms of spectral power, pitch and speech

rate are reported [127]. The magnitude of these changes is shown to be dependent on

the speakers’ desire for intelligible communication [106] [71]. The Lombard effect in an

interaction between people is likely to be more significant than where speakers are reading

a list to themselves: ‘The speaker does not change his speech behaviours to communicate

better with himself, but rather with others’ [173].

The estimation of speech intelligibility in noise is an important metric to consider when

measuring the Lombard effect [148]. Speech parameters, such as vocabulary size [121],

word duration, and vocal effect [246] [66] [307] vary in acoustic noise to aid communication.
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In the context of multimodal interactive systems, where the user is expected to use his

gaze to aid speech in noise, the dependency between gaze and speech can be argued to be

a metric of communication intelligibility. Thus, it is of interest to explore this metric.

Lombard speech differs between people and noise type [206] [147]. Two commonly

used noise types for comparison are stationary white noise and multi-talker babble noise.

Babble noise introduces stronger speech changes compared to white noise [147] [148]. A

recent study [204] shows that babble noise is a stronger masking noise for affecting speech

changes and introducing higher gaze frequency.

2.3.4 Strategies for noise-robust ASR

A typical approach to improve noise-robustness in speech recognition systems is to reduce

or remove the mismatch between training and recognition data or environment. The basic

idea of the approach is to either transform the speech data to match the data recorded

in training environment, or transform the model parameters trained to better match the

noisy environment. To realise noise-robustness, the approach can be broadly divided into

three groups of techniques:

1. Speech enhancement: The noisy speech data is transformed to a reference condition

(normally clean-speech condition) to resemble the speech recorded in that condition,

and recognise it using the system trained in the reference condition [101] [59].

2. Feature enhancement or model compensation: These techniques try to decrease the

mismatch between the model trained in the reference condition and the data obser-

vation by transforming the model features/parameters to better resemble the noisy

speech distribution [101].

3. Noise-resistant feature extraction: This technique assumes a recogniser is noise-

independent. The noise-robustness is realised by extracting noise-resistant (i.e.,

less distorted by noise inherently) speech features and exploring robust distance

measures [101] [142].
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Most speech enhancement techniques assume noise is additive and stationary over a

relatively large time window. Thus, their performances are less satisfactory in dealing

with non-stationary noise. Speech enhancement is realised by transforming the noisy

speech data; therefore, distortion is inevitably brought to the speech itself. Some speech

enhancement techniques were originally developed for speech quality improvement rather

than speech recognition. While these techniques can be used as a pre-processing step

before recognition, each does not necessarily improve the recognition accuracy because

the introduced distortion can be tolerable to human listeners but not recognisers. Speech

enhancement algorithms improve speech quality but not necessarily speech intelligibility

[126] [125]. Loizou [185] suggests that the causes are the perceptual effects of the dis-

tortions on the intelligibility, and the fact that none of the techniques were designed to

maximise the intelligibility metrics. Some examples of the speech enhancement techniques

are subspace-based methods [78] [116], spectral subtraction [24] [297] [225], statistical-

model-based [77] [237], Wiener filtering [310] [179], and the vector Taylor series (VTS)

compensation algorithm [209] [150]. Hu [124] reported a subjective comparison performed

on spectral subtractive, subspace, statistical-model based, and Wiener algorithms. It is

believed that, in general, the statistical-model based methods performs the best, followed

by the multi-band spectral subtraction method [151].

For the model compensation techniques, rather than processing the noisy speech to

remove the noise corruption, the parameters of recognition model are adapted to account

for the presence of noise. For example, the HMM [260] provides a framework to model

temporal and spectral characteristics in speech signals. HMM can be trained to model the

clean speech specifically and then be adapted to the noisy speech by changing parameters,

such as mean and variance of a Gaussian distribution. The model compensation technique

can potentially allow the optimisation of the model parameters to compensate for the

noisy conditions not presented in the training stage. As the adaptation relies on the

noise conditions the compensated model cannot be generalised to deal with all different

noises. Some examples of model adaptation methods other than the HMM decomposition
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technique [309] include maximum-likelihood linear regression (MLLR) [175], maximum a

posterior probability (MAP) [97], and parallel model combination (PMC) [94].

For the noise-resistant feature extraction techniques, focus is laid on extracting the

speech features that are less distorted in noise environments. By employing the noise re-

sistant features in speech recognition, recognisers are likely to be less sensitive to the effect

of noise; therefore, recognition can be potentially seen as noise-independent. To compare

the feature in different environments, similarity measurements are also studied. While the

speech enhancement and model compensation techniques require prior knowledge of the

noise, one advantage of the noise resistant feature extraction techniques is that weak or no

assumptions of the noise are made. On the other hand, this can be a shortcoming as the

performance cannot be optimised without making use of the robust features according to

a specific noise condition. There has been a variety of noise-resistant feature extraction

methods attempting to derive features that are more consistent under noise; examples

include root-cepstrum coefficients (RCC) [3], the modulation spectrograms [159], spectral

peaks [14], perceptual linear prediction (PLP) coefficients [114] combined with the rela-

tive spectra (RASTA) techniques [115], and the worth-mentioning Mel-frequency cepstral

coefficients (MFCCs) [61], which have become the standard feature set in ASR.

In contrast to the recognisers, human listeners are more capable of dealing with con-

taminated speech by utilising the partial information and reliable regions left in the dis-

torted signals. Inspired by this phenomenon, missing feature theory (MFT) [48] is pro-

posed assuming some of the time-frequency regions of signals are dominated by speech,

while others dominated by noise and speech recognition can be performed on the more

reliable components. One advantage of MFT is that its similarity to the human auditory

system in dealing with partial information in noisy data makes a minimum assumption

on the noise condition. Instead, reliable regions are identified, and the recognition is

performed accordingly, making the recogniser effective in compensating either stationary

or non-stationary noise. A study for the effectiveness of MFT was reported by Raj [261],

in which a wide variety of MFT techniques and masking schemes were reviewed. A more
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recent study [306] confirmed the robustness of MFT in large-vocabulary ASR.

Although the techniques described above claim to improve speech recognition perfor-

mance in noisy environments, the optimum performances reported are more likely to be

achieved in controlled noise conditions. One reason is that these systems are commonly

evaluated under stationary noise. While stationary noise (e.g., white noise) can be mod-

elled and processed more easily, many noises in natural environments are non-stationary

(e.g., babble noise in commercial areas). Although techniques like noise-resistant feature

extraction or missing feature approaches claim to make less assumption on the noise type,

their performances when dealing with non-stationary noise degrade significantly compared

to when dealing with stationary noise [261].

These strategies are concernd with the acoustic components of the ASR systems (e.g.,

an acoustic model) and not the linguistic components (e.g., a language model). In this

thesis, the selective use of gaze in ASR is realised by both acoustic and language model

adaptation (presented in Chapter 7).

2.3.5 Lombard effect and ASR

A study in the 1980s [262] first demonstrated that the Lombard effect can degrade the

speech recognition more than the noise contamination itself. Also Junqua [145] reports

that the Lombard effect is more degrading than the additive noise for a speaker-dependent

recogniser as it assumes minimum intra-speaker variability.

While the additive noise contamination can be better dealt with using a variety of

techniques (see section 2.3.4), the mismatch between training and practice introduced by

the Lombard effect is more difficult to deal with. The difficulty in processing speech under

the Lombard effect (i.e., Lombard speech) has long been realised. One major reason has

been widely recognised as that the Lombard effect highly varies from speaker to speaker

since the early 1990s. This inter-speaker variability is significant in terms of the strategy

with which a speaker changes the speech intensity in noisy environments. Junqua [146]

suggests that this difficulty might be reduced by identifying the subgroups of speakers in
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which a common or similar adaptation strategy is shared. Some studies on the Lombard

speech report the results divided by subgroups of objectives. For example, Boril [25]

reports a Lombard effect equalisation scheme for speech recognition, and the results are

reported for males and females respectively. On the other hand, the speaker variability

makes Lombard speech perform well in a speaker identification task [108].

In speech recognition research into noise-robust techniques, recognisers need to be

evaluated on noisy speech. A common way of acquiring noisy speech is to add acoustic

noise to clean speech data [119] [208] [208] [48]. This approach is limited because, by

injecting additive noise, it does not take the Lombard effect into account. The noise

conditions used in these studies are normally measured by signal-to-noise ratio (SNR)

as both the speech and noise signals are fixed before the injection. However, studies

show that SNR does not have a close correlation with the recognition success [101] [234];

instead, the recognition process is more closely associated with signal amplitude. In

contrast, to account for the speaker behaviour change in noisy environments, systems

need to be evaluated on the speech recorded in an actual acoustically noisy environment

(i.e., Lombard speech). The noise conditions used in latter studies are often measured by

amplitude/sound-pressure-level (SPL), as the noise conditions are presented before the

actual speech recording [26] [108] [113] [146].

Over the years, techniques have been studied to compensate for the Lombard effect

in ASR. For example, an HMM-based model is used to generate Lombard speech tokens

from neutral speech, and these tokens are used to re-train the ASR systems [109]. Another

study [28] investigates pre-emphasis and cepstral mean normalization (CMN) and the

results are compared with traditional features. A recent study [25] proposes unsupervised

frequency domain and cepstral domain equalizations; the system is evaluated in digits

presented in different car noise conditions. A review of the techniques can be found in

the report of Hansen [108].

It should to be noted that the analysis of affective/emotional behaviours have increased

attention in speech recognition researches. Similar to the Lombard effect, users’ affective
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states modify their speech behaviour, therefore causing mismatch between recognisers’

training and practice and leading to degrading recognition. However, there are differences

between Lombard speech and affective speech. For example, Lombard speech and angry

speech were reported to be different, although the fact that they both have higher pitch

frequency and loudness measured to neutral speech makes them difficult to differentiate

[203]. A detailed review of affective recognition can be found in the report of Zeng [326].

However, the analysis of affective state is not involved in this thesis and will not be further

discussed.

Besides the techniques used in speech-only systems, another approach to deal with

the speech recognition degradation brought by noise environments has been to design a

multimodal ASR. This is the approach taken in this thesis using gaze as an extra input

modality.

2.4 Multimodal ASR

2.4.1 Types of multimodal ASR

Researchers have been trying to improve speech recognition by the introduction of extra

modalities. For example, sixteen speakers were involved in a map-based interface where

they were free to use speech and gesture inputs, and a 41% drop in total error rate was

reported [229]. More multimodal systems that employ speech and gestural input and their

modality integration methods were reviewed in a report by Oviatt [232].

Some modalities are found to be tightly related to the speech production, such as lip

movements and facial gestures. A variety of studies have been conducted to exploit these

modalities for improving speech recognition. These related modalities are typically sensed

by cameras; therefore, the associated studies are often referred to as ‘audio-visual speech

recognition’. One motivation of audio-visual speech recognition is to mimic humans’

nature in speech perception; humans combine audio and visual information to decide
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what is being spoken. For example, hearing-impaired people perceive speech with the

help of ‘speech-reading’ by observing mouth movement [23] [190]. A major reason visual

information benefits the speech perception is that it provides complementary information

of the articulations. The articulators, include tongue, teeth, lips, jaw, and lower face

muscles are found to be correlated to speech production [15] [323]. The partial or full

visibility of these articulators is reported to improve human speech perception [38] [298].

The visual features extracted in the first speech-reading system in 1984 [244] include

mouth height, width, perimeter, and area. Inspired by the success, a variety of audio-

visual speech recognition studies have reported utilising visual features, such as lip move-

ment [40] [318], face detection [92] [91], or mouth tracking [81] [295]. However, in some

studies the articulatory features are not necessarily sensed by video recording devices. For

example, in a study that exploits multimodal data fusion in ASR [112], the movements

of the lips, tongue, and jaw are tracked by an attached electro-magnetic articulography

device. Overview of the visual features, audio-visual integration schemes and articulation

knowledge in speech recognition can be found in reports by Potamianos [249] [251] and

King [158].

2.4.2 Handling noise in multimodal ASR

It is not surprising that by exploiting extra visual modalities, multimodal ASR has demon-

strated more favourable performances compared to audio-only systems in dealing with a

variety of conditions, which include the Lombard effect [127]. Many multimodal speech

recognition studies have been evaluated on noisy speech and the improvements over audio-

only recognition have been reported. For example, in a study reported by Potamianos

[250], mouth-region visual information is exploited and the system is evaluated on speech

contaminated by various additive babble noise. In a study by Navarathna [217], drivers’

lip movement is combined for in-car speech recognition, whereas in another study by

Faubel [81], the in-car recognition is enhanced by mouth-localisation. In a study where

the articulatory information is retrieved using an electro-magnetic articulography device,
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a 64% increase in accuracy is reported in the noisiest (−10dB SNR) level [112]. Inter-

estingly, some studies have reported recognition enhancement in audio-only systems by

using articulatory information extracted from noisy speech [161] [158] [202].

One important finding is that the Lombard effect is found not only to affect the speech

modality, but also to have an impact on visual modalities. An effect on visual channels

in ‘speech-reading’ is mentioned by Huang [127]. When visual speech is recorded in noisy

environments, the visual features of the mouth and face also change, and the recognition

rate is further improved if the visual change (visual Lombard effect) is taken into account

[113]. The Lombard visual speech has been reported to have more jaw, mouth, and

head movements as well as increased correlation between audio and visual modalities

[58]. Where audio Lombard effect is a phenomenon with increased intelligibility to aid

communication (see section 2.3.3), the results suggest that the increased intensity in visual

modalities and audio-visual correlation serves the same objective. Moreover, the greater

change in babble noise than in white noise in terms of more intense frequency and more

jaw and mouth movements agrees with the audio-only findings where more intelligibility

can be observed in babble noise compared to in white noise [146] [148].

Articulatory features are tightly related to speech due to the nature of speech produc-

tion and perception. While exploiting these tightly related modalities has been showing

great potential in multimodal speech recognition, the use of those modalities that are not

directly involved in articulatory process has also been investigated, such as gaze [49].

2.4.3 Gaze-contingent ASR

Considering the volume of multimodal speech gaze systems, the number of reported stud-

ies in exploiting gaze for robust speech recognition in a ‘gaze-contingent ASR’ is relatively

limited. A common approach for integrating gaze in speech recognition is to increase the

probability of a word being spoken if the related object is the focus of gaze. In a study

by Sarukkai [282], if a user looks at a city on a map, the city name’s word score in speech

recogniser will be boosted. While in a study by Zhang [327], a gaze N-best list is generated
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with the rank representing the distance between an object and the gaze fixation. This gaze

N-best list is used to disambiguate the similar sounding words of these objects. More re-

cently, studies have tried to improve speech recognition by adapting language model using

the gaze information. The language model perplexity improvement is reported by Cooke

[50], realised using cache-based adaptation (defined later in the thesis section 7.1.5) with

the cache composed by gaze events. However, minor Word Error Rate (WER) improve-

ment is reported by Qu [257], whereas integration of gaze is shown to improve figure of

merit (FOM) by Cooke [49]. The latter study also contributes by recognising spontaneous

conversation between people; anticipating this natural interaction style can be employed

by future multimodal systems. It is argued that the modest increase in WER can be

explained by the fact that people tend to clearly speak the words associated with visual

foci in the visual fields. Due to the generally good performance recognising these words,

there is not much room for improvement. However, this may not be the case when the

speech recognition performance is compromised (e.g., in acoustic noise). For this reason,

it can be expected that the use of gaze in speech recognition is more beneficial in noisy

environments. However, so far none of these systems have been evaluated in such settings.

Based on the discussion of the existing gaze and speech recognition studies above,

several main concerns are proposed for more robust gaze-contingent speech recognition:

• Gaze is ‘always on’, i.e., not all gaze events are related to speech. Thus, it is more

reasonable to use gaze events selectively with ‘relevance’ considered.

• The variability of the temporal relationship for integrating speech and gaze. Among

the mentioned speech-gaze systems, some have reported the benefit of using co-

occurring fixations/visual attentions [327], while others used the preceding ones

with a variety of optimum eye/voice spans. Even in the same study where the task

settings remain unchanged, inter-speaker variability is reported [155]. Thus, a well-

designed integration scheme that is not only based on fixed time delay is likely to

be more desirable.
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• The evaluation of the system in noisy environments. For the system to be robust

in natural environments, not only the additive noise contamination, but also the

Lombard effect should be involved. Thus, the system needs to be evaluated on the

data recorded in real-world noisy environments.

This thesis aims to address all these concerns in the context of multimodal HCI systems

and gaze-contingent ASR.

2.5 Summary

In this chapter, multimodal systems in the context of HCI are described highlighting

the concept of context awareness: extra information available to the system to assist in

fulfilling its purpose (section 2.1).

In section 2.2, the gaze modality and its selective use in multimodal systems are

described. Some commonly used gaze features, such as fixation duration, saccade length,

pupilary response, and visual attention are discussed. The top-down and bottom-up

analytical approaches and the concept of gaze roles with the underlying aspects of context

awareness is presented with the discussion of the measurable validity; roles related to

cognition lack external validity whereas those related to interaction and environment

change can be validated. The use of machine learning techniques in gaze data analysis is

discussed.

In section 2.3, the broad historical progression of the ASR is discussed with the tech-

niques applied in this study. The impact of the acoustic noise is discussed in the context of

ASR, multimodal ASR, and gaze-contingent ASR (section 2.4) respectively. The speech

behaviour change in acoustic noise (termed as acoustic Lombard effect) is discussed with

the change in other modalities.

Gaze is an underutilised modality in the ASR systems, and the related studies are

presented with the expectation that the use of gaze is more beneficial in acoustic noise.
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CHAPTER 3

INTEGRATION OF GAZE AND SPEECH IN ASR

In section 2.3 and 2.4.3, it has been discussed that the performance of ASR in acoustic

noise can be improved by:

1. The knowledge of the noise condition.

2. The information in gaze information events (e.g., visual attention) that are related

to spoken words.

In this thesis, these two concerns are addressed with a proposed architecture described

in section 3.1. A working gaze role taxonomy is proposed in section 3.2. The coupling of

gaze events with other modalities is described in section 3.3 with the implementations in

acoustic noise and visual attention inference outlined in section 3.4 and 3.5.

3.1 Architecture

Figure 3.1 shows the design architecture of a selective gaze-contingent ASR system. As

introduced in section 1.6, the selective use of gaze in the ASR is achieved by acoustic model

adaptation based on acoustic noise inference (ANI) and the language model adaptation

based on visual attention inference (VAI).

The ANI will be realised by quantifiable measurement of the relationship between

speech and gaze and the dependency of the relationship on acoustic noise. The ANI
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framework is outlined in section 3.4 and evaluated in Chapter 5.

In section 2.2.3, it has been discussed that visual attention is a specific type of gaze

information event, which is closely related to the psycholinguistic processes. Visual at-

tentions have been exploited in ASR systems to improve recognition performance [49]

[50] [257] (see section 2.4.3). However, as gaze is ‘always on’, it is reasonable to assume

that some visual attentions are more related to spoken words (i.e., relevant to system

function in ASR systems) than others. In this study, it is proposed that the use of visual

attentions be selective: those related to speech should be used in integration rather than

all visual attentions. The visual attention inference (VAI) will be achieved using gaze

events characteristics and the coupling with speech and system response events. The VAI

framework is outlined in section 3.5 and evaluated in Chapter 6.

The speech used in both inference frameworks is a baseline ASR output without in-

troducing gaze input. A selective gaze-contingent ASR that utilises both inference frame-

works is built and evaluated in Chapter 7.

3.2 Taxonomy of Gaze Roles for ANI and VAI

In section 2.1.4 and 2.2.4, the cognitive, interactional, and environment reaction gaze roles

and the underlying aspects of context awareness (CA) are discussed. These complemen-

tary descriptors for gaze behaviours - cognition, interaction, and reaction to environment

- afford simultaneous interpretation, i.e., behaviours relating to cognition do not cease

when behaviours with an interaction are inferred and vice-versa.

Building on the previous work of various gaze types [266] [292] [221], a working (non-

exhaustive) taxonomy for gaze roles in this thesis is proposed:

• Cognition Roles. Gaze behaviours relating to cognition that lack validity by direct

measurement, although evidence for their existence in cognitive science is strong

(see section 2.2.4). Examples include object naming, mediating attention, reading,

scene perception, visual memory, sentence planning, and other psycholinguistic roles.
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Figure 3.1: The system design architecture for inference of acoustic noise condition and
relevant visual attentions. The selective gaze-contingent ASR benefits from utilising the
inference results. ANI results are used for acoustic model adaptation and VAI results for
language model adaptation. The arrows represent the data flow.
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These cannot be inferred directly but, as is shown in Chapter 5, can be utilised to

infer the acoustic noise condition in ASR.

• Interaction Roles and Environment Reaction Roles. Gaze behaviours relating to

interaction and reaction to changes in the environment; directly measurable. These

can be inferred directly following the probabilistic Bayesian approach outlined in

Chapter 6 and include:

– Task-oriented Visual Attention(TOVA) - Gaze behaviours associated with tasks

and activities assumed by the system. Examples include typical gaze-oriented

roles, such as eye typing, selection, and gesturing.

– Social Visual Attention(SVA). Gaze behaviours associated with social interac-

tion between people. Examples are establishing agency, regulating interaction,

communicating social attention, and conveying emotion.

– Reactive Visual Attention (RVA). A person’s gaze guided by changes in the

environment - e.g., visual or auditory disturbances, such as changes in displays,

noises and so on.

– Task-independent Visual Attention (TIVA) - Gaze behaviours other than the

above ones that do not contribute to the system task or interaction.

The taxonomy splits context awareness (see section 2.1.4) into three categories - cogni-

tive context awareness (CCA), interactional context awareness (ICA), and environmental

context awareness (ECA) (Figure 3.2). Each CA category contains a number of hypoth-

esised aspects. For CCA, these are related to the hypothesised cognitive process, i.e.,

‘what the user is thinking’. For ICA, the aspects relate to how people interact with one

another, i.e., ‘what the user is communicating’. For ECA, this relates to ‘traditional’ CA

aspects needed to infer gaze behaviour, such as the state of the visual field and acoustic

noise. The aspects in each CA category are not exhaustive and, depending on system

function (and current ‘best practice’), will differ. It needs to be noted that, while ICA
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and ECA can be observed and measured, CCA (e.g., brain activities) cannot be observed

and are thus considered latent/hidden/confounding variables.

The two cognitive gaze roles exploited in this study is object naming - where people

look at objects prior to naming them, and mediating attention - where people look at

objects during naming them. These preceding or co-occurring gaze events are commonly

utilised in gaze-based multimodal systems to integrate with speech (discussed in section

2.2.6 and 2.4.3).

Task in TOVA refers to a task that the user is undertaking, which is assumed by the

HCI system; for example, it may be a hypothesised task relating to looking at the spoken

objects to assist speech in noisy environment (e.g., in a ‘put-that-there’ task where a

gaze-contingent ASR can be exploited). It is reasonable to assume that different tasks

will require different use of CA and thus manifest different gaze behaviours; i.e., depending

on system function, there may be more than one TOVA. The visual attentions unrelated

or not contributing towards the system function are described by TIVA.

Social visual attention (SVA) describes gaze behaviours associated with social interac-

tion. Examples include establishing agency, regulating interaction, communicating social

attention, and conveying emotion. These interactive contexts are taken from work in eye

movement synthesis in robotics [292]. In terms of an HCI system where only one user is

involved and no social interaction is assumed, SVA is not considered in the scenario.

Reactive visual attention (RVA) occurs where a person’s gaze is guided by changes

in the environment - e.g., visual, auditory or oflactory. An example of RVA would be a

visual attention reacting to the change in the display.

3.3 Coupling between Gaze And Speech Events

Inferring roles for gaze by measuring gaze features only may not be the best practice

because many roles (shown in Figure 3.2) are associated with multimodal behaviour.

Therefore, inference of gaze roles requires defining the information events and features
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Figure 3.2: Proposed working gaze role taxonomy for this thesis. The arrows represent
that three classes of gaze behaviour are defined related with the underlying CA from cog-
nitive, environment reaction and interactional processes and the visual attentions inferred
in this work is related with the measurable gaze roles. Elements in different boxes are
treated differently within the working taxonomy. Task refers to the user’s task assumed
by the HCI system.
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Figure 3.3: Proposed coupling framework between information events in different modal-
ities.

to be recognised in gaze and other modalities: e.g., for gaze, the events are information

occurrences that are detected by measuring gaze features, such as fixations and their

durations upon identified objects, and for speech, events could be words. The events

in other non-verbal human modalities could be defined by established taxonomies, e.g.,

facial expressions signifying specific emotions, body gestures signifying deictic reference

and so on. Modalities could also be other external sources of information, e.g., changes

to a display or the actions of another person. Of the interest in this work, the coupling

approaches are demonstrated specifically between gaze and speech modalities.

As part of the inference, the semantic and temporal relationship is defined between

these events. The semantic relatedness defines how strong events across modalities are

coupled in terms of their role-dependent meaning. The temporal relationship between the

events defines how strong events across modalities are related according to their occurrence

in time. In section 2.4.3, the variability of the temporal relationship between speech and

gaze for integration is discussed. A coupling framework is proposed with all events in one

modality coupled to all events in another within a temporal window. Figure 3.3 shows

the coupling between a gaze event and all those in speech. Each couple has a ‘weight’ or

‘strength’ determined from temporal and semantic constraints.

Thus, the role(r)-dependent multimodal coupling between two modalities fr(.) can be
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defined to be the semantic relatedness f sr (.) and temporal relatedness f tr(.) combined using

a certain function h(.). More formally, the semantic and temporal relationship between

information events in gaze and speech can be stated using a general coupling function:

fr(G,W ) = h(f sr (G,W ), f tr(G,W )) (3.1)

where f sr (.) and f tr(.) are functions that measure the semantic s and temporal t relationship

respectively between gaze event sequence G = (g1, g2, . . . , gt) and speech event sequences

W = (w1, w2, . . . , wv) based on a defined role r. The function h(.) is the means by which

temporal and semantic functions are combined. For the two types of gaze role defined

(cognition and interaction) in section 2.2.4, how this coupling function is realised will differ

as described and implemented in Chapter 5 and 6. It needs to be noted that in event-

based frameworks where only single events in the sequences are concerned, for example

gaze event gt and speech event wv, the G and W in the expression 3.1 can be replaced by

gt and wv respectively.

3.4 Mutual Information And Its Utilisation in Acous-

tic Noise Inference (ANI)

As discussed in section 2.2.4, gaze roles relating to cognition cannot be measured, and

thus, cannot be directly inferred. However, their relative prevalence over the temporal

window can be estimated with measures for each role based on a-priori assumptions of

information events and their coupling. These measures can be combined to form a feature

vector used by a classifier to infer measurable variables such as environmental conditions

like acoustic noise level.

Since Peng [243] investigated the use of Shannon’s mutual information (MI) [285] in

calculating correlation between features for the feature selection, countless studies adopted
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this MI approach to study the relationship between features. For example, being non-

linear, MI is reported to be effective in representing the relevance and dependencies of

features in data mining [184] and pattern recognition [80]. MI is also used to combine

multi-sensor data inputs within a statistical framework, and the main advantage is shown

to be the capability of measuring various relationships between information sources taking

into account the underlying uncertainty [201]. However, none of them investigated the

value of MI measure in studying the relationship between gaze and speech to improve

ASR robustness in acoustic noise.

In the previous studies, the MI measure has been compared with other correlation

measures. Roy [273] [275] built word acquisition systems based on maximum MI be-

tween co-occurring spoken and visual input to combine similarity metrics without the

need for ad hoc heuristic measures. Estévez [80] claims that the MI measures distinguish

it from other correlation measures in two main properties: first is the capacity of mea-

suring any kind of relationship between variables and second is its invariance under space

transformation [171]. MI is also used to measure the non-verbal human-robot interac-

tion for the behaviour recognition system and is compared with conditional entropy(CE)

and Kullback-Leibler divergence(KL) [196]. For two random variables X and Y, the CE

represents the uncertainty of Y given X, averaged over all possible values for X, and KL

represents the similarity between X and Y distributions. His results state that, although

MI measures the relevance/dependency of X and Y and is closely related to CE and KL,

MI is a significantly better measure for assisting interaction prediction.

To quantify the coupling of gaze events with speech over a temporal window, the

measures proposed utilise MI. Gaze and its coupled modalities are modelled as a sequence

of discrete-valued random variables representing the events that define their cognitive

role, such as object naming and mediating attention (see section 3.2). Let g and w be

the random variables for gaze event (e.g., visual attention) and speech event (e.g., word

sequence) respectively. The MI I(G;W ) is a measure of the difference in entropy between

the joint density p(g, w) and the product of the marginal densities p(g) and p(w):
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I(G;W ) =
∑

g∈G,w∈W

p(G = g,W = w) log2

p(G = g,W = w)

p(G = g)p(W = w)
(3.2)

An MI measure can be proposed for a specific relationship between gaze and speech.

An MI of 0bits (assuming base 2 log) indicates that the modalities are uncoupled - i.e., that

the event occurrence in one modality is independent of the event occurrence in another

modality. An MI > 0bits indicates the strength of the assumed relationship. For a random

variable pair (X;Y ) of n possible values with possibilities p1, p2, . . . , pn, the theoretical

maximum value of the mutual information Im(X;Y ) = logn2 when p1 = p2 = . . . = pn

(e.g., Im ≈ 3.20 when n = 9). The multimodal coupling function (expression 3.1) is used

to estimate the joint and marginal densities from the coupled event occurrences in the

gaze and another modality over a window of time T . That is saying, the densities are

estimated based on how multimodal coupling functions are defined:

fr({gt−T , . . . , gt}, {wt−T , . . . , wt}) (3.3)

MI can be interpreted as a generalised measure of relationship strength for it being

analogous to other correlation measures, but sensitive to the functional relationship de-

fined by the coupling function, not just linear dependencies (e.g., Pearson correlation or

Euclidean distance) [294]. Of interest for this study is, in contrast to those more com-

monly used measures that quantify linear dependencies [294], MI is 0 if and only if the

gaze and speech for the specified relationship is statistically non-related/independent.

The implementation of the ANI framework and the analysis of the MI approach results

will be discussed in Chapter 5.
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3.5 Visual Attention Inference (VAI)

Interaction gaze roles can be directly inferred; sequences of multimodal data are labelled

with the gaze role according to rules, taxonomies, and behaviour patterns. As for noise

inference, the multimodal coupling function in expression 3.1 may be defined as corre-

sponding to a relationship between speech and gaze. The coupling function can also be

defined to assist the gaze role inference. The difference is that the function is used in

inference to define a likelihood function rather than a feature vector.

Applying Bayes theorem for classification, the probability that a gaze event can be

attributed to a gaze role r at time t is proportional to the product of the likelihood

function and prior:

P (rt = r|gt = g,W ) ∝ P (gt,W |rt = r)P (rt = r) (3.4)

which can be rewritten as:

P (rt =r|gt = g,W ) ∝ P (gt = g|rt = r)P (W |rt = r, gt = g)P (rt = r) (3.5)

The liklihood P (gt = g|rt = r) is described by probability density function (pdf)

p(gt|rt) representing gaze event characteristics. As a demonstrative approach, the likeli-

hood pdf p(W |rt, gt) can be calculated by estimating the relationship between a gaze

event gt and speech sequence W for role r via the coupling function fr(gt,W ) nor-

malised with respect to the coupling functions for other roles so the total probability∑V
v=1 P (W |rt = v, gt = g) = 1:

P (W |rt = r, gt = g) ∝ fr(g,W )∑V
v=1 fv(g,W )

(3.6)
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where v ∈ V denotes the set of considered roles.

Note that for systems inferring a gaze role from gaze behaviour alone, expression 3.5

reduces to:

P (rt = r|gt = g) ∝ P (gt = g|rt = r)P (rt = r) (3.7)

The implementation of the VAI framework will be discussed and evaluated in Chapter

6.

3.6 Generalising Speech to Other Modalities

In this chapter, the coupling functions are described between gaze G and speech W

specifically. As discussed in section 3.3, when another modality M is considered (e.g.,

system responses) to be related to gaze role behaviours, the speech sequence W and event

w in the proposed frameworks can be replaced by the sequence of this modality M and

event m respectively.

3.7 Summary

In this chapter, a fundamental coupling framework of the information events in two modal-

ities is described. The application in the ANI framework for acoustic adaptation is pre-

sented with the MI being a relationship measuring approach based on cognitive gaze roles.

A general framework of VAI in the integration process for language model adaptation is

discussed based on the gaze roles associated with interaction and reaction to environ-

ment change. The implementations of the frameworks in this study will be described and

evaluated respectively in Chapter 5 and 6.
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CHAPTER 4

A CORPUS OF GAZE AND SPEECH IN
ACOUSTIC NOISE

From about 3 or 4 years of age, we have the ability to express and comprehend the

speech and gaze behaviours of others [65] [207]. In Chapter 2, it has been discussed

that in an acoustically noisy environment, we adjust our speech and gaze behaviours

for communication with others [204]. Interactive systems increasingly employ natural

multimodal interaction styles and operate in real-world environments, where acoustic noise

could be involved. For such systems to interpret a user’s speech and gaze to understand the

communication intent behind the modalities (i.e., instructions the user wants to express

to the system), the behaviours of the user’s gaze and speech, their relationship, and

how those change in noise need to be learnt. For this purpose, a corpus of speech and

eye-tracking data is collected in different acoustic noise environments.

This chapter describes the experiment set up and the data collected, which will be

referred as the ‘Eye-Speech-in-Noise (ES-N) corpus’ hereafter. The concept of the Wizard-

of-Oz (WoZ) simulation and the motivations of using the setting are discussed followed by

its implementation. The experiment task implementing WoZ simulation for the speech-

gaze data collection is described. The participants and apparatus of the experiment are

introduced.
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4.1 Motivation for Collecting the ES-N Corpus

Corpora are collected for speech technology and linguistic researches. These corpora are

collected to benchmark systems and provide standard for research evaluation and so on.

In an early study Doddington [64] pointed out that to turn speech recognition theory

to practice, formal evaluation tests need to be performed on real data. Consequently

in his study, a speech corpus with a vocabulary of 10 digits and 10 command words

was collected for the evaluation. The TIMIT corpus [96] of read speech was collected to

provide data for the development and evaluation of automatic speech recognition systems.

TIMIT contains speech representing 8 major dialect divisions of American English with

10 phonetically-rich sentences spoken by each speaker. The Wall Street Journal-based

continuous speech recognition (WSJ-CSR) corpus [241] was used in the benchmark tests

for the APRA spoken language program [238].

Some corpora are read-speech corpus, such as broadcast news [227], lists of words,

or sequences of numbers [176] and also there are spontaneous-speech corpus, such as di-

alogs (between two or more interlocutors) [289], map-tasks (one explains to another) [5],

appointment-tasks (two persons try to reach a common meeting schedule) [140], or nar-

ratives (story-telling) [247]. Each corpus may contain English or other foreign languages,

such as Chinese mandarin [303]. The amount of multimodal speech corpora is increasing to

support the high-level understanding in the context of meetings. For example, VACE [41]

captures multimodal data, such as speech, gaze, gestures, and postures, for understanding

meetings, while AMI [194] is a corpus containing data of speech recognition, computer

vision, dialogue, discourse, and meeting abstraction for developing remote-meeting assis-

tants and meeting browsing frameworks.

There are existing speech and gaze corpus in the human-computer-interaction sys-

tems. For example, the Cooke’s eye/speech corpus [49] contains speech and synchronised

eye movement data collected through a collaborative map describing tasks involving two

participants. In total, 9 participants were involved, and 18 sessions were recorded using 9

maps with each session lasting for 5-15 minutes. The collection of the Cooke’s corpus was
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motivated by the evaluation of the gaze-contingent automatic speech recognition (ASR)

system built for the study. However, the amount of such corpus is very limited, not

available publically, and does not specifically pay attention to the effect of acoustic noise.

And as far as the author is aware, there is no such speech-gaze corpus that is recorded in

different levels of acoustic noise.

The motivation of collecting the ES-N corpus is to gain practical data to explore the

noise-dependent relationship between speech and gaze. The corpus has value for the

evaluation of future speech-gaze researches.

4.2 Wizard-of-Oz Simulation

An experiment task is set up using the Wizard-of-Oz (WoZ) simulation paradigm de-

scribed in this section.

4.2.1 WoZ as a research method

Wizard-of-Oz [55] or high-fidelity simulation [193] is a methodology used in intelligent

systems for the simulation of high-level functions. A human so-called ‘wizard’ simulates

a system that interacts with the human users just like the envisioned system. Ideally,

the users would not be aware of the simulation; therefore, they behave as if they were

interacting with a real system. A general objective of using WoZ is to simulate the system

components or functions that require the most effort or are not feasible with the on-going

technology (e.g., accurate speech recognition in noisy environment).

The WoZ simulation has been used in various applications since the 1970s. For exam-

ple, in an early study [193], an intelligent agent is simulated to learn actions, pointing at

or talking about relevant data from the users. Later examples include the experiments for

collecting speech and gaze related data in interactive systems. In a recent study [129], a

WoZ system is presented for predicting human attention interruptibility using the audio

and video data sensed, and a 78% accuracy is reported. Another study [222] is reported
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where a gaze-aware ‘look-to-talk’ interface is developed for the users to interact with an

animated virtual agent, and the WoZ system is compared with a real recognition system

in terms of user preferences. WoZ paradigm is also used for collecting the speech and gaze

data for a dialogue system [296].

In a study that applies WoZ simulation in service robots [102], the data obtained from

the WoZ study is stated to be qualitative to a large extent in terms of comparable user

experience to regular interfaces. An important feature of the WoZ simulation is allowing

the system designer to act as the system (i.e., become a wizard) because during the

interaction, the wizard is personally responsible for the user’s experiences and confusions,

which motivates and justifies the revision [193]. Sometimes this is also the cause of

particular concerns, such as whether the data can represent the real system utility so that

the validity of the simulation setting needs to be considered based on the purpose of the

system [193].

4.2.2 Motivation

A challenge with designing an interactive system that employs a natural multimodal

interaction style is to capture a user’s behaviour when he/she interacts with it. Because

such intelligent systems are expensive or performances are not yet adequate, there is a

need to simulate the system using WoZ settings.

With the WoZ setting, the designer can benefit from the rapid set up of the system

to conceptualise and attempt new interface ideas. In addition, important early design

experience can be gathered through the preliminary implementation phase [103], and an

impression of the system interactions may be learnt from early user experience.

By acting as the ‘wizard’ and interacting with the users, the designer can improve the

understanding of what kind of interaction the system should support or the suitability

of the modalities. The typical results produced by the WoZ studies can be the corpora

in various formats for different purposes (e.g., linguistic data for language modelling and

speech recognition [6]).
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Of the interest in HCI studies, WoZ supports the premise that computers can be

considered as a social actor with similar interaction methods to people. While this is

generally believed to be an important advantage of the WoZ setting, it has also been

criticised for failing to elicit the same user behaviours observed with practical systems

(limitations of real system) [102]. Thus, the purpose of the system - particularly the

premise that it is a natural social actor - needs to be considered as well as the allocation

of the simulated components in the system.

The validity of using WoZ simulation can be assessed by comparing the humans’ task

performance with machines’. Fitts [86] reported a list asserting what ‘men are better

at’ and what ‘machines are better at’. The list was further discussed and developed by

Sheridan [288]. According to their studies, machines are better than humans at responding

quickly to signals, reasoning deductively, and storing and erasing information. Humans

are better at detecting small changes in the environment, perceiving patterns, improvising,

and making judgments. A WoZ system that recognised gaze and speech was compared

to a real system, and the worse performance of the real system resulted in less natural

interaction with users [222].

Considering the objectives of the corpus collecting task in this study (see section

4.1) are to collect practical data for exploring noise-dependent speech-gaze relationships

and speech-gaze-based system evaluation, there are several reasons to adopt the WoZ

simulation. First, the interactive system is hypothesised to employ natural multimodal

interaction in a real-world utility (i.e., to be human-like). Secondly, as the effect of

acoustic noise is a key part of the thesis, a wizard can better respond to its change in

the environment. Most importantly, a wizard possesses the capability to better perceive

a user’s speech and gaze behaviour in the acoustically noisy environment, while no real

system can achieve this yet. In addition, the designing of such a system cannot be realised

without the study of the corresponding data.
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4.2.3 Abstract system descriptions

Abstract descriptions of the system are used as a guide for the wizard to prepare the

interaction and for the users to realise the extent to which they can naturally interact

with the system. This information sets constraints not only on the condition of use, but

also on the focus of the system [102].

The three kinds of abstract descriptions are considered prior to the implementation:

• User instructions provide the information to the users about how they are sup-

posed to interact with the system and/or the tasks they must perform.

• User behaviours hypothesise the behaviours that the designer believes the users

will perform during the task.

• System behaviours specify the function of the wizard in the interaction, how the

wizard is supposed to control the system, and the feedback to give.

This information is supposed to aid both the wizard and the users. A wizard should be

trained to answer these questions before the real data collection experiments. In a large-

scale multimodal interaction context, it is typical to use two or more wizards to reduce

the amount of work each wizard undertakes, such as the dual-wizard scheme used in a

framework for designing a speech-pen system [46]. However, to maintain the appearance

of a single system, all wizards need to be trained properly to have a similar understanding

of the system and collaborate closely to act as one system. To remove the potential bias

caused by different understandings of these questions, in this study, the same wizard is

used in all data collection tasks. The implementation of these abstract descriptions for

the experiment will be described in section 4.3.2.

4.2.4 Data collection and pilot study

One of the main purposes of conducting a WoZ simulation in the context of HCI research

is to collect data of user behaviours. With a proper setting that meets the designer’s
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requirements, a large amount of data can be collected. However, this is expensive, and it

is important to decide upfront what type of data to collect and the parameters or variables

setting to meet the purpose of the study. As mentioned previously in section 4.2.2, one

advantage of WoZ is allowing quick system set up; a pilot study for initial data collection

can be conducted to fulfil these objectives.

4.3 Method

In this section, the experiment task implementing WoZ simulation for the ES-N data

collection is described. The participants and apparatus of the experiment are introduced.

4.3.1 Task

The task is a collaborative puzzle task based on Schmandt’s seminal ‘put-that-there’ [283].

The task involves a user utilising gaze and speech to instruct the system to position a

coloured shape on a map displayed on a computer screen. This means that during a task,

the user needs to convey three elements to the system - colour, shape, and position - to

form a ‘spatial location’ instruction. The envisioned system perceives the user’s speech

and gaze direction and gives responses by updating the result on the displayed map based

on the perceived instructions. The task ends by the user confirming the correct outcome

on the screen. In this task setting, the user’s instructions to position a certain coloured

shape is so-called his ‘communicative intent’.

Users do not always interact multimodally in a multimodal system. In this task,

they use speech and gaze to issue spatial location instructions. Gaze is optional, and

the instruction could be issued by speech only. However, in a previous work [228], it was

revealed that 95% to 100% of users preferred to interact multimodally when they were free

to use either modality in a spatial domain, while the figure was below 70% in numerical

domains and 60% in verbal domains. In this task, the map is therefore designed for

maximum spatial separation between elements (Figure 4.1), and the interaction objectives
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Figure 4.1: The spatial puzzle task used to elicit different gaze behaviours in acoustic
noise. The user instructs the system to place a coloured shape in one of three locations
(in this case a red triangle in location 3/left). The user’s focus of visual attention is
overlaid on the task map (small circle).

are clearly laid out across the map to encourage the participant actively using both speech

and gaze to convey the instructions.

The task is repeated for different combinations of coloured shapes and positions se-

lected at random. The task is undertaken under different acoustic noise conditions, in-

cluding a no-noise (baseline) condition. More details regarding the noise conditions are

discussed in section 5.3 and 4.5.1.

4.3.2 WoZ implementation and system descriptions

In the WoZ simulation setting, one or more ‘wizards’ act as one envisioned system (see

section 4.2.3). In this work, a single wizard is used to remove the potential bias caused

by different understanding of the task and personal operating style.

The wizard on behalf of the system responds to the user’s instruction by updating

the result on the screen or vocal (optional) feedback. The wizard terminates the task

upon receiving the user’s confirmation of the correct result. An example of a task process
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User: Place the blue circle on the top.

Wizard: Green circle on the top?

(Place green circle on top)

User: No, blue. Blue one.

Wizard: Alright, blue circle on the top?

(Place blue circle on top)

Wizard: Like this?

User: Yes, good job.

Wizard: OK.

(End the task)

Figure 4.2: A sample dialogue for the spatial puzzle task. The user tells the wizard to
place a coloured shape in one of three locations (in this case a blue circle in top location).

is listed in Figure 4.2 assuming the wizard provides vocal feedback (the actions in the

brackets are the updates on the screen controlled by the wizard):

With the knowledge of the hypothesised system, the three abstract system descriptions

(see section 4.2.3) are:

• User instructions: ‘Tell the system the colour and the shape you choose and

the position to place this coloured shape. The system will try to understand your

instruction from listening to your speech and watching your gaze.’

• User behaviours: The user will issue the instruction in front of the computer

screen. The user will use speech to issue the instructions that involve choosing a

colour, a shape, and a position. With the knowledge that the system is monitoring

gaze, the user may use it to aid speech. The user’s use of speech and gaze depend

upon the acoustic noise in the environment.

• System behaviours: The system updates the results on the screen according to

the perceived instructions. The system optionally gives vocal feedback. The system

terminates the task when the user confirms that the result is correct.

These descriptions aid the understanding of the data collection system before the actual

experiment is conducted. They point out to the users the modalities they ought to be

using during the task and serve as a guide to prepare the wizard.
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4.3.3 Experimental procedure for corpus collection

Two experiments are conducted for the corpus collection; a pilot study for initial data

collection is performed prior to the main data collection experiment.

The pilot study addresses several issues. First, it tests the apparatus to use for the

data collection and provides a general impression of the experiment processes. Secondly,

it is used to determine which acoustic noise conditions (motivated in section 4.1) are best

used to elicit the change in gaze and speech behaviours. It aims to explore the quality of

speech and gaze data collected with the equipment and some initial analysis on modelling

the relationship between gaze and speech. Also, the practical experiences from the users

can serve as an informal usability test of the WoZ simulated system. The findings of the

initial data collection are described in section 5.3, and the system used in the main data

collection is adjusted accordingly.

4.3.4 Participants

The task is repeated multiple times. Each repetition is referred to as a ‘session’. Each

session involves two participants: a user issuing spatial instructions and a wizard acting

as the system to react to the instructions. The user’s instruction mainly involves a

combination pattern that defines 3 elements: colour, shape, and position described in

section 4.3.1. The user is the observation target and the source of data recording.

Four participants took part in the initial exploratory experiment, and another seven

participants took part in the main corpus collection experiment as the users. All par-

ticipants are PhD students from the University of Birmingham. There are 8 males and

3 females with ages ranging between 23 to 26 and Chinese as first language. Their spo-

ken English is sufficient enough to fulfil the task requirement. Participants are randomly

picked from the volunteered candidates. All participants do not have previous experiences

with the gaze-tracking experiments nor the equipment used. A trained wizard undertakes

the role through all sessions to maintain the consistency in the system operation style.
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4.3.5 Apparatus

Participants talk to one another through microphones and closed-back headphones. The

headphones play both voices to each person; they hear their own voice as they speak

because this has been demonstrated to be a key component in how people regulate their

speech due to background noise [173]. To record the data in noisy environment, acoustic

noise is added to the speech heard by participants through the headphones. Users’ ‘clean’

speech is recorded on separate audio channels at the CD sample rate quality of 44.1kHz

to facilitate ease of transcription. The user and wizard’s microphones are studio quality

and desk mounted (model ‘Shure SM48’). To ensure the sound level heard by the wizard

is identical to that heard by the user, an audio splitter - 2x Jack 3.5mm stereo (female),

1x Jack 3.5mm (male) stereo - and two identical headphones are used. The fact that

the wizard can also hear the noise makes it possible for him to misrecognise the user’s

instruction.

The visual task displayed on the computer screen is augmented at time t with the

user’s focus of visual attention at time t so that the wizard can see what the user is

looking at. The user’s map is not augmented with his/her own focus of attention to avoid

the phenomena of the user ‘cursor chasing’ his/her own gaze, the bane of many eye-typing

applications [189].

The user’s focus of visual attention is captured using a head-mounted eye-tracker

(SR Research Eyelink 2) that captures binocular eye position at 500Hz using dark pupil

and corneal reflection methods from infra-red illuminated video of the eyes [67] and the

corresponding fixation/saccade events. More Eyelink 2 details are given in table 4.1. The

accuracy enables reliable detection of fixation and saccades to positions of 2◦ visual angle.

The set up of the eye-tracker system involves two PCs, an Eyelink host PC and a

display PC (Figure 4.3). The host PC performs real-time eye-tracking, gaze position com-

puting, and speech recording in addition to eye-tracker configurations and performance

monitoring. Online detected gaze events, such as fixations and saccades, are stored on the

host PC and sent to the display PC through the Ethernet. The display PC provides the
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Binocular Sampling Rate 500Hz
Average Accuracy 0.5◦

Saccade Event Resolution 0.05◦ microsaccades
Pupil Size Resolution 0.1% of diameter
Blink Recovery Time 1 msec
Gaze Tracking Range 40◦ horizontally, 30◦ vertically
Allowable Head Movement +/− 30◦ display
Optimum Camera-Eye Distance 40− 80 mm
Headband Weight 420 grams
Headbank Cable Length 4.2 meters

Table 4.1: SR Research Eyelink 2 eye-tracker technical specifications

applications to design the experiment flow, view the recorded data, display calibration

targets, and on-going experiment. The displayed gaze events and positions are received

from the host PC.

The wizard controls the shifting of different colours, shapes, and positions by pressing

the corresponding keys on the keyboard connected to the host PC. The key to choose

each element is clearly stated on the task map, and the system descriptors are listed so

that the wizard does not need to memorise them. The wizard changes the combination

until the user is understood. When the users are satisfied with the result on the screen,

they press space on the keyboard to end the task.

4.3.6 Experiment design application

The tasks are built using the SR Research Experiment Builder v1.4.402. It is the software

used to create and run the task and control the recording of gaze and speech.

Within the software, a hierarchical organisation of events is defined to describe the

experiment flow (Figure 4.4). The experiment is broken down to several levels along the

hierarchy. This allows the task to be repeated. In the experiment, the Experiment level

contains an instruction screen followed by a sub-level named as the Block level. Each

Block level is undertaken under a specific noise condition several times and repeated with

other noise conditions. Within each repetition of the Block level, the user performs a

camera adjustment, calibration, and validation, and then runs several trials (sessions).
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Figure 4.3: The set up of the eye-tracker system. Online detection of the gaze events and
position is performed by the host PC, and the data is sent to the display PC through the
Ethernet. The wizard acts as the envisioned system and reacts to the user’s instructions
by updating the displayed result using the keyboard.

Every iteration of the Trial level starts with pre-recording preparations (e.g., clearing

trigger data, flushing log file, preloading video and audio resources) and drift correction

followed by the trial recording. The Recording level is responsible for collecting the gaze

data and is where the task map is presented.

Figure 4.5 shows an example layout of the software user interface. As a general step,

eye-tracker initialisation is defined in the beginning of the task. After the recording starts,

the coloured shape will be placed in different positions by wizard pressing 1, 2, or 3. The

colour will be shifted by pressing b, r, or g, and the shape by pressing t, s, or c.

4.4 Post Processing

Post processing is performed after collecting the raw data. The gaze sequence is recorded

by the eye-tracker, and a speech clip is collected through the microphone for each task

session. The gaze sequence is recorded as fixation events and saccade events in-between
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Figure 4.4: Hierarchical organisation of events used in the experiment design flow. Func-
tions of the experiment are represented by the boxes. Arrows represent sequence.

(see section 2.2), as well as pupillary parameters, such as diameters and area. The time-

stamped fixation events in the gaze data are assigned to their nearest visual focus (i.e., a

colour, shape, or position). Fixations landing off the screen are ignored because they are

not considered relating to the interaction with the system.

4.4.1 Synchronisation

The synchronisation between gaze and speech is an important prerequisite before perform-

ing further analysis. Accurate modern hardware clocks in the pcs allow synchronisation

between modalities by having synchronous indicators (e.g., timestamps) in the signals [51]

[272].

The eye tracker system used in this study (Eyelink II) outputs the fixation and saccade

events, with each event having a start and an end time. The EyeLink eye tracker uses a

saccade-picker approach to identify the saccades first based on the velocity, acceleration

and distance moved between samples and then treats the rest of the data as fixations. This

is quite different from another main event parsing approach, a fixation-picker approach,
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Figure 4.5: A typical example of the Trail (Session) Level design flow. The start of a trail
can be triggered by keyboard, controller button, or a timer. The left-hand side panel lists
the structures of the flow and the detailed properties of each component.

which has an assumption for the dispersion of fixation and minimum duration of fixation;

once fixations are identified, the rest of the data segments are treated as saccades. The

fixation-picker method is typically adopted by an eye tracker with a low-sampling rate

because of the lack of the ability to do the velocity-based event parsing. The high-speed

EyeLink eye trackers use the saccade-picker approach [268].

Speech and gaze data collection run in parallel on the Eyelink 2 host pc within a single

application. The recording application’s messaging handling allows the latency between

speech and gaze to be less than the eye-tracker sampling period (2ms). This enables the

synchronisation to be achieved by aligning the timestamps in gaze and speech signals. In

addition, the result update on the screen controlled by the wizard is also time-stamped

by the application using the same scheme.
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Figure 4.6: An example of the phoneme-level time-aligned transcription. The first and
second columns are start and end time (ns) respectively. The third and fourth columns
are phoneme and its score. The last column is the word composed by the phonemes.

4.4.2 Speech transcription

Users’ speech is recorded and stored in mono PCM WAV format. Recordings are time-

aligned transcribed in three steps. The first step is by a human transcriber, and the second

step uses an ASR system employing forced alignment [33] to segment words temporally

with silences. The ASR was built using HTK [325], a popular software toolkit used in

speech processing research (see section 2.3.1), and trained on the WSJCAM0 corpus of

British English [271]. Further details of this ASR system may be found in Chapter 7.

The last step is to manually validate the transcribed results by comparing them with the

speech clips. An example of the phoneme-level transcription is shown in Figure 4.6.

4.4.3 Calibration errors and quality assessment

In order to know where the user’s eyes are fixating on the computer screen, the system

must learn what the eyes look like when they are fixating on the pre-known locations.
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This supervised learning procedure is called calibration. Typically, it is followed by a

validation procedure to estimate the confidence in the information learnt.

During the recording, the calibration may not remain reliable because the users may

move unwillingly during the task, even though they are instructed to keep still. Also, the

weight of EyeLink 2 eye-tracker is not ignorable. Wearing the head-mounted device may

cause discomfort. This may lead to a reduction in calibration stability.

The calibration process assumes that the user always focuses at screen depth as all

targets during training are presented on a computer screen. Therefore, any vergence

movement (i.e., simultaneous movement of both eyes in opposite directions) may not be

recognised correctly and may adversely affect the measured eye position. This also means

that when fixation depth is altered, such as the user looking beyond the screen into the

distance, the gaze position may not be accurate. During the experiment, this is mainly

caused by the user being tired and losing focus. Thus, users are allowed to take a rest

between each two recording sessions.

The recording application provides an effective means of objective quality assessment.

Prior to each session recording, a drift correction is performed where the user fixates at a

location to allow the eye tracker to correct the drift errors. The drift correction may fail,

which leads the session to be discarded. The failure can be caused by un-correctable drift

errors due to the head or eye-tracker movement. Figure 4.7 shows the examples of the

good eye-camera positions and moved positions that are more likely to cause calibration

errors.

In addition, each session recording is viewed thoroughly from beginning to end for

the subjective quality assessment. The recording is played in three modes. First is the

standard Animation View; the recording video is played back with the recognised gaze

position overlaid on the task map. The Spatial Overlay View (Figure 4.8) allows looking

at events by placing them where they were detected in space. The visual objects are also

placed on the screen in the Overlay View. The larger the ‘circle’ is, the longer the gaze

was fixed there. These circles can be seen as histograms with the visual objects being
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Figure 4.7: Examples of the good eye-camera positions and unsatisfactory positions that
are more likely to cause calibration errors, from the EyelinkII manual.

the bins. If the majority of the fixations do not fall on any object, it can be reasonably

assumed that there is a calibration error. The middle-left part shows the start time of each

fixation event, and the bottom-left part shows more details, including the assigned nearest

visual objects. By assessing the assigned objects, an effective subjective assessment can

be done. Similar to the Spatial Overlay View, the Temporal Graph View (Figure 4.9)

allows the user to view session data as a trace plot, where the horizontal axis represents

time and the vertical axis represents the X and/or Y gaze location. The assessment can

be performed by comparing the positions and the assigned visual objects.

The loss of calibration is more likely the longer the session. Users typically take longer

to complete the task in acoustic noise. Also, the noise might amplify their discomfort.

The calibration errors have caused some sessions to be rejected (see section 4.5.2), but
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the rejection rate is acceptable and does not compromise the objectives of the corpus

collecting.

4.5 Main Data Collection

4.5.1 Adding acoustic noise

The multi-speaker babble noise is used in the main corpus collection because it elicits

greater behaviour change compared to white noise (stated by pilot study results, see

section 5.3), and it better represents the real-world noisy environments. The noise from

the NoiseX-92 corpus [308] is amplified to three noise loudness level. Thus, the following

four noise level conditions are adopted:

1. No-noise condition as the baseline condition.

2. Light noise level - quieter than general speech in clean environment, average home

environment.

3. Louder noise level - approximately conversation speech level at 1 meter.

4. Most noisy level - louder than speech, approximately outdoor commercial area.

The original noise has a mean sound pressure level (SPL) of 48.75dB [35], which

is approximately average home environment level. Based on a previous work with the

NoiseX-92 corpus [308] and this study’s hypothesised real world environment for building

a noise-robust HCI system (e.g., outdoor commercial areas), the noise is amplified by

-6dB(N1), 6dB(N2) and 15dB(N3) respectively using the original noise as the reference.

The resulting three levels of babble noises are 42.75dB (SPL), 54.75dB (SPL) and 63.75dB

(SPL).

A participant begins his sessions from N0, processing to N3 and completes 5 sessions

under each noise condition. These 20 sessions are called a session group. Details of the

session structure will be described in the next section.
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Figure 4.8: Spatial Overlay View interface (main windows inside Experiment Builder).
The gaze position is overlaid with the visual objects on the screen for the ease of view.

Figure 4.9: Temporal Overlay View interface (main windows inside Experiment Builder).
The horizontal axis represents time and the vertical axis represents the X and/or Y gaze
location.
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4.5.2 Session structure

In total, 400 sessions are recorded. They are divided into 20 groups, and each contains

20 sessions. Within each group, sessions 1-5 are sessions with no noise (N0), sessions

6-10 Noise Condition 1 (N1), sessions 11-15 noise Condition 2 (N2), and sessions 16-20

Noise Condition 3 (N3). An eye-tracker re-calibration is conducted when changing noise

condition. Each participant records 2-4 groups, and participants are given a break of

approximately 10 minutes between groups to reduce any possible harm caused by the

noise.

There is some data loss from calibration failures, such as unwilling movement or dis-

lodging of the head-mounted apparatus as discussed in section 4.4.3. Consequently, 23

task recordings are discarded. This 6% loss is acceptable and expected in line with findings

from experiences of other eye-tracking studies [321] [302]. Therefore, 377 valid sessions

are collected. None of the discarded sessions are recorded in the no-noise condition. It is

noticed that the number of sessions discarded has a positive relationship with the noise

level added, which can be a clue of an increasing impact of the noises and longer session

duration on calibration errors. Among the valid sessions, there are in total 11 sessions

during which the wizard has misrecognised the user’s instruction due to the acoustic noise.

The overall misrecognition rate is 2.9%. A summary of the sessions collected is listed in

Table 4.2.

4.6 Summary

This chapter has discussed Wizard of Oz simulation setting as a research method for data

collection. The methodology implementing WoZ simulation and the system apparatus are

described. The task is designed to encourage participants to use both gaze and speech

modalities actively to interact with the system controlled by a wizard. The ES-N corpus

data collected from the experiment is carefully processed for labelling and quality assess-

ment. Certain restrictions still exist in the eye-tracker experiments. The calibration is not
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N0 N1 N2 N3
Noise Level None Noisex-92 Babble

Noise Level (SPL) 42.75dB 54.75dB 63.75dB
Participant

A 20 20 14 10
B 10 10 10 10
C 10 10 10 10
D 15 15 15 14

Sessions E 15 15 15 15
F 15 15 14 10
G 15 15 15 15

Total 100 100 93 84
Discarded 0 0 7 16

Misrecognised 0 0 4 7
Misrecognition rate 0 0 4% 8%

Duration (ms) Mean 17.9 28.4 53.2 85.6
Std 9.8 10.2 17.4 25.1

Table 4.2: A summary of the sessions collected. The noise level is measured by sound
pressure level (SPL). There are more sessions discarded in noisier conditions. It typically
takes longer to complete the task in acoustic noise.

perfectly reliable, and the causes are discussed. Some recording sessions are discarded,

which is typical in eye-tracking experiments and in line with other studies.

A pilot data collection is conducted to justify the use of acoustic noise. The babble

noise demonstrates the ability to better elicit the change of gaze behaviour and promote

more intelligible communications. The detailed results of the pilot study will be presented

in the next chapter, Chapter 5.

The main corpus collection experiment is performed with four noise level conditions

and more participants. The main data collected will be further analysed in the next

chapter with a ‘gaze Lombard effect’ revealed.

The MI approach outlined in section 3.4 will be applied in the next chapter for the

selection of noise type using the pilot data and for the noise condition inference using the

main data.
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CHAPTER 5

ACOUSTIC NOISE INFERENCE AND THE GAZE
LOMBARD EFFECT

For a gaze-contingent ASR system in which speech and gaze are used as inputs, modelling

the relationship between these two modalities is a key requirement to achieve better recog-

nition. When environmental acoustic noise is involved, the behaviour of each individual

modality and their relationship may change accordingly. Therefore the dependency of the

speech-gaze relation upon acoustic noise must be understood. In Chapter 4, the collec-

tion of the ES-N corpus was described. In this chapter, using the corpus data collected,

the acoustic Lombard effect is validated and the ‘gaze Lombard effect’ revealed. The

relationship between gaze and speech in acoustic noise are investigated.

Section 5.3 shows results of the pilot study conducted prior to the main data collection

for investigating different noise types. In Section 5.4 and 5.5, the acoustic Lombard effect

and the ‘gaze Lombard effect’ are explored respectively. In section 5.6, mutual information

(MI) measures are applied for investigating the semantic and temporal relationship be-

tween gaze and speech in acoustic noise are used for the acoustic noise condition inference.

Section 5.7 is the summary of the chapter contents.
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5.1 Motivation

For the acoustic Lombard effect (see section 2.3.3 and 2.3.5), researchers have studied the

effect in both speaker-independent and speaker-dependent experiments [148]. From the

speaker-independent experiments, the general tendency of the change was studied, while

in speaker-dependent experiments, the researchers seek the consistency that can be used

for general modelling of the Lombard effect. However, the variability from speaker to

speaker is significant and can be affected by gender, language, environment, and inherent

personal strategy for adapting noise [144].

Moreover, the Lombard effect and its speaker-variability have been shown to present

not only in speech but also in visual modalities, such as mouth, head, and jaw movement

(see section 2.4.2). It is of the great interest to know whether gaze is also affected. In this

chapter, the ‘Lombard effect’ in gaze and its relationship with speech are investigated,

using both speaker-independent (aggregated) data and speaker-dependent (participant)

data. Using the aggregated data, the general tendencies of gaze change in noisy environ-

ments are explored while variability is investigated across participant data.

As discussed in 2.3.4, knowledge of the acoustic noise condition could improve the ASR

performance. For instance, an optimum acoustic model can be trained to match the noise

condition. However, if the ‘gaze Lombard effect’ also varies widely across speakers like

the acoustic Lombard effect, predicting noise using gaze features would not be desirable.

Thus, a measurement of their relationship might perform better in noise-inference. For

this purpose, a SVM classification task is performed to determine whether noise condition

prediction using information from gaze is robust to between-person variation, compared

to the case where the relationship with speech is considered.

5.2 Assumption of Normality

In statistics, performing parametric tests, such as t-tests relies upon the ‘Assumption

of Normality’. When comparing two sample means, the ‘Assumption of Normality’ can
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be described as ‘the sampling distribution of the mean is normal (Gaussian)’. Due to

the Central Limit Theorem - ‘given random and independent samples of N observations

each, the distribution of sample means approaches normality as the size of N increases,

regardless of the shape of the population distribution’ - the distribution of sample means

is approximately normal when the sample size is ‘sufficiently large’. In practice, when

performing a two-tailed t-test for comparing two sample means, the ‘sufficiently large’

sample size requires N > 30 [239].

In this thesis, the t-test is used with sample size N > 30 when comparing sample

means unless specifically notified. For example, for ‘gaze Lombard effect’, the normality

test and the corresponding non-parametric tests are performed, because it is considered

adequate to reveal the distribution characteristics when reporting this novel observation

statistically. However, using the t-test will not compromise the comparison results. All

the significance values and other statistical tests in this study are performed using IBM

SPSS.

5.3 Pilot Study

Before main data collection, a pilot study is performed to test the experiment settings,

explore the data to collect and the relationship between gaze and speech, justify the

acoustic noise type to use, and prepare the wizard (discussed in section 4.3.3). For these

purposes, the aggregated data for all participants is used in the initial analysis to com-

pare the impact of different noise types. Also it is of the interest to explore the idea of

measuring the relationship between gaze and speech by applying the mutual information

(MI) measurement (described in section 3.4).

5.3.1 Tests for noise type comparison

Babble noise and white noise are compared in terms of their effect on the gaze and its

relationship with speech by measuring MI. The noises used are from the Noisex-92 corpus
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[308]. During the experiment, the order of the noise types is randomised. Two common

gaze metrics suggested by Jakob [137] are measured to indicate the gaze change: fixation

duration and saccade length (see section 2.2.2).

MI is used to measure the dependency between speech and gaze. Refer to the ex-

pression for MI (expression 3.2), let g be the gaze focus and w be the spoken words; the

MI between gaze events G = (g1, g2, . . . , gn) and speech events W = (w1, w2, . . . , wm) is

written as:

I(G;W ) =
∑

g∈G,w∈W

p(G = g,W = w) log2

p(G = g,W = w)

p(G = g)p(W = w)
(5.1)

It is hypothesised that higher dependency between speech and gaze indicates a tighter

coupling (e.g., the user uses gaze more actively to assist speech) leading to more intel-

ligible communication. The noise type that elicits greater gaze change and promotes

more intelligible communication will be selected to be used in the main data collection

experiment (see section 4.5).

More details of the MI measure can be found in section 3.4 and 5.6.

In addition, a usability test regarding efficiency (time to finish the task), accuracy

(whether the user’s instruction is understood and properly updated on the screen), and

the feeling of being able to interact naturally is performed by questionnaire.

5.3.2 Pilot data results

The fixation durations and saccade lengths of 4 participants are compared under three

noise conditions: no-noise, white noise, and babble noise. Two acoustic noises used are of

the same original loudness level (SPL) (see section 4.5.1). The results are listed in Table

5.1.

From Figure 5.1, it is shown that, in babble noise, a greater magnitude of change

is observed in terms of longer fixation duration (p < 0.05) and shorter saccade length

(p < 0.001). The MI results in Figure 5.3 indicate higher dependency (0.34bit p < 0.05)
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Figure 5.1: Participants’ fixation duration and saccade length with 95% confidence in-
terval error bars in no-noise, white noise, and babble noise conditions. Longer fixation
duration and shorter saccade length is observed in babble noise condition.
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Fixation Duration Saccade Length
Mean St.d Mean St.d

No-Noise 300.34 227.1 5.94 5.45
White Noise 327.76 230.4 5.89 5.76
Babble Noise 335.57 261.7 5.45 5.83

Table 5.1: Fixation Duration and Saccade Length across three noise types. A greater
magnitude of change is observed in terms of longer fixation duration and shorter saccade
length in babble noise compared to white noise and no noise. the order of the noise types
played is randomised.

between gaze and speech in babble noise.

For the completeness of gaze features analysis, it is tested that whether the fixa-

tion duration and saccade length in different noise types are normally distributed. The

Kolmogorov-Smirnov test (adapting Lilliefors significance for normal distribution [180])

and the Shapiro-Wilk test [286] are applied for the data normality test, as well as the nor-

mality Q-Q plot (Figure 5.2). In the Q-Q plot, the data does not hug the normality line

tightly, indicating that the distribution is not normal (Gaussian). Failing the normality

test (p < 0.001 in both tests), the non-parametric Kruskal-Wallis test [29] is used as the

significance test with the null hypothesis that the data comes from the same distribution.

Together with the previous Lombard effect studies discussed in section 2.3.3, it can

be concluded that babble noise not only elicits a stronger Lombard effect for speech, but

also a greater change in gaze characteristics. One plausible explanation for the higher

dependency is that participants use gaze more to aid the speech for a better instruction.

This supports the previous findings [146] [148] [58] that speakers’ behaviours, both vocal

and non-vocal, produced in babble noise are proved to be more intelligible than those

produced in no-noise condition, while it is the opposite in white noise. The results make

babble noise a more desirable acoustic noise type to use in the main corpus data collection

(see section 4.5.1) for being able to elicit more intelligible gaze and speech behaviours.

The usability test shows that most session durations are between 1 and 2 minutes.

By the end of all sessions, the users are satisfied with the results updated by the system

(controlled by the wizard), and they do not feel restricted in the communication style.
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Figure 5.2: The normality QQ-plot for fixation duration (left column) and saccade length
(right column) in no-noise (top row), white noise (middle row), and babble noise (bottom
row).
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Figure 5.3: The MI results (with 95% confidence interval error bars) between speech and
gaze across three noise conditions. (The theoretical maximum value of the MI Im ≈ 3.20.)
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Figure 5.4: An example of captured gaze and speech features without (top) and with
(bottom) environmental acoustic noise. The labelled spoken words and visual attention
foci are overlaid.

5.4 Acoustic Lombard Effect Analysis

In section 2.3.3, the acoustic Lombard effect is discussed. In this section, this phenomenon

is validated with the ES-N corpus data.

5.4.1 Speech data test performed

To study the dependency of the gaze-speech relationship upon acoustic noise, it is helpful

to investigate the change of speech (i.e., acoustic Lombard Effect) first. Suggested by the

previous researches [148] [204], a test is performed to reveal the change of speech rate

(words per minute), fundamental frequency (F0), and the average speech power across

four different noise level conditions using the main data collected. These parameters are

extracted using an open source tool for sound visualization and manipulation. Figure 5.4

illustrates an intuitive example for captured gaze and speech features in no-noise (top) and

noisy (bottom) environments. In each environment, the top view shows the amplitude,

centre view the gaze foci and speech power, and bottom view the words spoken and f0.
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Speech characteristic Additive Noise Level
N0 N1 N2 N3

wpm
µ 62.5 63.3 59.6 58.5
σ 18.6 13.4 13.4 12.9

p value - 0.96 0.40 0.01
F0
µ 137.5 141.7 153.3 162.9
σ 30.9 29.9 30.7 32.1

p value - 0.13 0.00 0.00
Power
µ 30.9 29.9 30.7 32.1
σ 2.4 2.3 1.8 2.1

p value - 0.13 0.00 0.00
n 100 100 93 84

Table 5.2: Speech characteristics in 4 noise conditions. Bold indicates significance com-
pared to no-noise condition. The n is the number of samples.

5.4.2 Results

As a result of adding noise, a significant (p = 0.01) decrease in the average speech rate

across all 377 recorded trials is observed (Table 5.2), from 62.5 words per minute (wpm)

in no noise to 58.5 wpm for 15dB noise (row 1). Likewise, the average pitch across all

participants (F0) significantly increases (p = 0.00) from 137.5 to 162.9 (row 2). The power

also significantly (p = 0.00) increases from 58.8 to 62.6. The variance in wpm shows a

greater change, from 18.6 to 12.9, as noise increases compared to the other measures.

These are aggregate measurements for all participants.

The changes in speech characteristics on an individual basis revealed that pitch (F0)

and power increase significantly for all users. The change in wpm (Table 5.3), however, is

observed significant in participants A, E, and G, and shows both an increase and decrease

in average wpm. Interestingly, in all cases, the variance is observed to fall in noise. The

results support previous results regarding the Lombard effect, that the adaptation varies

across the speaker with power and F0 being the main changes in speech [148].
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Participant δµ δσ p value n
A -21% -35% 0.01 30
B -12% -49% 0.63 20
C +21% -12% 0.47 20
D +02% -64% 0.99 29
E +38% -44% 0.00 30
F -14% -40% 0.35 25
G -36% -44% 0.00 30

Table 5.3: Breakdown in the average speech rate (wpm) for the 7 participants. The
percentage is the relative change from N0 to N3.

5.5 Gaze Lombard Effect Analysis

In this section, the main gaze data is analysed, and a ‘gaze Lombard effect’ is revealed.

5.5.1 Gaze data test performed

The gaze recording data contains all the fixations and the in-between saccade events from

the 377 valid sessions. In this study, semantically related events in gaze and speech are

the visual attentions related to the spoken words: for example, the fixation on ‘circle’ and

the word ‘circle’.

In section 5.3, the pilot study reveals that the ‘gaze Lombard effect’ involves changes in

fixation duration and saccade length. In this section, the ‘gaze Lombard effect’ is further

explored by investigating the change of fixation duration and saccade length in acoustic

noise with the speaker-independent data. However, as a participant’s visual attention

information is contained in the fixation events, more detailed analysis of fixations are

reported compared to saccade length with the between-people variability. The study also

addresses the question of whether the changes in fixation duration across noise conditions

come from the fixations during silence or during speech and their relative comparison (i.e.,

the ‘gaze Lombard effect’ may differ depending on whether someone is speaking). If the

changes are more significant during speech, then the finding is likely to be more useful for

automatic speech recognition.

A number of tests are performed to answer the following questions:
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• Does a person’s fixation duration and saccade length distribution depend upon

acoustic noise? How is this change related to the noise level? What is the nature of

the distribution?

• Is there a distinction between the fixations during speech and the fixation during

silence? Is this distinction dependent upon acoustic noise?

• How does the fixation duration distribution during speech and during silence change

respectively in acoustic noise?

• How does the change of fixation duration distribution vary between different people?

5.5.2 Results

Overall fixation durations and saccade lengths

The histogram of the fixations under the 4 noise conditions is shown in Figure 5.5. In

each noise condition, a certain level of skewness (a measure of the distribution asymmetry)

is evident because the histogram does not fit the normal distribution line exactly. The

normal distribution lines in 4 noise conditions show a decreasing kurtosis (a measure of

whether the distribution is peaked or flat relative to a normal distribution) between 100ms

and 300ms, which can be a sign of the increasing amount of longer fixations.

Further tests for the normality assumption are performed. Both the Kolmogorov-

Smirnov test (adapting Lilliefors significance for normal distribution [180]) and the Shapiro-

Wilk test [286] are applied to the fixation data. Table 5.4 shows that by both tests, the

null hypothesis that the mean distribution is normal is rejected (p < 0.001) in all 4 noise

conditions. From the normality Q-Q nlot (Figure 5.6, 5.7), it can be explicitly read that

the distribution under each noise condition does not hug the expected normal line tightly.

The results also (as the pilot study results in section 5.3) suggest that the use of a nor-

mal distribution to model fixation duration is not desirable. The result of a Box-Cox

transformation [278] with λ = 0 (i.e., a log transformation) indicates the distribution is
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Figure 5.5: The histogram of fixations under 4 noise conditions and the normal distribu-
tion lines with a decreasing kurtosis across the noise conditions (all sessions and users).
Compared to the normal distribution line overlaid, it is shown that the assumption of
normal distribution is not evident.
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Noise Mean Std Number of fixations
Duration N0 294.21 196.66 2067

N1 299.83 193.269 1767
N2 318.14 215.86 1677
N3 335.55 241.871 1602

Table 5.4: The number of the fixations with the means and the standard deviations
across 4 condition groups N0, N1, N2 and N3. The Kolmogorov-Smirnov test and the
Shapiro-Wilk test indicate all results are significant (p < 0.001).

log-normal (p > 0.05, for more discussions see section 6.3.3 and Figure 6.3).

A test is taken to compare the fixation durations of 4 noise conditions. The non-

parametric k-independent Kruskal-Wallis test [29] is used to compare the fixation distri-

butions under 4 noise conditions. The null hypothesis that these 4 groups of fixations

come from the same distribution is rejected (p < 0.001). However, the test does not indi-

cate whether pairs come from the same distribution (there are 6 possible combinations for

creating pairs from the pool of 4 conditions). Because it is of interest to find out whether

the variation in fixation duration is introduced related to acoustic noise, the fixations

under N0 (no-noise) are compared to the fixations from the other conditions (N1, N2,

and N3). Therefore the Kruskal-Wallis test is repeated between N0&N1, N0&N2, and

N0&N3. In the second and third combinations, the null hypothesis is rejected, which

means the difference is significant to say that the fixations from N0 are different from

the fixations from N2 (p < 0.001), and N3 (p < 0.001). The results suggest that noise

modifies fixation duration. Figure 5.8 illustrates the increasing trend of the fixation mean

value when noise increases. While in the first combination (N0&N1), the null hypothesis

cannot be rejected (p = 0.202), which means the fixations under N0 are likely to come

from the same distribution of fixations under N1. This supports the finding that the

increase of fixation duration is related to the increase of noise loudness level; the duration

hardly differs when there is only little noise difference.

The same statistical tests are performed on the saccade lengths. Similarly, failing the

normality test (p < 0.05), the Kruskal-Wallis test suggests that the saccade lengths under

N0 are significantly different from those under N2 (p < 0.001) and N3 (p < 0.001), while
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Figure 5.6: The normality Q-Q plot of fixations under N0 and N1. From the figures, it is
evident that the mean distribution is not normal.
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Figure 5.7: The normality Q-Q plot of fixations under N2 and N3. From the figures, it is
evident that the mean distribution is not normal.
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Figure 5.8: The mean value of the fixation durations (ms) across 4 noise groups with error
bars of 95% confidence interval. An increasing trend is evident. Together with the results
of the Kruskal-Wallis test, it can be confirmed that the increase of noise loudness level
introduces significantly longer fixations.

no significant difference is found in those under N1 (p > 0.05). This finding agrees with

the fixation result, that the change is dependent upon noise level. However, contrarily a

decreasing trend is noticed (see Figure 5.9).

Fixation durations related to speech occurrences

In order to discover whether the fixation behaviour is different while the participant is

talking, the fixations are divided into two groups that are ‘During Speech’ and ‘During

Silence’. A fixation is considered ‘during speech’ if it has temporal overlap with a speech

event (a piece of temporal segment starting with the onset of a word’s occurrence and

ending with this word’s termination). Otherwise, it is considered ‘during silence’. There

are 4 noise conditions, so in total, the fixations are divided into 8 groups (see Table 5.5).

It is hypothesised that the fixation duration while someone is talking is different (e.g.,

longer) than when not.

From Table 5.5, an increasing trend of the fixations count percentage during speech
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Figure 5.9: The mean value of the saccade length across 4 noise groups with error bars of
95% confidence interval. A decreasing trend is evident. Together with the results of the
Kruskal-Wallis test, it can be confirmed that the increase of noise loudness level introduces
significantly shorter saccades.
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Number of fixations Percent
Duration Noise Speech Silence Speech Silence

N0 659 1408 31.9% 68.1%
N1 577 1190 32.7% 67.3%
N2 597 1080 35.6% 64.4%
N3 649 953 40.5% 59.5%

Table 5.5: The frequency statistics of the fixation events ‘during speech’ and ‘during
silence’. An increased percentage of the fixation count ‘during speech’ is observed.

Noise
N0 N1 N2 N3

Mean(ms) During Speech 327.80 318.65 360.08 387.97
During Silence 278.48 290.71 294.96 299.86

Increase from N0 During Speech −2.8% 9.8% 18.4%
During Silence 4.1% 5.9% 7.7%

Table 5.6: The mean value of the fixation duration ‘during speech’ and ‘during silence’
across 4 noise conditions. The increase level ‘during speech’ is more notable comparing
with the level ‘during silence’.

(from 31.9% to 40.5%) is observed when acoustic noise level rises. Within each noise

condition, the results in Table 5.6 show that there is a distinction between the two groups.

The mean fixation duration ‘during speech’ is longer than that ‘during silence’ (p < 0.001,

p = 0.006, p < 0.001, and p < 0.001 for N0, N1, N2, and N3 respectively).

A test is performed to compare the fixations ‘during speech’ in no-noise condition

(N0) with those in acoustically noisy conditions (N1, N2, and N3). The results suggests

that when the light noise (N1) is added, there is no difference in terms of the mean

fixation duration ‘during speech’ (p = 0.706). However, as the loudness level keeps rising,

there starts to be an increase of duration (p = 0.028 for N2). When the noise is even

louder, a more notable increase of the mean fixation duration ‘during speech’ is observed

(p < 0.001). The increase amount is 32.28ms between N2&N0 and 60.17ms between

N3&N0.

Similarly, the comparison of the fixations ‘during silence’ in no-noise condition (N0)

with those in acoustically noisy condition (N1, N2, and N3) shows no significant difference

in the light noise (N1, p = 0.077). However, as the noise loudness level rises, increased

mean fixation durations are observed (p = 0.012 for N2 and p < 0.001 for N3). The
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Figure 5.10: The distinction between the fixations ‘during silence’ and ‘during speech’
across 4 noise conditions with error bars of 95% confidence interval. An enlarging trend
of such distinction can be observed from the figure.
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increase amount is 16.48ms between N2&N0 and 21.38ms between N3&N0.

It has been illustrated that mean fixation durations during both speech and silence are

correlated to the noise level. By comparing the increase level of ‘during silence’ with that

of ‘during speech’ (Table 5.6), it can be shown that when noise loudness level rises, the

increase of the fixation duration ‘during speech’ is more notable than that ‘during silence’,

resulting in an enlarged distinction between these two groups within a noise condition.

Figure 5.10 illustrates this conclusion.

Between-person variation

To analyse the variability of the fixation duration changes in noise across different people,

the Kruskal-Wallis test is applied to compare the change of the mean value between N0

and N3 for each participant. Table 5.7 shows that, although an average increase can be

observed from the data, some of them (B,D,E) are not statistically significant but no

decrease is observed. The similar variation also exists in the vocal adaptation (acoustic

Lombard effect), as described in section 5.4. This suggests that each individual responds

differently to noise. It may be argued that in an acoustically noisy environment, a person

might choose to adjust another modality (a rising of speech power or f0) rather than change

gaze. A pilot test is performed to explore this potential relationship between fixation and

vocal adaptation. The results in Table 5.7 show that the three least significant participants

rank as the first three in speech power increase, while the correlations for F0 and wpm

are not evident. However, more data and more specific experiments would be required to

take this further.

Summary of findings

Longer fixations and shorter saccades are observed when the noise loudness level increases

(Figure 5.8 and 5.9). The change has a correlation with the noise loudness level. For a

specific noise condition, a person has a fixation duration distribution with higher mean

value during speech than when not talking. It has been demonstrated that this distinction
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Participant ∆fixationduration pvalue ∆power
A +17% 0.050 +4.8%

B +3% 0.401 +18.9%
C +17% 0.038 +1.2%

D +0.4% 0.723 +5.3%

E +12% 0.195 +4.4%
F +16% 0.043 +2.8%
G +26% 0.000 +3.3%

Table 5.7: Breakdown in the relative mean fixation duration change from N0 to N3 for
the 7 participants, showing that 3 participants’ lengthening is not significant. The three
least significant participants (highlighted) rank as the first three in speech power increase

is lengthened as the noise loudness level increases (Figure 5.10).

It can be concluded that in the acoustically noisy environment, besides adjusting

speech behaviour (the acoustic Lombard effect), gaze behaviour also changes (the ‘gaze

Lombard effect’) depending on whether someone is speaking. Both the speech and gaze

change are subject to a variation between different persons. It needs to be noted that

the gaze behaviour change might also be related with the wizard’s misrecognition of user

instructions. However, as the misrecognition rate is very low (2.9%, see section 4.5.2), it

is considered that the results are not compromised by the fact.

5.6 Acoustic Noise Inference

In section 5.4 and section 5.5, the acoustic Lombard effect and the ‘gaze Lombard effect’

are revealed to vary between persons. To compare whether the measurement of gaze-

speech relationship has less between-person variation and performs better in acoustic noise

inference (discussed in section 5.1), their relationship and the dependency on acoustic

noise are investigated in this section.

The relationship between gaze and speech is defined as their semantic and temporal

relationship (see section 3.3). This is not the same as the previous section where gaze

‘during speech’ and ‘during silence’ were compared or the same as correlation between F0,

power, and fixation duration. Here it is assumed that speech and gaze are information
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events and the use of mutual information (MI, see section 3.4) is proposed to be the

measure of quantifiable relationship strength.

5.6.1 Density estimation in MI calculation

In section 2.2.6, the benefit of using preceding and co-occurring gaze events when combin-

ing with speech is discussed. For the inference of acoustic noise using MI-based measures,

two corresponding relationships (see section 3.2) between gaze and speech - where people

look at objects prior to naming them - Object Naming (ON) and where people look at

objects during naming them - Mediating Attention (MA) - are considered. Both roles can

be considered cognition and lacking direct measurability. In both roles, the events are

defined as objects viewed and spoken words. However, coupling functions may be defined

differently for MI calculation. With MI value calculated for the two gaze roles, a feature

vector can be formed and used to infer the acoustic noise condition, which is a measurable

variable. For example, one may expect the MI for the cognition role of ‘mediated atten-

tion’ to increase relative to ‘object naming’ if there is a significant amount of noise in the

room, and this relative difference can be utilised by a classifier for the noise inference.

A general coupling framework between modalities and a MI-based approach for mod-

elling the relationship were described in section 3.3 and 3.4. Refer to expression 3.1:

fr(G,W ) = h(f sr (G,W ), f tr(G,W )) (5.2)

Figure 5.11 illustrates the two different measures of calculating mutual information.

For object naming (Figure 5.11 lower image), the a priori information about this role

from cognitive psychology is that speakers fixate on objects between 740ms [197] and

932ms [105] before naming them for a duration on average of 600ms [104] - the ‘eye/voice

span’. Thus, couples between gaze and speech events g and w are weighted based on these

temporal and semantic constraints fr(g, w) = rg,w so that 0 ≤ rg,w ≤ 1. Referring to the
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Figure 5.11: Example of calculating two different measures of mutual information (upper
one for mediating attention and bottom one for object naming) between gaze sequence
G and speech sequence W for noise-inference. Density estimation is based on frequentist
estimates of the observed couples and their strength r, which is determined from tempo-
ral and semantic constraints defined in the multimodal coupling function fr(G,W ) = r
(expression 5.2).
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example in Figure 5.11, looking at an image of a square 800ms prior to saying ‘square’

will be represented by a couple with a higher value (rg,w = 1) than a couple representing

looking at it 1500ms prior(rg,w = 0.5) whereas looking at the triangle and saying square

has rg,w = 0.

For mediated attention (Figure 5.11 upper image), it is defined as when one person

gestures with their eyes towards a visual focus to guide the attention of another. This

‘intention to guide’ reflects cognition, and once again, cannot be directly validated. The

joint density in MI represents the co-occurrence of objects viewed and words spoken, is

based on how much they overlap in time. Consequently, unlike object naming where cou-

ples are defined between events that occur asynchronously, couples are made periodically.

The value of the coupling function rg,w is based entirely on the semantic relatedness of

the events g and w and not temporal constraints, simplifying expression 5.2.

For both gaze roles, the joint density for event pairs seen in couples is estimated based

on weighted frequentist estimates of the event couples:

p(g, w) = rg,w
Ng,w

Nseen

(5.3)

where Ng,w is the number of couples between gaze event g and speech event w, and Nseen

is the total number of couples observed. rg,w is the weight of a event pair and equivalently

rg,w denotes the averaged value here. Within any temporal window T over which MI is

calculated, there may be events that are observed only in another window (e.g., other

objects and words). Therefore, to preserve the axiomatic assumption of unit measure,

the joint density for events seen in the data, but unseen as event couples in window T ,

are uniformly estimated from the probability mass that is not assigned to the seen joint

probabilities in expression 5.3:

100



pu(g, w) =
1−

∑
g,w∈GWseen

p(g, w)

Nunseen

(5.4)

where Nunseen denotes the number of unobserved event pairs. Expressions 5.3 and 5.4

ensure that if a gaze role is not prevalent, then the joint density tends towards a uniform

distribution, and thus, results in a low value of MI (i.e., independence). In contrast, if

a gaze role is prevalent, then the joint density will be less uniform, resulting in higher

values for MI. Because the constituents of the joint density are observed events, the MI for

different temporal windows becomes comparable regardless of its constituents. Marginal

densities are calculated from the joint density.

The overall MI measure considering all event types in case and another modality can

be considered in matrix form whose dimensions are equal to the number of types of events

seen in each modality (i.e., number of objects and object names):

I(G;W ) = [i(g;w)]g=1...ng ,w=1...nw (5.5)

In this example, ng and nw are the number of objects and words respectively, i the

individual MI calculation of a (g, w) pair.

With values for I(G;W ) calculated for the two gaze roles, a feature vector can be

formed and used to infer the acoustic noise condition.

5.6.2 Test conducted

For two hypothesised relationships between spoken words and gaze events (ON and MA),

MI is calculated to measure the relationship strength. The calculation is repeated for four

different noise conditions (N0, N1, N2, and N3), and the results are compared.

In section 5.4 and 5.5, the speech and gaze characteristics (e.g., wpm, f0, fixation dura-
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tion) are shown to vary between people. This makes these individual measures less useful

in a classifier, which uses these features in estimating the noise level in the environment.

To evaluate whether the MI measure offers more value in discriminating between noise

conditions and is more consistent between people, classification tests have been performed

to compare the MI measure with speech and gaze features. For the purpose of inferring

acoustic noise condition, a support vector machine (SVM) classifier is built.

As a summary statistics, the MI value needs time to be stabilised. Commonly, the MI

is calculated on the entire data sequence [51] [273] [275]. Therefore, for the demonstration,

a long fixed time window is used for each speech sentence to be within the time window

- the entire sentence is used for the MI calculation.

To formalise:

• Test 1: Calculation of MI when gaze is used for mediate attention

• Test 2: Calculation of MI when gaze is used for object naming.

• Test 3: A classification test for the acoustic noise condition using MI, gaze, and

speech features to compare the discriminability. The feature with higher accuracy

is more favourable.

• Test 4: A classification test for the participants using MI, gaze, and speech features

to compare the variability. The feature with lower accuracy is more favourable (i.e.

the feature does not vary between people).

5.6.3 MI results (Test 1 & 2)

The MI is calculated over the entire temporal window across 377 sessions. The results in

Figure 5.12 reveal that for the MI measure based on the coupling of mediating attention,

it significantly increases (p < 0.01) with noise: from 0.33 bits for no noise (N0) to 0.42

bits for the noisiest (N3) condition. Meanwhile, there is no significant increase (p > 0.05)

for the MI measure that is based on the coupling of object naming. This suggests that

102



this predefined coupling (MA) is more prominent in noise, suggesting that the users use

their gaze (as instructed to in the WoZ descriptors section 4.3.2) to assist the wizard to

understand instructions.

5.6.4 Discussions as to SVM experimental setup

SVM is a popular classification technique based on the concept of defining optimal (max-

imum margin) separating hyper-planes in the feature space when a kernel is used [52]. It

provides a good trade-off between performance and computational complexity. Because

of its easy implementation, task-independence, and generally satisfactory performance,

SVM is used in the study for the evaluations of the MI measure.

Multi-class classification

Although SVM is considered the best off-the-shelf classifier for binary classification[21],

extending it for multiclass classification is still an on-going research topic. The common

approaches include ‘one-against-all’, ‘one-against-one’, and directed acyclic graph SVM

(DAGSVM). The ‘one-against-all’ method is the earliest used approach [27]. In a k-class

situation, k SVMs are constructed with each considering one class as positive and the rest

negative. The classification of a new instance is done according to the maximum output

among all SVMs. The ‘one-against-one’ method introduced by Knerr [165] is also known

as ‘pairwise coupling’ which constructs one SVM for each class pair, resulting k(k− 1)/2

SVMs in total. The classification of a new instance is done by a ‘max-wins’ voting strategy,

in which the class with the most votes determines the instance classification. The earliest

use of this implementation can be seen in the studies of Friedman [90] and Kressel [169].

The third approach DAGSVM is proposed in a study of Weston [319]. Its training phase

is the same as the ‘one-against-one’ method, but in the testing phase, a binary directed

acyclic graph, which has k leaves and k(k − 1)/2 nodes, is used. Each node is a binary

SVM; therefore, the classification process involves going through a path before reaching a
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Figure 5.12: The MI values based on the coupling of mediating attention (MA) and
object naming (ON) respectively. There is a significant increase for the first role when
noise increases and no significant change for the second. (The theoretical maximum value
of the MI Im ≈ 3.20.)
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leaf node, which represents the predicted class. It is not easy to simply state which method

is the best approach, but Hsu [123] demonstrates that the ‘one-against-one’ and DAGSVM

are more suitable for practicality and ease of use. Therefore in this study, considering the

relatively small feature space (MI, gaze, and speech) and moderate instance number (377

tasks), the ‘one-against-one’ method is selected for its easy implementation.

Kernels and parameters

Kernel functions allow SVMs to map the data into a different space where the maximum-

margin can be achieved by using a hyper-plane. There are four kernel functions that

have been found to work well in a variety of applications and they are linear, polynomial,

radial basis function (RBF), and sigmoid. Among them, RBF kernel can handle the

nonlinear relationship between class labels and features by nonlinear mapping. It has

been demonstrated that the RBF kernel can behave like linear kernel [156] or sigmoid

kernel [181] by adjusting the penalty parameter C and kernel parameter γ. It has fewer

hyper-parameters than polynomial kernel [122] and less numerical complexity. Therefore,

in general, the RBF kernel is a reasonable first choice [122] and it is selected for the

classification tests here.

As mentioned above, there are two parameters for an SVM with an RBF kernel: C

and γ. While the cost parameter C in SVM is the trade-off between training error and

overfitting, γ is the parameter in RBF kernal:

K(xi, xj) = e−γ||xi−xj ||
2

(5.6)

where feature vectors are represented by the ‘comparison function’ K of two inputs xi

and xj [312].

To identify a good (C, γ) pair so that the best classification performance can be

achieved, a grid-search of two parameters is conducted. The grid search exhaustively

looks for an optimal combination of C and γ within a chosen range that produces the
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Figure 5.13: The classification process framework. The parameter optimisation is part of
the testing phase.

best classification performance. Then this optimal combination of parameters will be used

for constructing the SVMs in the testing phase. The framework of the whole classification

process is illustrated in Figure 5.13.

Performing a grid-search with exponentially growing sequences of C and γ using cross-

validation has been proved to be a practical method to identify good parameters [122]

(e.g., trying 2−5, 2−3, . . . , 215, . . .). Hence, a 7-fold cross-validation is employed in which

the data is divided into 7 subsets with each subset contains data of one participant. Se-

quentially, 6 subsets are used in each iteration for training, and the remaining 1 subset

is used for testing. The remaining components of the system in this paper are also eval-

uated using the same scheme.Using the cross-validation procedure also helps to reduce
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Figure 5.14: The definition of common classification evaluation metrics [82].

the over-fitting problem [200]. Typically, accuracy is used to evaluate classification per-

formance. However, the limitations are mentioned by Provost [255] where the data is

class-unbalanced. Due to the little class skew in the test data, accuracy is used for eval-

uating in grid-searches. Other metrics like precision, recall, F-measure, and area under

curve (AUC) are also compared in the testing phase. The definitions of these metrics are

illustrated in Figure 5.14. It needs to be noted here that the main objective is to compare

the MI measure with other gaze and speech features under similar or identical settings

rather than to build the best classifiers for inference task.

5.6.5 Noise classification results (Test 3 & 4)

During the classification tests, the gaze features (G), including fixation duration and

saccade length; the speech features (S), including power, F0, and wpm; and the MI

measure (MI) are tested as the input features respectively. The averaged values are used

as that the estimation of MI requires the calculation of joint probabilities over a certain
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Figure 5.15: An example contour plot of classification accuracy. A grid search on C =
2−5, 2−3, . . . , 215 and γ = 2−5, 2−3, . . . , 215 is performed.

period. The SVM parameter pairs (C, γ) are determined empirically using grid-searches.

For example, a grid search of (C, γ) ranges from 2−5 to 215 is conducted (Figure 5.15) for

input feature MI, and the parameters C = 25 and γ = 29 are selected with a classification

accuracy of 36.1%.

The SVM described in section 5.6.4 is trained to infer four noise conditions, and the

results show classification accuracies ranging from 26.6% to 36.1% (Table 5.8), depending

on the feature scheme for inputs. MI performed better than G (26.6%) or S (28.7%).

Together with other evaluation metrics demonstrating that using MI bettered others in

discriminating between noise conditions. The metrics reported are the weighted average

over each target class.

The 36% classification performance for MI is 11% better than chance accuracy. To

understand this issue better, inspecting the classifier confusion matrix (Table 5.9) indi-

cates that misclassification is more likely to be made to adjacent (in terms of noise level)

classes. Consequently, because the classifier works best at classifying data in the no-noise
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Input Features Acc Precision Recall F-Measure Avg AUC

MI 0.361 0.366 0.361 0.346 0.569
S 0.287 0.280 0.287 0.269 0.521
G 0.266 0.143 0.266 0.185 0.51

Table 5.8: SVM classifier performance for the four noise conditions (n=377). Feature
scheme MI performs favourably compared to G and S respectively.

Predicted Class
no noise -6dB 6dB 15dB

no noise 61 25 10 4
-6dB 31 36 23 10
6dB 23 40 25 5

15dB 19 29 22 14

Table 5.9: Confusion matrix of instance numbers for noise classification results given in
table 5.8. Misclassifications are more likely to happen between adjacent noise conditions
(closer noise level gap).

condition and the noisiest condition, a 2-class SVM is trained and evaluated for classifying

N0 and N3. This fact meets the finding in the previous section that the difference of MI

is related to the noise level increase and that difference between N0 and N3 is statistically

significant (see section 5.5).

The results from the two-class SVM in table 5.10 show that MI feature performs best

at 71.2% - 21.2% above the chance accuracy of 50% (compared to 11% above the chance

accuracy of 25% previously). The results support the findings that as acoustic noise

increases, the change of gaze and speech characteristics vary between people, making MI

a better measure to discriminate the noise level.

While MI has shown potential in discriminating within people due to the dependency

of speech-gaze relationship upon acoustic noise in the environment, the results for the

SVM classification task for discriminating 7 participants (Table 5.11) indicate that MI

Input Features Acc Precision Recall F-Measure Avg AUC

MI 0.712 0.712 0.712 0.710 0.705
S 0.520 0.499 0.520 0.487 0.509
G 0.540 0.289 0.540 0.381 0.50

Table 5.10: Two-class SVM classifier performance for no noise and 15dB noise (n=184).
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Input Features Acc Precision Recall F-Measure Avg AUC

S 0.429 0.433 0.43 0.427 0.663
G 0.321 0.309 0.321 0.307 0.6
MI 0.18 0.227 0.18 0.115 0.509

Table 5.11: SVM classifier performance for 7 participants over all tasks (n=377).

performs worse than the G and S measures at 4% above chance accuracy compared to

the best performing measures at 28% above chance accuracy. In this instance, however,

worse performance is preferable because it indicates that MI is more robust to variation

between people.

5.7 Summary

In this chapter, the relationship between gaze and speech is explored and the dependency

upon acoustic noise is investigated. The motivation is to infer the acoustic noise condition

in an ASR system for acoustic adaptation and to define the ‘gaze Lombard effect’.

In section 5.4, tests are performed on the speech data, and the results are found to

support the previous studies of Lombard effect, with fundamental frequency and power

characteristics being the main adaption. In section 5.5, tests are performed on the gaze

data. The results show that people tend to lengthen their fixation duration in acoustic

noise, and more when speaking compared to when not. A decreasing tendency of the

saccade length is also observed. Similar to the speech adaptation, the amount of this

gaze adaptation varies between different people. However, no adverse adaptation (shorter

fixation duration or longer saccade length) is observed. Some pilot arguments and tests

are made regarding this variation in multimodal systems, but more work should be done

in the future to support the finding.

After investigating speech and gaze independently, the semantic and temporal rela-

tionship between them and the change in noise is quantified using MI-based measures

in section 5.6. The MI is used to be an indication of a relationship strength between

gaze and speech. Considering the temporal asynchrony, two cognition gaze roles - object
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naming (gaze precedes speech) and mediating attention (gaze co-occurs with speech) are

compared. A feature vector is formed from these MI measures and used by a classifier to

infer the acoustic noise condition.

The results demonstrate the potential for MI as a desirable measure for the acous-

tic noise inference for acoustic adaptation because it has less variation between people

compared to other gaze or speech characteristics.

In Chapter 6, for a gaze-contingent ASR system, an event-based visual attention

inferring framework based on interaction and environment change reaction gaze roles for

language model adaptation will be described and evaluated. The findings in this chapter

and Chapter 6 will be applied to an ASR system in Chapter 7 for the validation of ASR

performance improvement (see Figure 1.1 in Chapter 1).
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CHAPTER 6

VISUAL ATTENTION INFERENCE

In Chapter 5, the noise dependent speech and gaze relationship is explored with quantifi-

able measures, including mutual information, enabling the inference of the noise condition

from gaze behaviours. This can be used to adapt the acoustic model in a gaze-contingent

ASR. As the formalism is mentioned in the thesis earlier (Chapter 3), the relationship

between gaze and speech is explored from the objective of determining the types of visual

attention. In a previous research, Bednarik [21] was managed to infer gaze events related

to issuing a command during an HCI task. In this chapter, the idea is developed further

to consider the multimodal relationship with speech and different acoustically noisy envi-

ronments. As words can be associated with visual attention, its inference allows language

model adaptation in gaze-contingent ASR. In this chapter, a visual attention inference

(VAI) framework is proposed and validated using the ES-N corpus.

6.1 VAI Implementation for the ES-N Task

In section 3.5, a formalism for VAI is described considering information events in gaze

itself and their relationship to those in another modality. In this section, the general

formalism for VAI is applied specifically to the ES-N corpus task in Chapter 4. A user

speaks to a system that responds by (optionally) verbally confirming understanding and

changing its display accordingly.
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In the task, a user might speak the object name while looking at it. The system

recognises a user’s gaze (gt) and speech events (wt). Referring to the taxonomy (section

3.2, this interactional behaviour infers a task-oriented visual attention (TOVA). Consider

a new object appearing on a display and gaze moving towards it. This is the gaze role of

reactive visual attention (RVA) - i.e., a display change (dt) and gaze orientating towards

it. Considering a VA is associated with a gaze event sequence containing consecutive

fixations and saccade, Figure 6.1 illustrates the applied taxonomy in VAI. In addition

to TOVA and RVA, the task-independent visual attention (TIVA) may be assumed in

the absence of TOVA and RVA. As discussed in the taxonomy section 3.2, the SVA is

not considered in the scenario as there is only one user, and no social interaction (e.g.,

establishing agency or regulating interaction) assumed by the system.

Modalities in this application in addition to gaze are the user’s speech and the system

response - i.e., confirmation of a command issued and an update to the display. As

discussed in section 3.6, expression 3.4 can be generalised as: P (rt = r|gt = g,M) ∝

P (gt,M |rt = r)P (rt = r). Here M = (W,D) is exploited, where W is the sequence of

speech events and D the system response events, so that wt and dt are the speech and

system response events at time t respectively. The multimodal coupling of a gaze event

with a speech or a system response event fr(.) is determined by their semantic relatedness

f sr (.) and temporal distance f tr(.) (see Figure 6.2).

Therefore, referring to expression 3.5, for TOVA (denoted by T) it is written as:

P (rt = T |gt = g,M) ∝ P (gt = g|rt = T )P (M |rt = T, gt = g)P (rt = T ) (6.1)

The multimodal coupling function for speech fr(gt,W ) and system response fr(gt, D)

are estimated respectively. The estimation of fr(gt,W ) is dependent upon whether the

user’s speech event wv is task related (e.g., a command) and its temporal distance to gt:

fr(gt,W ) = max
v
fr(gt, wv) (6.2)
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Figure 6.1: TIVA, TOVA, and RVA events in the form of sequences for feature extraction.
Sequences are formed using a three-fixation window and a one-fixation interval. Each
sequence contains three fixations and two saccade movements.
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Figure 6.2: The coupling function between a gaze event gt and a speech event wv is
determined by a semantic component f sr and a temporal component f tr .

where wv ∈ W . The semantic component of the multimodal coupling function f sr (.) (refer

to expression 3.1) assigns a value of zero or one depending on whether the speech event

wv contains related dialogue:

f sr (gt, wv) =


1 if wv = task-oriented dialogue

0 otherwise

(6.3)

The temporal component of the coupling function gives greater weight to events nearer

the time of the gaze event. For this, an exponential decay function may suffice:

f tr(gt, wv) = e−Λd|t−v| (6.4)

Thus, the multimodal coupling function in expression 3.1 is a product of the component

temporal and semantic functions:

fr(gt, wv) = f sr (gt, wv)f
t
r(gt, wv) (6.5)
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The product of two functions is employed so either function serves as a weight to the

relationship.

Similarly for system response, fr(gt, D) is defined. The key difference is that the

coupling function is concerned with the (visual) system response D rather than speech

W , therefore:

f sr (gt, dv) =


1 if dv = update to display

0 otherwise

(6.6)

f tr(gt, dv) = e−Λ|t−v| (6.7)

Inference of visual attentions thus becomes learning the parameters of the coupling

functions and estimation of the densities that can be achieved by supervised learning.

6.2 Method

In the following sections, the evaluation for the taxonomy and inference framework dis-

cussed is undertaken employing the E-SN corpus data collected in the task described in

Chapter 4. The coupling functions in section 6.1 are applied.

According to the taxonomy proposed, the gaze event in a standard human-computer-

interaction (HCI) task can be distinguished as:

• TOVA, the events orienting to the task(s) assumed by the system function, which

can be, for example, moving a block, pressing a button, or selecting an item.

• RVA, the events reacting towards the system responses which can be, for example,

fixating on the pop-up information or confirming the block movement.

• TIVA, the events irrelevant to the on-going task, such as confusion, searching or

looking away, as gaze is ‘always on’.

The idea that gaze roles can be inferred from gaze characteristics alone (i.e. expression

3.7) is explored and compared with the addition of coupling function. To achieve this,
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the densities p(gt|rt = TOV A), p(gt|rt = TIV A), and p(gt|rt = RV A) are estimated in

order to calculate P (gt = g|rt = r) for each gaze event. The gaze features to use for VAI

are assessed in section 6.3.5 based on the performance of role discriminability.

With densities estimated, their change as a result of adding noise to the environment

is analysed. This is for three reasons. First, it lends support to the task assumed by the

system to determine whether someone is looking at spoken objects. Second, it provides

an insight into how gaze behaviour (and thus class density estimation for VAI) changes

as a result of environment factors - i.e., environment CA. Then, it exams the robustness

of the framework to assist integration between gaze and speech in the noisy environment

to be used in ASR.

The task assumed by the system (TOVA) is determined by its function. In this

evaluation, this function (ASR) is posited to be appropriate integration with speech using

the related information in gaze (e.g., to enhance ASR performance). A gaze-contingent

ASR task does not force the user to use gaze deliberately (see section 2.2.1) and could be

more valuable in acoustic noise where the recognition of speech modality becomes more

difficult and less reliable (see section 2.4.3).

A machine learning (ML) framework is applied for the evaluation process of VAI. For

the robustness of the inference, a feature vector needs to be formed by the features that

have good discriminability between visual attention types in no-noise and acoustically

noisy conditions. The features are compared in section 6.3.5, and the VAI performance is

reported in section 6.5, which compares the inferring results with the labelled gaze data

(i.e., supervised learning).
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6.3 Feature Selection for VAI

6.3.1 Data labelling

In this evaluation, the task assumed by the system (TOVA) is to determine whether the

user’s fixation focus is the visual object he/she is talking about (i.e., looking at spoken

objects). Reactive visual attention (RVA) is expected to be inferred by gaze events if the

display changes with the system response and if the user moves eyes towards the change

accordingly. For the other times, TIVA is supposed. In a ‘WoZ’ setting, the system

response is controlled by the wizard.

The exaction of the gaze events is based on the sequences containing consecutive

fixations and saccades. This event-based window approach is chosen against the time-

based window approach. It is due to three main reasons. First, it is because the nature

of the information events in gaze (e.g., fixations/VAs, saccades, pupil metrics, and so on)

and speech (e.g., words, utterance, and so on ): they do not occur in a fixed time interval

or last for a fixed time duration. Compared to the time-based approach, this reduces the

probability of separating a single event into two windows. Second, as fixation duration is

an important variable in the feature vector, it is unwise to use a fixed time window here.

Third, in regard to the real-time processing in the future, the event-based approach is

also computationally effective since there will be less input data concurrently [21]. Figure

6.1 shows a typical example of the labelling process.

6.3.2 Feature extraction

The choice of gaze features normally leans to exploratory due to the lack of standardization

[72] [137]. Three sets of measurements commonly used [263] are proposed to build the

feature vectors (see section 2.2.2). The first set is the fixation focus and durations and

the second set is the saccade measurements as suggested by a gaze feature review of

Jakob [137]. The third set is the pupillary responses related to the cognitive load and
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Sequence feature Description

Event fixation duration
The duration of the fixation for
on-going sequence

Prior fixation duration
The duration of the fixation before
the event

Post fixation duration
The duration of the fixation after
the event

Prior saccade length
The length of the saccade
movement to the event fixation

Post saccade length
The length of the saccade
movement from the event fixation

Average pupil size change
The average percent of change
for the pupil size within the sequence

Table 6.1: Features computed from fixation, saccade and pupil size

photo sensitivity as stated in a study of Klingner [164]. For a gaze event, the prior and

post events are also considered to form a richer feature set, resulting in a gaze sequence

for feature extraction (Figure 6.1). These sets of features are listed in Table 6.1. The

robustness of features are compared in section 6.3.5 in terms of their discriminability of

different VA types in no-noise or acoustically noisy condition.

6.3.3 Feature normalisation

Fixations, saccade movements and pupil sizes, when used to build feature vectors in multi-

users tasks, face limitations in utility due to the statistical distribution and the between

people variation.

It is noticed that the gaze features are not normally distributed well (see section 5.5).

This is due to the natural process limit, which is 0 in this case; because no fixation duration

can be shorter than zero, a right skew can be observed from the distribution (Figure 6.3).

As discussed in section 6.2, the process of VAI involves the prediction of P (gt = g|rt = r).

This density may be best estimated parametrically by a few parameters (e.g. a normal

distribution with two parameters: mean and variance). Thus transforming the features

to a normal distribution may assist robust prediction. As a standard pre-process step,

the normalisation can potentially improve the machine learning result [122].

The variability between persons is caused by the variation of the users’ biological and
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emotional characteristics and the environmental illumination difference of the tasks [19].

Thus, a normalisation scheme over users is reasonable and necessary for the data to be

comparable and aggregatable. The normalisation is important for the features to have

equal weight during the classification process and to allow parametric descriptions.

To make the gaze data more normally distributed, a Box-Cox transformation [278]

with λ = 0, which is a natural log transform, is applied on the features [4]. Figure

6.3 shows the distribution before and after the transform. It can be seen that the data

are much better symmetrically distributed. Two methods are used to normalise features

over the users. The first method is Z-score; the normalised value is retrieved by baseline

subtraction and dividing the standard deviation [143]. As the samples in the data may

not be sufficient enough to stand for true ‘population’, the z-score can also be treated as

a student t-statistic here. The second method is the percent change, after the baseline

subtraction, the partial result is divided by the baseline [17]. The first method is applied

on fixation and saccade measures and the second method on pupil size. The overlaid

histograms in Figure 6.4 show an example effect of the normalisation on event fixation

duration.

6.3.4 Feature discriminability in no-noise condition

To assess the feature discriminability of VA types in no-noise condition, the estimation

of parametric densities using normalised gaze features for the three defined VA types

are listed in Figure 6.5. The results reveal the difference in fixation duration is higher

when the user is instructing the system (TOVA mean 0.473 ms z-score) compared to

when not (TIVA mean −0.593 ms z-score p < 0.001) or when reacting to changes in the

visual field (RVA mean 1.530 ms z-score p < 0.001). Likewise, the prior saccade length

shows significant differences (p < 0.001). The discriminability indicated by the significant

difference makes them desirable features in the classification process.
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Figure 6.3: The overall fixation duration distribution before and after the nature log
transform. The figure illustrates that after the transform, the fixation durations are much
better symmetrically bell shaped.

Figure 6.4: Difference in fixation duration distribution for each role before and after
normalisation. A more symmetrical distribution results, which lends itself to parametric
definition with less overlap in error bars between roles.
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Figure 6.5: Summary statistics for normalised gaze features on a per-role basis without
environmental acoustic noise. Fixation duration and its prior saccade length show the
largest difference between roles, suggesting superiority over the other measures.

6.3.5 Feature discriminability and dependency upon acoustic
noise

It is discussed in section 6.2 that the VAI is expected to be more beneficial for a gaze-

contingent ASR in the acoustic noise. Thus, the discriminability of the features in noisy

environment needs to be analysed.

In noisy environment, the ‘gaze Lombard effect’ is observed in the corpus data (see

section 5.5). The general expectation is that the overall fixation duration will increase

and that the overall saccade length will decrease during the noisy environment due to

the psychological impact and the communication difficulty brought by the environmental

noises [263]. In this section, the normalised features in different noise conditions regarding

each VA type are investigated in terms of their discriminability of the VA types.

The gaze data is collected from the experiments in no-noise (N0), 42.75dB (N1),

54.75dB (N2), and 63.75dB (N3) noise environments respectively as discussed in the

section 4.5.1. Two-tailed t-test is used to produce the significance value.
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Event fixation duration (EFD)

As the noise increased, the prolonged event fixation duration (EFD) across all three roles

can be noticed in Figure 6.6. The overall fixation duration increase in noisy environment

is discussed in section 5.5. The results here reveal that this change is mainly caused by

the increase of EFD within TOVA (p < 0.001) and RVA (p < 0.001), while the TIVA

EFD does not significantly change (p > 0.05) in a noisy environment.

One plausible explanation for the increase of TOVA EFD is related to more active use

of gaze to assist communication in noise. The observed increase of RVA EFD could be

because that the user spends longer on evaluating the feedback of his commands in noisy

environment.

For the discriminability between VA types within each noise condition, the significant

difference (p < 0.001) of EFD is observed between any two roles. The difference of distri-

butions leads to the great potential for EFD to be a desirable feature in the classification

process.

The experiment is repeated for prior and post fixation events because they may assist

the classification process.

Prior fixation duration (PRFD)

From Figure 6.7, an increase of the TIVA PRFD (p < 0.001) is noticed as noise increased,

while the TOVA PRFD does not share this increasing trend (p > 0.9). A likely interpre-

tation is that the PRFD of a TOVA sequence is related to when a user is planning for

the next command to issue, and noise does not increase this duration where gaze is used

for the psychological planning.

Within each noise condition, the RVA PRFD is longer than TIVA PRFD (p < 0.001)

and TOVA PRFD (p < 0.001). A plausible explanation is that after issuing a command,

a user is likely to retain his fixation focus waiting for the machine feedback. As the result

of the distinguished distribution in each noise condition, PRFD has the potential to be a

valuable feature in the classification process.
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Figure 6.6: The bar graph of the event fixation duration z-score with the 95% confidence
interval error bar across all sequence roles and noise conditions.
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Figure 6.7: The bar graph of the prior fixation duration z-score with the 95% confidence
interval error bar across all sequence roles and noise conditions.
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Post fixation duration (PTFD)

In the Figure 6.8, no significant difference of PTFD is found between TIVA and TOVA

either in no-noise condition (p > 0.5) or the noisiest condition (p > 0.4). Although the

RVA PTFD is distinguished from TIVA (p < 0.001) and TOVA (p < 0.001) in no-noise

condition, the difference becomes less notable in noise (p > 0.4). The unsatisfactory

discriminability makes PTFD a less valuable feature in the classification process.

Prior saccade length (PRSL)

In section 2.2.2, the correlations between TIVA fixation duration and its prior saccade

length are discussed. In Figure 6.9, this correlation can be identified from the TIVA

PRSL. For the TOVA PRSL, a significant decreasing trend (p < 0.05) is seen. A likely

interpretation is that while in noise, the disturbing environment makes a user tend to pick

an object on the screen that is closer to the previous visual focus.

Within each noise condition, significant distinction (p < 0.001) exists between any two

roles for PRSL, which makes it a good describing feature in the classification process.

Post saccade length (PRSL)

For the post saccade length (PTSL), the results in Figure 6.10 show that there is no signif-

icant difference (p > 0.5) between the distributions of any two roles in no-noise condition

and between TIVA and RVA in noisy conditions (p > 0.2). In terms of discriminability,

PTSL is less favourable than PRSL.

Pupil size change

The pupil size changes (%) are shown in Figure 6.11. From the results, an upward

tendency can be observed for TOVA and RVA when noise increases (p < 0.001 between no

noise and the noisiest condition). However, that there is no significant difference between

VA types (p > 0.05) within noise conditions makes it less valuable in the VAI framework.
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Figure 6.8: The bar graph of the post fixation duration z-score with the 95% confidence
interval error bar across all sequence roles and noise conditions.
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Figure 6.9: The bar graph of the prior saccade length z-score with the 95% confidence
interval error bar across all sequence roles and noise conditions.
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Figure 6.10: The bar graph of the post saccade length z-score with the 95% confidence
interval error bar across all sequence roles and noise conditions.
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This observation supports the previous finding that the size of pupillary change caused

by external reflexes is distinctly larger than the change related to internal states [18].

Conclusion of findings

Based on the discussions above, event fixation duration (EFD), prior fixation duration

(PRFD) and prior saccade length (PRSL) are more desirable features in the classifica-

tion process compared to post fixation duration (PTFD), post saccade length (PTSL)

and pupil size change. Thus, those features are used to form the feature vector for the

classifier.

6.4 VAI Performance Test

To evaluate the VAI framework and the working taxonomy, a 3-class ML framework is

applied to estimate P (gt = g|rt = r) and P (rt = r) for predicting P (rt = r|gt = g). The

inferred results are evaluated using the classification performance metrics. To demonstrate

the VAI framework in no-noise and acoustically noisy condition, the classification results

in noise condition N0 and N3 are reported.

The features extracted in section 6.3.5 form a feature vector for the machine learn-

ing system. To derive the posterior probability density P (rt = r|gt = g,M) (refer to

expression 6.1), a naive Bayesian classifier is built as a prediction model. The esti-

mated posterior probabilities P (rt = TIV A|gt = g,M), P (rt = TOV A|gt = g,M),

and P (rt = RV A|gt = g,M) are compared for the gaze event gt with the feature vector

to be inferred as one of the TIVA, TOVA, or RVA roles.

Table 6.2 shows the counts percentage of each participant and gaze role. It is noticed

that the dataset is unbalanced as the TIVA data is approximately two times that of

the TOVA data and four times that of the RVA data. This distinct class skew makes

classification accuracy a poor performance metric choice for the evaluation. To better

present the performance, area under receiver operating characteristics (AUC) is used
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Figure 6.11: The bar graph of the average pupil size change with the 95% confidence
interval error bar across all sequence roles and noise conditions.
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Role
TIVA TOVA RVA Total

Participant A 49% 33% 18% 291
B 63% 30% 8% 342
C 64% 24% 12% 217
D 65% 22% 13% 315
E 65% 23% 11% 374
F 58% 30% 12% 356
G 51% 36% 13% 291

Total 1297 617 272 2186
Total(%) 59% 28% 13% 100%

Table 6.2: Input data frequency. It is noticed that the dataset is distinctly unbalanced
across VA types.

as a measurement insensitive to the class skew [82] in addition to other conventional

measurements, such as precision, recall, and F-measure [252]. In this 3-class evaluation,

AUC for each class is calculated in turn as a two-class situation by considering the other

two as the negative class [254] for simple generation and visualisation. The averaged AUC

reported is the weighted average of each class.

The performance of inferring gaze roles from the gaze characteristics alone (refer to

expression 3.5) is compared with adding the multimodal coupling functions. In section

6.1, the multimodal coupling function between gaze and other modalities in the ES-N task

are discussed. The temporal component of the coupling function is written as a decay

function f t(.) = e−Λ|t−v|. In a decay function, the τ = 1/Λ is defined to be the lifetime

(also called the exponential time constant). Of the interest for the study, the values of

lifetime range from 0.1s to 8s (equally Λ ranges from 0.125 to 10) are investigated and the

optimum τ is picked empirically based on the weighted average AUC. It is hypothesised

that VAI is more reliable considering the multimodal coupling.

6.5 Results

To evaluate the system, 7-fold cross-validation is employed with each fold contains the

data from a participant. Using the gaze characters alone, the classification results in

132



Classification Results
Features Accuracy Avg AUC

Pupil Size 0.593 0.532
Saccade Length 0.711 0.720

Fixation Duration 0.735 0.832
S+P 0.709 0.719
F+P 0.734 0.829
F+S 0.808 0.890

F+S+P 0.809 0.890

Table 6.3: Classifier performance for gaze role inference in no noise environment demon-
strating the benefit of using fixation duration (F) and saccade length (S) over pupillary
responses (P)

Table 6.3 confirm that for no-noise condition, fixation duration and the length of its prior

saccade has 81% accuracy, demonstrating excellent performance in terms of the AUC

(0.89). Similarly, for noisy condition, the best accuracy and AUC are 75.3% and 0.892

respectively with fixation duration and saccade length as part of input features.

To incorporate the multimodal coupling function, the optimum decay function param-

eter Λ is chosen empirically from values ranged from 0.125 to 10 to ensure the optimum

average AUC. During this process, the word sequence obtained by ASR and the recorded

screen-display-change events were used. The results are shown in Figure 6.12 for classifi-

cation in two noise conditions, clean and noisy. The Λ = 1(lifetime τ = 1s) is chosen for

the best classification performance.

The detailed improved performances after incorporating the coupling function for both

conditions are listed in Table 6.4. While the other evaluation measures are more sensitive

to the class skew (unbalanced class distribution), AUC is more of the interest in this case.

After incorporating the coupling function, the TOVA AUC increases from 0.847 to 0.866

and from 0.839 to 0.844 for no-noise and noisy conditions respectively. Similarly, the RVA

AUC increases from 0.946 to 0.970 and from 0.923 to 0.946 respectively. Meanwhile, there

is no change for the TIVA AUC. Together, they lead to an improvement for the weighted

averaged AUC from 0.890 to 0.903 in no-noise condition and from 0.892 to 0.898 in noisy

condition.

It is observed that incorporating the coupling function assists to resolve the ambiguity
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Figure 6.12: The weighted average AUC of the classifier for no-noise and noisy conditions
when decay rate Λ in the coupling function ranges from 0.125 to 10.

between the classification for TOVA and RVA gaze events. This can be revealed in the

comparison between the confusion matrix in Table 6.5 for no-noise condition and Table

6.6 for noisy condition. Table 6.5 shows that the cases in which TOVA is misclassified as

RVA drop by 8.3% (from 48 to 44) and the cases in which RVA is misclassified as TOVA

drop by 9% (from 44 to 40). The corresponding figures in noise condition are 19.7% and

5.3% respectively, as shown in Table 6.6.

6.6 Summary

In Chapter 5, the semantic and temporal relationship between speech and gaze is in-

vestigated for the inference of acoustic noise, and the demand to adapt an event-based

inferring framework in ASR systems for appropriate integration of gaze is raised. In

this chapter, a visual attention inference (VAI) framework is described as an event-based

inferring function to account for the relevance of gaze events to system function.
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Noise Condition N0 N3
Incorporate f No Yes No Yes

Accuracy 0.809 0.812 0.753 0.769
Precision 0.806 0.819 0.750 0.767

Recall 0.809 0.822 0.753 0.769
F-Measure 0.807 0.820 0.750 0.767
Avg AUC 0.890 0.903 0.892 0.898

TIVA AUC 0.894 0.896 0.924 0.923
TOVA AUC 0.847 0.866 0.839 0.844
RVA AUC 0.946 0.970 0.923 0.946

Table 6.4: The detailed performances before and after incorporating the coupling function
f . The latter demonstrates an overall improved performance.

Predicted Class
TIVA TOVA RVA

TIVA 1151 108 38
TOVA 160 409 48
RVA 20 44 208

TIVA 1159 102 36
TOVA 167 406 44
RVA 22 40 210

Table 6.5: The confusion matrix for no-noise condition before (top) and after (bottom)
incorporating the coupling function.

Predicted Class
TIVA TOVA RVA

TIVA 698 105 2
TOVA 157 418 66
RVA 17 75 173

TIVA 697 100 8
TOVA 151 437 53
RVA 12 71 182

Table 6.6: The confusion matrix for noisy condition before (top) and after (bottom)
incorporating the coupling function
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Within the VAI framework, a gaze role taxonomy is proposed aiming at distinguishing

task-relevant gaze events with others. The formalism of the VAI and coupling function is

discussed and applied to the ES-N corpus task.

As the task assumed by the system (TOVA) is determined by the system function,

the evaluation is conducted, aiming at more appropriate integration with speech using the

relevant information in gaze (e.g., to improve speech recognition in noise). The evaluation

using the gaze-speech corpus data collected in Chapter 4 shows support for including a

VAI function in interactive systems. A naive Bayes classifier is shown to perform well in

either no-noise condition or noisy condition with the gaze characteristics alone.

Related to the need for richer feature sets, the VAI framework proposed in this chap-

ter incorporates multimodal coupling functions. With the addition of coupling functions,

the performance improvement is illustrated within all the evaluation metrics (accuracy,

precision, recall, f-Measure, and AUC) in both noise conditions stating the value of incor-

porating coupling functions in VAI. VAI will be used for the selective use of VA information

in language model adaptation in the ASR system.

To validate the value of implementing VAI and ANI framework in engineering an ASR

system, an application example is built in Chapter 7 to demonstrate the performance

improvement.
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CHAPTER 7

SELECTIVE GAZE-CONTINGENT ASR SYSTEM

In Chapter 5, an acoustic noise inference (ANI) framework is described by exploring

the relationship between gaze and speech and the dependency upon noise. In Chapter

6, a visual attention inference (VAI) framework is proposed for highlighting the benefit

of distinguishing gaze events by the visual attention type. The evaluation is conducted

assuming a system function of integrating gaze with speech for a better recognition in

acoustically noisy environment.

In this penultimate chapter, an ASR system is constructed. The acoustic model and

language model adaptation techniques are used to improve the ASR performance. The

former is performed based on the noise condition inferred, and the latter is performed

based on the visual attention type inferred. For this purpose, the implementation of

ANI and VAI frameworks in this ASR system is described. Because the ASR uses gaze

information selectively, it is termed to as a selective gaze-contingent ASR.

7.1 ASR and Adaptation Overview

7.1.1 ASR basics

Automatic speech recognition (ASR) can be defined as a technology that allows the com-

puter to identify a user’s speech and transcribe it into readable text (see section 2.3.1).
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A popular ASR system consists of two components: an acoustic component known as

acoustic model and a linguistic component that incorporates a language model [170] (See

Figure 7.1). An acoustic model takes acoustic inputs from the speech and compiles them

into statistical representations of the sounds. It then matches them with the words in the

vocabulary and assigns a probability to each word. One most common acoustic model is

the hidden Markov model (HMM) [260]. A language model estimates the probability of a

word occurring based on the history of previous words. The overall probability of a word

candidate in ASR is then calculated based on the combination of the two probabilities

produced by acoustic model and language model respectively.

More formally, let A denote the acoustic evidence observed; the objective of ASR is

to find the most likely word sequence Ŵ by Bayesian inference:

Ŵ = argmax
W

P (W |A) = argmax
W

P (A|W )P (W ) (7.1)

where P (W |A) denotes the probability of word sequence W is spoken given the evidence

A is observed. While the conditional probability of the acoustic evidence being observed

P (A|W ) is calculated by the acoustic model, the prior probability of word sequence P (W )

is provided by the language model.

7.1.2 Language Model

A language model assigns a probability to a sequence of N words W = (w1, w2, ..., wN).

The probability of W can be expressed as a product of conditional probabilities:

P (W ) =
N∏
i=1

P (wi|wi−1
i−n+1) (7.2)

Within the term P (wi|wi−1
i−n+1), wi−1

i−n+1 = (wi−n+1, . . . , wi−2, wi−1) is considered the

history of n previous words and wi the prediction. In an n-gram model, two histories

are considered identical if they end in the same n− 1 words. The histories are estimated

from the speech data. The conditional probability P (wi|wi−1
i−n+1) in an n-gram language
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Figure 7.1: A standard basic model of automatic speech recognition that involves the use
of an acoustic model and a language model.

model can be estimated with the maximum likelihood estimation (MLE) technique where

C denotes the frequency count:

P (wi|wi−1
i−n+1) =

C(wi−n+1, . . . , wi−1, wi)

C(wi−n+1, . . . , wi−1)
(7.3)

In bigrams, with n = 2, the probability of a word sequence W becomes:

P (W ) =
N∏
i=1

P (wi|wi−1) (7.4)

And the conditional probability P (wi|wi−1) is expressed as:

P (wi|wi−1) =
C(wi−1, wi)

C(wi−1)
(7.5)
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7.1.3 Selective gaze-contingent ASR architecture

With the ANI and VAI frameworks evaluated in Chapter 5 and Chapter 6 respectively,

the system described in Chapter 3 can be applied as the selective gaze-contingent ASR

architecture shown in Figure 7.2.

With the acoustic noise inferred using ANI, various strategies can be used to counter

the effect brought by the noise. These strategies include speech enhancement, feature

enhancement, model adaptation, noise-resistant feature extraction (see section 2.3.4). In

this study, for the demonstration of the value of ANI in ASR systems, an acoustic model

adaptation technique is used.

The gaze events are used selectively in a cache-based LM adaptation based on the

visual attention type inferred by the VAI framework. As discussed in section 2.4.3, it is

expected that the use of gaze will be more effective and valuable in the noisier environment.

It needs to be noted that the selective use of gaze can be applied to the ASR system

regardless of the preceding counter-noise strategy used.

7.1.4 Gaze-based LM adaptation

Language model (LM) adaptation is the process of modifying the word probabilities in a

LM trained in speech from one domain to better model speech in another domain (e.g., a

topic). In a previous study by Cooke [49], LM adaptation based on the speaker focus of

visual attention at time t modified the probabilities of words associated with map objects

viewed. It was demonstrated that in the LM adaptation process, the redistribution of

probability mass in a multiple-class LM yielded better WER performance improvement

than a single class LM; one class contained words associated with the visual field, and

probability mass was redistributed only within that class in response to a gaze event.
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Figure 7.2: The implementation architecture of the selective gaze-contingent ASR. The
gaze is used selectively based on the VAI results in cache-based LM adaptation for the
integration with speech. The counter-noise strategy used in the study is the acoustic
model adaptation for demonstrating the value of the ANI framework. The selective gaze-
contingent ASR utilises these adaptation techniques to improve the noise-robust recogni-
tion performance.
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7.1.5 Cache-based LM adaptation

Cache-based LM adaptation utilises a cache of previous events to boost the probabilities

of words occurring in the cache. Typically, the cache at time t contains the previous

hypothesised words up to time t. For example, Kuhn [170] proposed a cache model

applied on a class-based LM [31] in which the word probability P (w|C) of class C is

updated by the recent 200 words. LM perplexity and WER improvements have also been

shown by using topic-based cache models [45] [215] where previous hypothesised topics of

conversation form the cache rather than words.

In addition to linguistic-derived caches, caches based on vision contain a reference

to physical objects in the environment [183] or in the users’ field of view [274]. The

object references in these caches are associated with keywords, which are boosted in LM

adaptation relative to their cache occurrence; Qu [257] employs this technique in his

study and shows decreases in LM perplexity. In another LM adaptation study by Cooke

[50], a cache is proposed containing gaze events (fixations on visual foci) before and after

a hypothesised word based on assumptions of psycholinguistic processes. However, in

these studies, WER improvements are limited, and the systems are not evaluated in noisy

environments (see the discussion in section 2.4.3).

The technique described in this chapter builds on previous work by investigating the

selective use of gaze in cache LM adaptation of a class-based LM, where the selection

criteria for gaze events are learnt and implemented using the VAI framework discussed

in Chapter 6. An N-class LM model extends the 2-class model proposed by Cooke [49]

so that multiple classes are used to represent the visual field and task. The evaluation is

conducted using eye movement and speech data recorded in acoustically noisy environment

(ES-N corpus, see Chapter 4) to better match real-world utility.
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7.1.6 Acoustic model adaptation

An acoustic model is trained using a particular set of speech data. When there is a mis-

match between the training condition and recognition condition, an adaptation procedure

can reduce the mismatch and improve the recognition performances (discussed in section

2.3.4).

For an HMM acoustic model, one typical adaptation approach is the re-estimation

of the HMM parameters. Among the adaptation techniques, maximum likelihood linear

regression (MLLR) [175] and maximum a posteriori (MAP) [97] are most popular. While

MLLR helps in dealing with unseen models, MAP uses prior knowledge to account for

speaker variation; therefore, it is particularly useful in dealing with informative prior

knowledge (i.e., knowing what the parameters of the model are likely to be using the

prior knowledge).

The MLLR computes a linear transformation µ̂ of the mean vectors µ of the Gaussian

densities with the transformation matrix W and bias b

µ̂ = Wµ+ b (7.6)

to optimise the maximum likelihood by maximising the auxiliary function [16] Q:

Q(µ, µ̂) =
∑
θ∈S

F (O, θ|µ) log(F (O, θ|µ̂) (7.7)

where θ denotes the sequence of states to generate observation O, S the set of all possible

state sequences, and F the function of likelihood.

For the MLLR, a global transform can be applied to every Gaussian component in the

acoustic model, or more specific transforms can be applied to certain subsets of the model.

In the latter situation, a regression class tree can be used to group the components that

are close in acoustic space [325] and therefore be referred as ‘regression MLLR’. MLLR

is particularly useful in the situation where adaptation data is limited as it estimates a
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transform matrix to apply on acoustic models instead of re-estimate the model parameters

directly. It is believed to perform better accounting for different recording apparatus and

environment [51] but has also been used for speaker adaptation [175].

On the other hand, MAP re-estimates the mean vector µ by maximising the posterior

probability p given the observation O

µM = argmax
µ

p(µ|O) (7.8)

MAP performs better with large amounts of data and is good at dealing with speaker

variation as opposed to recording apparatus and environment [51]. It is possible to take

advantage of both techniques by serialising them [62] [49], i.e., MLLR followed by MAP.

7.2 Framework for Selective Gaze Integration

This section presents a general framework for selective use of gaze in cache adaptation of

class-based N-gram LMs. A cache-based adaptation of a class-based language model is

represented, with the cache containing gaze events instead of word or topic events, and

classes formed by considering how gaze information relates to information in speech.

7.2.1 Baseline LM construction using class-based model

In a language model, words can be clustered together into an equivalence class and this

would result in an n-gram class model [32]. For example, if the n-gram word probabilities

of two persons’ name, Tom and Jack, are comparably relative in the vocabulary, they

can be clustered into a class (e.g., name class) and treated as equivalent for the language

modelling. Standard word-based n-gram models can be considered a special case of class-

based models in which every single word is mapped to a unique word class.

For the baseline language model (LM) a class-based n-gram model is used:
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Pb(W ) =
N∏
i=1

Pb(ci|ci−n+1
i−1 )Pb(wi|ci) (7.9)

where N is length of the word sequence W = {w1, w2, . . . , wN}, ci the class, wi the word,

and suffix ‘b’ the ‘baseline’. ci−n+1
i−1 = {ci−n+1, . . . , ci−2, ci−1} is the history of n previous

classes associated with the n previous words. The class-based model enables a visual

task-specific grammar to be captured - e.g., words associated with groups of visual foci,

where the grouping of foci is related to task. It also overcomes the sparseness problems by

estimating infrequent words that have support from the frequent ones in the same class

[215]. In a previous study [274], the class-based model is reported to require only about

one-third as much storage as the standard language model, in which each word is treated

as a unique individual.

7.2.2 Cache-based LM adaptation

The baseline LM word probabilities Pb(wi|ci) are time invariant. Cache-based LM adap-

tation is used to modify the LM at time t given extra information in a cache. Figure

7.3 illustrates the basic idea. Assume there are in total M gaze events up to time t,

Gtotal = {g1, . . . , gM}. The cache is formed from the sequence of the latest l gaze events,

Gcache = {gM−l+1, . . . , gM}, where l is the cache length (i.e., history of gaze events). The

gaze event cache LM word probabilities, P t
g(wi|ci) are computed at time t as:

P t
g(wi|ci) =

∑M
m=M−l+1 σ(gm, wi)∑M
m=M−l+1 σ(gm, ci)

(7.10)

where σ(gm, wi) is a function that represents the relevance of the gaze event gm to the

word wi, and σ(gm, ci) is a function that represents the relevance of the gaze event gm to

the class ci. These relevance functions, σ(.) determine whether and to what degree the

gaze event modifies the word probabilities. Thus, the word sequence probability becomes:
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Figure 7.3: Cache-based LM adaptation framework. A cache is made of gaze events
selectively (via relevance function) to adapt the class-based LM. The arrows represent the
data flow.
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P t
g(W ) =

N∏
i=1

Pb(ci|ci−n+1
i−1 )P t

g(wi|ci) (7.11)

The adapted LM word probability at time t, P t
a(wi|ci), is determined from the weighted

interpolation of the baseline LM Pb(W ) and the cache LM P t
g(W ):

P t
a(W ) = (1− λ)Pb(W ) + λP t

g(W ) (7.12)

The interpolation parameter λ given in expression 7.12 enables information from gaze

to be used in toto to adapt the LM.

7.2.3 Relevance function

The relevance functions σ(g, w) and σ(g, c) represent the degree to which a specific gaze

event g is related to the word w and class c respectively. For easier representation, σ(g, ω)

is defined where ω is either class or word. When a TOVA is inferred by the VAI framework,

a confidence score s will also be produced. For the non-selective use, a TOVA is treated

equally as the other VAs. This approach is comparable with the ones used by Qu [257] and

Cooke [50]. For the selective use, a TOVA is considered relevant and should be used in the

cache with the degree of relevance weighted. However, in score-based selective use, the

weight is the confidence score s; while in definitive selective use, all TOVAs are weighted

equally (i.e., classification confidence is not considered). Consequently, three approaches

of estimating the relevance function for integrating gaze with speech are proposed.

Relevance function 1: Non-selective use

In relevance function 1, all gaze events associated with ω are considered equally relevant

in the cache. The function σ(g, ω) in expression 7.10 is defined as:
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σ(g, ω) =


1 if g is related to ω

0 otherwise.

(7.13)

Relevance function 2: Score-based selective use

In relevance function 2, the relevance of gaze events is variable and measured by a score

s. The function σ(g, ω) in expression 7.10 is defined as:

σ(g, ω) =


s if g is related to ω

0 otherwise.

(7.14)

where s is a continuous value representing the measure of relevance between 0 (no confi-

dence) and 1 (full confidence). In this work, the score s is calculated by the VAI framework

(will be described in the next section).

Relevance function 3: Definitive selective use

In relevance function 3, the relevance of the gaze event depends upon a definitive decision

i.e., a classifier decision. The function σ(g, ω) in expression 7.10 is defined as:

σ(g, ω) =


1 s ≥ γ and g is related to ω

0 otherwise.

(7.15)

where γ represents a threshold for the classifier to classify the gaze event as a TOVA.

7.2.4 VAI implementation for relevance functions

In the section 7.2.3, three approaches have been proposed to account for the relevance

between speech and gaze for integration. In Approach 1: Non-selective use, a gaze event

g in the cache is used non-selectively to bias the LM to increase the probability of the

148



related word w. While in Approach 2: Score-based selective use and Approach 3: Definitive

selective use, the score s needs to be calculated to represent the confidence of a gaze event

g relevant to speech in the case of the system task being looking at the spoken words (i.e.,

the system task assumed in VAI evaluation section 6.2).

Referring back to section 6.1, the score s can be determined by the VAI result p(rt =

TOV A|gt = g,M) = p(rt = TOV A|X,M), where X denotes the inference feature set

(see section 6.3.5) of g, and M denotes the other modalities (e.g., speech utterance and

system response). Therefore, the score s is calculated by the VAI framework as:

s = p(rt = TOV A|X,M)

∝ p(X|rt = TOV A) p(rt = TOV A) p(fTOV A(M, gt = g)|rt = TOV A, gt = g)

(7.16)

The threshold γ in Approach 3 is determined for the gaze event g to be classified as

TOVA, i.e.,:

γ = max( p(rt = TIV A|X,M), p(rt = RV A|X,M) ) (7.17)

7.3 Evaluation Methodology

7.3.1 Method

A full ASR system is built that implements the frameworks, notably the VAI approach for

implementing the relevance function. The performance of the ASR is evaluated using the

ES-N corpus collected in different background noise conditions, as described in Chapter

4.

7.3.2 Baseline LM and class construction

The baseline LM is constructed from the speech transcriptions of the ES-N corpus data

containing 1056 utterances and 3764 words with a vocabulary of size 91. To feed the
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language model to the ASR in the later stage, bi-grams model is used. For the smoothing

technique, Witten-Bell [43] is adopted for it has been reported to outperform Good-Turing,

linear and absolute smoothing in bi-grams with small corpus data [95].

With the prior knowledge of the task involving user instructing positioning of coloured

shapes (e.g., ‘red square at left’), four classes are created in the LM - colour, shape,

position, and non-visual-related. Words related to these classes are assigned to them.

This implementation is used to reflect the task-specific relation between words and visual

foci.

7.3.3 Training the baseline ASR

The construction of a proper ASR requires supervised training on a corpus. The ASR is

trained on WSJCAM0 corpus of British English [271]. WSJCAM0 corpus was recorded at

Cambridge University. Derived from the Wall Street Journal text corpus, it is of the largest

corpora of spoken British English. The pronunciation dictionary with 25231 triphones in

the ASR was derived from the British English Example Pronunciation (BEEP) dictionary,

which is part of the WSJCAM0 corpus.

The ASR performance on the WSJCAM0 test data reached a 20.9% WER, which

shows favourable performance against the systems in other studies [240] [130] [305]. The

audio input was transformed using static and dynamic Mel frequency cepstral coefficient

[61] with cepstral mean normalisation [10]. The ASR was built using the HTK [325]

toolbox on a Linux system. More details of this baseline ASR may be found in a previous

study by Cooke [49].

7.3.4 Parameter selection

In expression 7.1, the most likely word sequence Ŵ was expressed simply as the product

of acoustic and linguistic probabilities. However, in real systems, more efforts need to

be paid on the balance between acoustic and linguistic parameters to optimise the sys-
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tem performance [299]. This is done by introducing a language model weight (so called

language model scaling factor LMSF) and word insertion penalty (WIP):

Ŵ = argmax
W

P (A|W )P (W )S iN (7.18)

where s denotes the LMSF, i the WIP, and N the number of words in sequence W .

Normally, the computation is carried out in log domain:

Ŵ = argmax
W

logP (A|W ) + s logP (W ) +N log i (7.19)

The LMSF affects the transition between words as it multiplies the transition prob-

abilities by a constant. As LMSF is increased, there will be more deletion errors and

fewer insertion errors. Also, a larger LMSF would mean less influence by acoustic model

observation probabilities.

The WIP also functions as a penalty for inserting words as the name suggests. It

controls the trade-off between insertion and deletion errors. A larger penalty makes the

decoder prefer fewer longer words and, therefore, brings more deletion errors and less

insertion errors. A smaller penalty makes the decoder prefer more shorter words and,

therefore, has the opposite effect. It needs to be noticed that a larger penalty is introduced

by a smaller (more negative) WIP value.

The LMSF and WIP are important towards an optimised ASR performance, and they

are decided empirically using the grid-search. Figure 7.4 shows the ASR performance

(WER) on an example speech recording data as a function of WIP and LMSF in no

noise-condition and acoustically noisy condition. From the example, in the condition

with the background babble noise, larger word insertion penalty (more negative) and

language model scale factor help to suppress the insertion errors. The computation is

carried out in the log domain to avoid underflow.
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Figure 7.4: Surface plot showing WER as a function of word insertion penalty (WIP) and
language model scale factor (LMSF) for the same speech recording with (N3, top) and
without additive acoustic noise. Optimum values of WIP and LMSF are 30,10 for N3 and
10,20 for N0, showing that the larger penalty (more negative) and scale factor assist to
counter balance the insertion errors brought by background babble noise.
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7.3.5 LM performance measure

The performance of the language model is measured using perplexity (PER), which is

calculated as the inverse of the geometric average probability assigned to a word sequence,

W = {w1, w2, ..., wN}, of N words:

PER = 2
−

1

N
log2 P (W )

(7.20)

A language model with a lower PER value is theoretically better at predicting the word

probabilities in the test data. However, while the calculation of perplexity can be done

without access to a speech recogniser, the PER value often does not correlate well with

speech recognition WER [42]. Examples in the previous studies show that the language

models with lower perplexity may yield little or no improvement in terms of WER in a

real recogniser [191] [136].

Nevertheless, although perplexity does not necessarily represent the recognition per-

formance, it is still an elegant and widely used measure for comparing language models

with the same vocabulary [42]. Therefore, in this evaluation, the performances of the lan-

guage models will be compared using the perplexity, and their recognition performances

will be evaluated using a real ASR system.

7.3.6 ASR performance measure

A standard metric for ASR performance is word error rate (WER). WER is derived from

the Levenshtein distance [177] considering the errors caused by substitution, deletion and

insertion to have the equal weight. It can be computed as:

WER =
Ns +Nd +Ni

N
(7.21)

where N is the total words number, Ns the number of substitutions, Nd the number of

deletions, and Ni the number of insertions.
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WER was used as a performance measure in the previous studies utilising gaze to

improve speech recognition [257] [49]. In this evaluation, the WER performances of the

adapted ASR will be compared.

7.3.7 N-best rescoring

An ASR generates the most likely word sequence using the Viterbi decoding. The WER is

calculated by comparing this sequence with a reference sequence. With N-best rescoring,

instead an ASR generates N hypothesised competing word sequences with a probability

assigned to each of them. The so-called ’N-best list’ is a list with these sequences listed

according to their probabilities order. This list can be re-ordered combining the infor-

mation from the adapted LM to account for the extra context awareness; in this case,

the information from gaze. The updated probability P ∗(W ) of word sequence W with L

words is calculated as:

P ∗(W ) = P (W )
L∏
i=1

pa(wi|wi−1)

pb(wi|wi−1)
(7.22)

where pa(.) denotes the probabilities provided by the adapted LM P t
a(.) and pb(.) provided

by the baseline LM Pb(.) (see expression 7.12). As the WER for the N-best list is defined to

be calculated using the entry with the highest probability score, the effect of the adapted

LM can be assessed by comparing the WER of the rescored list.

It is a standard approach in ASR studies to use N-best rescoring to obviate the compu-

tational needs of Viterbi decoding. It is used as an approximation of Viterbi decoding with

dynamic LM probabilities. In this work, to evaluate the LM adaptation in an ASR system,

the LM probabilities for N-best rescoring are updated using the cache-based adapted LMs

(see section 7.2.2). With a longer list (larger N), a better WER performance is expected

because there will be more accurate entries present in the list. The choice of N is subject

to the computational efficiency, accuracy and the size of vocabulary.
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7.4 Tests Conducted

Four tests are conducted to evaluate the value of ANI and the selective use of gaze

information with VAI to improve the ASR performance in noisy environments by cache-

based class language model adaptation. The systems are validated with 7-fold cross

validation with each fold contains data from a participant to ensure the test set are

disjoint with the training sets.

7.4.1 Test 1: language model (LM) adaptation performance

The objective of the test is to evaluate the three LM adaptation approaches (see section

7.2.3) in terms of the perplexity improvement. It is hypothesised that the selective use of

gaze based on the relevance function out-performs the non-selective use approach.

The baseline LM is constructed as discussed in Section 7.3.2. The perplexity of the

baseline LM is 12.41.

The relevance score s calculated by VAI (see section 7.2.4) is used to adapt the LM. The

varying interpolation weight λ and the performances of σ(g, ω) in the three LM adaptation

approaches are compared. The results are reported in section 7.5.1 as perplexity.

7.4.2 Test 2: acoustic model (AM) adaptation performance

The objective of the test is to evaluate the optimum acoustic model adaptation technique

and to demonstrate the value of the noise condition inference. The baseline acoustic

model (referred to as BAM, see section 7.3.3) is adapted to no-noise (N0) speech (referred

as N0AM) and noisy speech (N1, N2, and N3 as N1AM, N2AM, and N3AM). The N0AM

model is compared with the N1AM, N2AM, and N3AM in terms of the recognition per-

formance on the corresponding noisy speech. It is hypothesised that the performance of

recognising noisy speech using the corresponding adapted acoustic model is better than

using N0AM non-selectively (i.e., ASR performance can be improved by noise condition
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inference) due to the reduced mismatch between the training and the recognition condi-

tion.

As discussed in section 7.1.6, the adaptation techniques MLLR, MAP, and the seriali-

sation of them is used to adapt the BAM to the ES-N corpus data for each noise condition.

The tests are performed following the procedure below, and the results are compared in

terms of word error rate (WER).

• No adaptation - Baseline performance

• MLLR with a global mean and diagonal covariance transformation - Global MLLR

• MLLR with mean and diagonal covariance transformations using a regression tree

- Regression MLLR

• MAP adaptation

• Regression MLLR followed by MAP

The adaptation data used here is the speech from all recordings, so the results are op-

timistic for the comparison between AM adaptation techniques. However, in the ASR

evaluation, 7-fold cross validation are used with each fold contains data from a partici-

pant. The results are reported in section 7.5.2. The acoustic models adapted using the

optimum technique (N0AM, N1AM, N2AM, and N3AM) are used in the next test.

7.4.3 Test 3: VAI-based LM adaptation performance in ASR

It is discussed in section 7.3.5 that the perplexity improvement does not correlate well

with the speech recognition WER improvement. Thus, to evaluate the LM adaptation in

terms of the WER improvement, the three LM adaptation approaches are tested in the

ASR system. It is hypothesised that the ASR system benefits from the LM adaptation

approach that uses gaze selectively (i.e., using VAI).

Evaluated on the speech data for each noise condition, the N-best rescoring technique

(see section 7.3.7) is used to update the recognition results. The baseline ASR system
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uses the optimum acoustic models in test 2 and the baseline LM in test 1. For the

coupling function within VAI, the word sequence obtained by ASR and the recorded

screen-display-change events are used. In section 7.5.3, WERs are measured to compare

the performances of three LM adaptation approaches.

7.4.4 Test 4: selective gaze-Contingent ASR performance

The objective of the test is to evaluate the selective gaze-contingent ASR incorporating

both VAI and ANI frameworks. It is hypothesised that the selective gaze-contingent

ASR outperforms a baseline ASR system using a fixed acoustic model (N0AM) with the

baseline LM.

The way to integrate ANI in the ASR system is that, for all noise conditions, the

acoustic models were adapted beforehand and when a noise condition is inferred by the

ANI, the corresponding model is selected for the recognition.

Evaluated on the aggregated/mixed speech data recorded in different noise conditions

using the optimum approach in test 2 and 3, the ASR performance adapting VAI and

VAI + ANI is reported in WER in section 7.5.4. The performance of ANI using the

MI approach is more favourable than using other gaze and speech features (see section

5.6.5). However, it is away from the upper-bound (100%) performance. Because there are

only 4 noise conditions and, ideally the adaptation is based on continuous acoustic noise

inference, the ASR performance adapting VAI + upper-bound ANI is also reported.

7.5 ASR Results

7.5.1 LM adaptation perplexity performance (Test 1)

The cache length for gaze events is fixed at l = 15, which is determined empirically from

values ranged from 1 to 30 to ensure the optimum average perplexity of the selective

approach. For each task recording, adapted LMs with three implementations of σ(g, ω)
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Figure 7.5: The perplexity values of the three approaches to relevance function for different
LM interpolation weights λ. The score-based selective use of gaze outperforms definitive
and non-selective use.

are compared with the baseline LM results. The interpolation weight λ ranges from 0 to 1

indicating the percentage contribution from the gaze modality (see expression 7.12), i.e.,

0 means using 100% of the LM constructed from the speech information, and 1 means

100% of the LM derived from gaze information. The percentage improvements of the LM

perplexity from the baseline LM are shown in Figure 7.5 and Table 7.1.

Using either class distribution alone ends up with a higher perplexity; lower perplexity

is obtained when combining both models. This suggests that the language used in the task

is better modelled when two LMs contribute approximately equally. When only using the

baseline LM constructed from speech information, the statistics are drawn from a big set

therefore lack more specific knowledge of a particular task recording. Conversely, using
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Perplexity
Non-S Score-based S Definitive S

Weight Mean Std Mean Std Mean Std
0 12.41 1.69 12.41 1.69 12.41 1.69

0.1 12.19 1.68 11.74 1.60 11.86 1.62
0.2 12.02 1.68 11.26 1.55 11.46 1.58
0.3 11.91 1.69 10.86 1.52 11.14 1.56
0.4 11.78 1.71 10.57 1.51 11.03 1.56
0.5 11.74 1.73 10.37 1.53 10.97 1.57
0.6 11.66 1.77 10.23 1.57 10.98 1.60
0.7 11.68 1.82 10.30 1.66 11.16 1.66
0.8 11.76 1.89 10.46 1.82 11.60 1.78
0.9 11.94 1.99 11.18 2.21 12.79 2.04
1 12.25 2.15 11.57 2.51 12.89 2.10

Table 7.1: The perplexity of non-selective, score-based selective and definitive selective
approaches. The score-based relevance function shows the lowest perplexity value, with
best performance at λ = 0.6 (10.23).

only the information from gaze is less reliable and suffers from a sparseness problem as

the VA-cached LM only contains words related to visual fields.

From Figure 7.5, it can be seen that when λ = 0.6, score-based approach (10.23,

17.57% improvement from the baseline performance) outperforms definitive approach

(10.98, 11.52%) and non-selective approach (11.66, 6.04%) in terms of the perplexity

improvement (p < 0.01, two-tailed t-test, same tests conducted after). When using the

information from gaze only (λ = 1), the score-based selective approach also models the

language better (11.57) than the other two approaches (12.25 and 12.89). This supports

the expectation of considering the relevance prior to the use of gaze information is bene-

ficial for the language model adaptation.

7.5.2 AM adaptation WER performance (Test 2)

The adaptation results are shown in Table 7.2 measured by WER. The WIP and LMSF

are optimised for each setting. A regression tree with 32 terminal or leaf nodes was

created using HTK for the transforms [325]. For all noise conditions, the ASR performs

best with regression MLLR followed by MAP. Therefore MLLR followed by MAP is used
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WER(%) N0 N1 N2 N3
Baseline 88.79 91.83 92.02 93.35
G-MLLR 32.70 47.60 52.69 77.38
R-MLLR 23.33 34.55 51.57 70.61

MAP 65.98 87.50 87.88 93.87
MLLR+MAP 10.84 26.32 40.95 63.42

N0AM 80.05 94.48 98.15

Table 7.2: The adaptation results measured in WER. G-MLLR stands for the global
MLLR and R-MLLR the regression MLLR.

as a benchmark performance in the next test with the adapted LMs. The corresponding

performances of the ASR system are 10.84% in N0, 26.32% in N1, 40.95% in N2, and

63.42% in N3. The performance differences between the noise levels meet the purpose

to distinguish the ASR to test the value of selective use of gaze respectively. This again

justifies the choice of acoustic noise levels used in this study (section 4.5.1).

Acoustic model adaptation reduces the mismatch between the training and recognition

conditions thus leading to a better ASR performance (see section 2.3.4). Using N0AM

(see section 7.4.2) non-selectively on the noisy speech data has significantly worse perfor-

mances compared to using the correspondingly adapted acoustic models due to the greater

mismatch. The results demonstrate the potential benefit of noise condition inference.

The performances of MLLR and MAP adaptations can vary depending on the size

of the training data size. For the MAP to perform better, normally a large amount of

adaptation data is required. As the Regression MLLR adaptation (65.46% improvement

from baseline in N0, 57.28% in N1, 40.45% in N2, and 22.74% in N3) performs better

than the global MLLR (56.09% improvement from baseline in N0, 44.23% in N1, 39.33%

in N2, and 15.97% in N3). It indicates that there are enough data for forming a regression

tree.

In regard to MAP, although it shows considerable improvement after the adaptation

(22.81%) in N0, the lower performance comparing to the MLLR indicates that the amount

of adaptation data is not enough for MAP to beat MLLR. In N3, a plausible reason for

the less favourable performance of MAP can be that the babble noise sounds as many
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people talking. Thus, the adaptation result is greatly compromised as MAP primarily

accounts for speaker variation.

Compared to the 20.9% benchmark performance against the WSJCAM0 test data

(section 7.3.3), the good recognition performance in no noise condition can be related to

the fact that users in the ‘put-that-there’ task with gaze and speech as inputs tend to

use short commands [75]. Note that the LM used in the ASR for the acoustic adaptation

tests is the baseline LM described in section 7.3.2.

7.5.3 ASR WER performance for evaluating the LM adaptation
(Test 3)

Figure 7.6 and 7.7 illustrate the ASR performances measured by the N-best rescoring us-

ing the adapted LMs in no noise (N0) and most noisy condition (N3) respectively. It can

be noted that the decrease of WER slopes gently for N > 100 in both conditions. Conse-

quently, the 100-best list results listed in Table 7.3 are reported as the ASR performance

measurement.

In no-noise condition, the non-selective σ(g, ω) LM adaptation has a 3.09% (p < 0.01,

two tailed t-test, same tests conducted after) absolute improvement in WER from no

LM adaptation. This is comparable with the previous studies [49] [257]. In acoustically

noisy conditions, this improvement rises to 8.46% in N1, 10.2% in N2 and 12.29% in N3,

rendering the increasing value of using gaze information to assist speech recognition in

acoustic noise. The selective use of gaze shows a further improvement of 3.14% (p < 0.001)

in N2, and 5.69% (p < 0.001) in N3, while no significant difference is reported between no-

noise (N0) and lower noisy conditions (N1, p > 0.05). The results demonstrated that the

ASR benefits more from using gaze selectively in louder noise. Meanwhile, no difference

(p > 0.1) is found between the two selective approaches.
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Figure 7.6: The figure shows the effect of LM adaptation in no-noise condition (N0).
WER differs as the length N of N-best list changes.

Figure 7.7: The figure shows the effect of LM adaptation in the noisiest condition (N3).
WER differs as the length N of N-best list changes.
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WER(%) N0 N1 N2 N3
Before LM adaptation 10.84 26.32 40.95 63.42

Non-selective 7.75 17.86 30.75 51.13
Definitive selective 7.75 16.98 27.61 45.44

Score-based selective 7.75 16.96 27.40 45.45

Table 7.3: The WER performances before and after the LM adaptations. N = 100 is
used in the N-best list. The selective use of gaze is more valuable in the noisier condition.

7.5.4 Selective gaze-contingent ASR WER performance (Test
4)

Based on the test results above, the selective gaze-contingent ASR employs ANI with

the MLLR+MAP adaptation technique and VAI with the score-based LM adaptation

approach. The complete system is evaluated using the mixed speech data recorded in

different noise conditions (N0, N1, N2, and N3). While in Test 2 and Test 3, all data

are used to achieve the optimistic results for comparison, in this test the 7-fold cross

validation is employed with each fold contains data from one participant. To demonstrate

the noise-robustness of the selective gaze-contingent ASR, the baseline ASR adapted to the

no-noise ES-N speech (N0AM) is used for the benchmark performance. Table 7.4 shows

the breakdown of the baseline performance in terms of noise conditions and participants.

Baseline (N0AM) N0 N1 N2 N3
1 16.3 77.11 91.03 98.91
2 8.7 78.85 85.37 95.45
3 2.44 92.5 97.83 95.27

Participant 4 11.29 95.89 90.8 95.55
5 4.11 75 89.23 97.1
6 16.05 88.89 93.33 94.5
7 12.04 85.71 94.05 97.7

Overall 10.13 84.85 91.66 96.34

Table 7.4: The breakdown of the baseline performance in terms of noise conditions and
participants.

Table 7.5 reveals that the benchmark WER of 73.01% is improved by 2.68% (absolute

improvement, same for the following improvements) using information from gaze with

ANI. Compared with using ANI alone, using VAI yields more improvement (14.73%) due

to its better overall performance than the former. Incorporating coupling function boosts
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VAI’s performance by 2.08% in the ASR system. For demonstration, when oracle speech

instead of the output from the baseline ASR is used in the coupling function, the perfor-

mance is further improved by 6.23%. The actual system (ANI+VAI) improves the ASR

performance by 19.02% and 6.97% further than using ANI and VAI alone respectively. For

completeness, the hypothetical upper-bound ANI assuming 100% ANI accuracy is also

included in the table. This result stands for the ideal situation where the noise condition

can always be acknowledged so the corresponding acoustic model can always be applied.

Even when the upper-bound ANI is employed, incorporating VAI would further yield an

improvement by 6.4%, indicating the benefit of the selective use of gaze information in

the ASR system. It can also be noted that using gaze information via ANI together with

VAI benefits the speech recognition for all participants.

Participant
Overall 1 2 3 4 5 6 7

Baseline 73.01 73.11 69.39 74.39 75.42 68.92 75.2 74.63
ANI 70.33 68.14 66.63 70.15 73.09 68.63 75.13 70.53
VAI (without coupling funtion) 60.36 61.76 59.47 56.13 63.39 55.8 62.11 63.73
VAI 58.28 56.48 52.45 62.38 60.88 53.8 59.18 62.78
VAI(oracle speech coupling) 52.05 48.57 51.45 55.48 51.4 49.1 56.02 52.35
VAI+ANI 51.31 45.9 50.16 53.67 53.86 50.13 54.04 51.41
Upper-bound(100%) ANI 37.18 37.86 34.79 40.29 36.94 37.09 38.5 34.82
VAI + upper-bound ANI 30.78 30.61 31.37 26.07 30.68 29.42 32.29 35.05

Table 7.5: ASR system performances in terms of WER on gaze and speech data recorded
in various acoustic noise.

7.6 Summary

In this penultimate chapter, gaze is successfully used selectively to improve ASR perfor-

mance. The selection are based on VAI and ANI.

In Chapter 5, the hypothesised cognition roles for gaze are described and its relation-

ships with speech are quantified for the inference of acoustic noise. The inference results

are used for the ASR to employ corresponding counter-noise strategies. In this work,

MAP and MLLR adaptation techniques are used for the noise condition demonstration.
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In Chapter 6, the interaction and environmental reaction roles for gaze are inferred

from classifiers trained using supervised learning. VAI has been demonstrated to be

capable of distinguishing the speech-relevant gaze events by investigating the gaze char-

acteristics and the multimodal relationship with other modalities. It is used in the LM

adaptation. A cache-based class language model adaptation framework is represented us-

ing the VAI results to improve ASR performances. Instead of the commonly used words

history, the adaptation incorporates a cache composed by gaze events. The information

from gaze events is used selectively via relevance functions based on the fact that not all

gaze events are contributing towards the system function (e.g., to assist speech). Class-

based language model is used with the prior knowledge of task to reflect the speech-specific

relation between words and visual foci.

The LM adaptation results show the improvements over the baseline LM by adapting

the gaze information measured by perplexity. The optimum interpolation weight λ is

investigated, and for all λ values, the score-based selective approach has the most notable

improvements. The perplexity serves as a measurement to compare LM performance.

The recognition performances are evaluated using an ASR.

An ASR trained with the WSJCAM0 corpus for a speech-gaze map task is used as the

baseline for the evaluation of the framework. The regression MLLR followed by MAP gives

the lowest WER and is therefore used as the benchmark for evaluating the recognition

performances by adapting LM.

N-best list rescoring of ASR output is used to measure the recognition performance of

adapted LMs. The list length of 100 is chosen empirically considering the computational

efficiency, accuracy, and vocabulary size. Statistically significant improvements in WER

are demonstrated with the greatest improvement in the acoustically noisiest condition -

the scenario where using information from gaze is expected to be more beneficial. The

selective use of gaze illustrates more favourable results to the non-selective approach in

acoustically noisy conditions, validating the value of VAI. Although the score-based LM

is illustrated to be more desirable than the definitive LM, no significant difference has
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been found in terms of their WER performance.

With the optimum acoustic model adaptation technique (MLLR+MAP) and language

model adaptation approach (score-based) tested, the selective contingent-gaze ASR is

evaluated on the mixed data recorded in different noise conditions. The results reveal the

promising value of using gaze selectively considering its role and relationship with speech

via VAI and ANI framework in the ASR systems.

In the final chapter, the contributions of the thesis are highlighted, and the recom-

mendations for the further work are proposed.
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CHAPTER 8

CONCLUSION

In Chapter 1, the following questions are posted related to the use of gaze selectively for

the integration with speech to improve ASR noise-robustness:

• How to integrate the information events in gaze and speech considering their rela-

tionship (temporal and semantic)?

• Is gaze’s behaviour and relationship with speech dependent upon acoustic noise?

Can this dependency be exploited for ASR?

• How to use gaze selectively to integrate with speech by considering its relevance?

A formal framework for multimodal coupling is proposed for the integration with

speech using gaze selectively. To implement and evaluate the framework, an eye/speech

corpus is collected in different noise conditions, and a research-level ASR with a task-

specific language model is built and tested on the data collected. Information from gaze

and speech is sensed and characterised with their relationship dependency upon acoustic

noise investigated. A taxonomy of gaze roles is proposed considering the underlying

cognitive, interactional, and environmental aspects of context awareness. Different gaze

events are used selectively based on their hypothesised roles and measurability in HCI

systems for the ASR performance improvement. The system is evaluated on the data

recorded in acoustically noisy environments, and recognition performances are compared.
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From the aspect of multimodal HCI system engineering and ASR research, this thesis

discusses the motivations and the related previous studies, describes the frameworks and

the implementations, comments on the results and suggests enhancement. In this chapter,

the major contributions are highlighted and the suggested directions for future researches

are discussed.

8.1 Contributions

The thesis addresses the research questions with a novel application of integrating gaze

selectively into an ASR system and the evaluation on data recorded in acoustically noisy

environments. In this section, the major contributions are summarised.

8.1.1 A formalised framework for measuring the coupling be-
tween modalities

To address the coupling between information events in loosely coupled (i.e. semantically

asymmetrical and temporally asynchronous) modalities such as gaze and speech, a cou-

pling framework is proposed. Instead of using the traditional model which only couples

a speech event with either the preceding or the co-occurring gaze event, the speech event

can be coupled with any gaze event by a coupling strength function composed of a se-

mantic and a temporal component. In doing so, the framework can better accommodate

human’s natural gaze-speech behaviour patterns (i.e. does not force the user to use gaze

deliberately). The implementations of the general framework are proposed based on the

hypothesised roles of gaze. This framework can be applied to model the coupling between

speech and other loosely coupled modalities, such as body gestures.
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8.1.2 A working taxonomy of gaze roles

The concept of gaze role measurability is outlined considering the cognitive and interac-

tional meanings of gaze. A gaze role taxonomy is described to distinguish visual attention

types with the underlying aspects of context awareness. The gaze roles are distinguished

by whether they can be validated (i.e., directly measured), and two corresponding frame-

works are developed for the selective use of gaze. The use of these two frameworks is

highlighted for the improvement of ASR noise-robustness. Their implementations are

presented and evaluated on the collected corpus data and applied to a real ASR system.

The taxonomy is useful for gaze researches to explicitly account for roles rather than to

assume unnatural constraints on user behaviour or to model variation in gaze behaviour

with random variables.

8.1.3 The ES-N corpus recorded in different acoustic noise

A corpus of matched gaze and speech data is collected within a task inspired by ‘put-that-

there’. To account for the user’s behavioural changes, the corpus is recorded in different

acoustically noisy environments compared to most other studies where the noise is used

to contaminate the data recorded in a clean environment. The task is designed based

on the ‘Wizard of Oz’ simulation paradigm to avoid the expensive cost and the technical

shortfall in building a real intelligent system that can robustly perceive and understand

the natural gaze and speech behaviours of humans. The paradigm also allows quick set-up

of a pilot study for the designer to investigate the experiment apparatus, types of data to

collect, and the acoustic noise type to use. The hardware and software platform allows

the data to be recorded synchronously. Speech recorded using desk-mounted microphones

is transcribed and time-aligned. Eye gaze is recorded using a head-mounted eye-tracker,

and the quality is assessed both subjectively and objectively. The gaze and speech data

is annotated for further analysis. The system responses are also recorded for the visual

attention inference. It highlights the need for multimodal evaluations to consider acoustic
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noise as a variable.

8.1.4 The ‘gaze Lombard effect’ and the dependency of the gaze-
speech relationship on acoustic noise

Systemic statistical analyses are performed on the speech and gaze data for their change

in acoustic noise and variability between people. The speech analysis supports the pre-

vious findings of acoustic Lombard effect. The analyses in ‘gaze Lombard effect’ reveal

the change of fixation durations and saccade lengths in acoustic noise and the variabil-

ity between people. The dependency upon acoustic noise for fixations ‘during speech’

and ‘during silence’ is investigated in addition to their relative changes. The semantic

and temporal relationship between gaze and speech is quantified based on the coupling

framework described using information theoretic measures based on mutual information.

The dependency of the relationship upon noise is explored, and the results are utilised

for the inference of noise condition in the ASR. A SVM classifier is built to compare the

MI measure to speech and gaze characteristic features in terms of the discriminability of

noise condition and variability between persons. Based on the finding, it is reasonable

to anticipate that the Lombard Effect can exist in other non-verbal modalities, such as

gesture.

8.1.5 A cache-based LM adaptation approach using class-based
model

For the on-line integration of gaze events into speech recognition, a cache-based language

model adaptation framework is proposed with the cache composed by gaze events. A

class-based bi-gram model is constructed with the classes representing different groups

of speech-related visual objects. Relevance functions are formalised for the information

from these gaze events to be used selectively based on the fact that not all gaze events

are contributing towards the assistance of speech comprehension. A visual attention

inference framework is proposed based on the gaze roles associated with the interaction
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and the reaction to the environmental changes. The framework that involves using a naive

Bayesian classifier is applied specifically to implement the relevance functions using three

different approaches. The approach highlights that the use of non-verbal modalities in

LM adaptation be selective based on the relevance to speech.

8.1.6 A noise-robust, selective gaze-contingent ASR

With the noise inference and visual attention inference frameworks evaluated respectively,

a novel gaze-contingent ASR is constructed that incorporates gaze selectively based on

these two frameworks. A task-specific class-based baseline language model is constructed

to interpolate with the cache-adapted language models. An ASR trained with the WSJ-

CAM0 corpus for a speech-gaze task is used as the baseline for the evaluation of the

framework.

MLLR and MAP acoustic model adaptation techniques are used as counter-noise

strategies in this study for the demonstration of incorporating noise inference frame-

work into the ASR system. The performances of the adapted language models utilising

the visual attention inference framework are measured using perplexity for the compar-

ison of three adaptation approaches. The adapted language models are then tested in

the ASR system with the performances measured in word error rate. With the optimum

acoustic model and language model adaptation approach tested, the gaze-contingent ASR

that realises the selective use of gaze by incorporating noise inference and visual attention

inference frameworks is evaluated on the mixed speech data recorded in various noise con-

ditions and the noise-robust performances are reported. The work demonstrates the value

for a methodical use of non-verbal modalities that is loosely coupled with speech, such as

gaze, in both acoustic and language model adaptations to improve ASR noise-robustness.
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8.2 Recommendations for Future Research

The theoretical and technical contributions towards the selective use of gaze for the inte-

gration with speech provide the following insights into the future researches:

8.2.1 Corpus and General Framework

The ES-N task used in the study is designed specifically to address the cooperative use

and comprehension of gaze and speech for object manifesting in multimodal HCI sys-

tems. The general coupling framework for loosely coupled modalities is evaluated in such

context. However, whether the framework can be applied on other modalities such as

gestures and body movements needs the corresponding tasks to be set-up and data to

be recorded. The premise that inferring gaze roles related to cognition is not possible

may be challenged by advances in brain scanning. However, inferring cognition from the

connectionist structure of the brain in real time and non-intrusively is not feasible with

current sensing technologies and require future developments in the related hardware and

software. The approach outlined in this thesis can be achieved with current technologies

and has the potential to work in unison with evolving brain sensing technologies.

Resources available for this study enabled the ES-N corpus to be recorded with the

relative small number of participants. However, any multimodal study would benefit

from capturing larger data sets from more participants (e.g. > 30). If consider the

possible personal dependency and variations in speech and gaze sensing such as gender,

region, accent, lenses wearing and prescriptions etc., a much larger participant group

would improve the system reliability and user-independency. However, the resource and

time need for such a large corpus is beyond the scope of current study. A larger corpus

would be useful in supporting the findings in this study or incorporating extra modalities.

The head-mounted eye-tracker used in this study can be intrusive and restrict the users’

natural head movement. It may also cause calibration errors and result the recording

session to be discarded. This can be solved by the recent advances in miniaturising eye-

172



tracking technologies.

Although the VAI evaluation assumes implementations for the main classes (TOVA,

TIVA and RVA), the common approach highlights the framework’s potential general-

isability to different system task assumptions. Future HCI systems could have a gaze

role inference function utilising Context Awareness from a cognitive, environment and

interactional perspective. A design that builds upon but ultimately supplants natural

human-to-human interaction could infer a person’s thoughts and experience. The roles

described in this work are not gaze-specific but could be applied to other non-verbal

modalities.

8.2.2 Noise Condition and Affective State

To account for the effect of acoustic noise, the data in this study is recorded in four different

noise conditions. The noise type used is the non-stationary multi-speaker babble noise

from NoiseX-92 corpus which amplified to different noise levels. The effect of the noise is

revealed to be dependent on the noise type and loudness level. Thus it is expected the

use of more noise condition is useful in supporting the findings in this study or developing

noise-dependent strategies for the further improvement. For example, although results for

four noise conditions are reported in this study and a positive correlation has been found

between the noise level and the value of using gaze selectively, the exploration of whether

such correlation only exists below certain noise level remains for the future work. Also, the

different types of noise may have other impacts on the users’ behaviours and recognition

performance. However, considering the noise types and levels presented in the real-world

environments, it is very unlikely that exhaustive acoustic noise conditions can represent all

different scenarios. Nevertheless, it is still likely that with more noise conditions explored

in the future researches a relatively reliable correlation can be formalised between the

acoustic noise and the human behaviour changes.

In the recording, noise levels were changed in a fixed order; N0, N1, N2, and N3. There

is a possibility that different orders of noise levels may elicit different behaviours. In this
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study, there was a break between noise levels. Task performance which can be affected

most is the trial length and it is not used in building the system. In future study, the

effect of the noise order can potentially become a research topic.

Besides the acoustic noise, other forms of variations such as lighting conditions can

also change people’s interactional behaviours. In addition to the external noises, internal

affective state has also been demonstrated to affect the interaction [326]. These aspects are

not involved in this thesis but for a machine to be fully capable of understanding a human’s

natural interactional behaviours, they need to be addressed in the future researches.

8.2.3 Acoustic Noise Inference Using Statistical Gaze Informa-
tion

The paper aims to exploit the selective use of gaze behaviours in speech recognition.

It demonstrates the possibility to use gaze in summary-based approach (ANI) and also

event-based approach (VAI). ANI, as a component of the selective gaze-contingent ASR,

exploits the ’gaze Lombard effect’, and provides a possibility to use summary-based gaze

metrics and its relationship with speech (MI) in noise classification. Function-wise, it can

be replaced by a more robust speech-only approach but that would not be the focus of

this explorative work.

Lombard effect was normally reported as summary statistics. In order to compare

other feature sets with MI measure, which is a summary-based metric, SVM was used to

process the mean values.

As an innovative research which tries to exploiting different gaze roles during the in-

teraction, the approach aims to shed some light for the researches in the area. Together

with the event-based approach in VAI, this summary-based approach in ANI is discussed

for completeness and providing a possible means of using gaze related to cognition infer-

ence. The future advance in cognition-recognition technology (e.g., brain scanning) may

benefit this process. Although far from robust yet, the work demonstrate a possible way

of using gaze in ASR systems which can be potentially improved, or be generalised to
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other loosely coupled modalities in the future researches.

8.2.4 Lombard Effect in Different Modalities and Variability be-
tween People

The ’gaze Lombard Effect’ and the acoustic Lombard Effect are investigated in this work,

with the latter supporting the previous findings. Variability is reported to exist between

people. A lot of previous studies have reported the between-people variations in the acous-

tic Lombard Effect with the explanation given as the difference in personal condition or

habit. An interesting observation is reported in section 5.5 which shows a correlation

between fixation duration and speech power changes. Thus, a likely interpretation of the

variability is given as the person’s freedom of enhancing intensity in different modalities

to increase the communication intelligibility in acoustic noise. However, confident con-

clusions need to be made with more data and more specific experiments that possibly

monitor more modalities.

That the noise is played to the wizard is because the purpose of the WoZ paradigm is to

simulate the real system where noise is involved so the users will behave correspondingly.

It is possible that the misrecognition of wizard can impose certain behaviour change of

the user. However, the misrecognition rate is very low (2.9%) in this case which is very

unlikely to be the cause of the overall ‘gaze Lombard effect’ across all sessions.

8.2.5 ASR Vocabulary, Segmentation and Language Model

Because the speech data is collected in a task-specific HCI experiment, the vocabulary

is limited compared to the continuous speech corpora designed for more general use.

With a larger and more general gaze speech corpus recorded in noise environments, the

selective gaze-contingent ASR can be validated with a less specific vocabulary. The word

segmentation model used in this ASR system is a silence model. Replacing it with a

more noise-robust segmentation approach may result a better performance. In this work,
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bigram language model is used for the framework validation due to its ease of use and

vocabulary size. Other models like trigram can be used in the future for the potential

further performance improvement.

The participants in the experiment are non-local speakers. Generally speaking, accent

can degrade the ASR performance. In this study, the results are considered not compro-

mised due to the following facts. First, the vocabulary of the task is relatively small. The

instruction commands are very short and the grammar is easy and straight-forward (e.g.,

Blue circle on top). Then, all participants are from the same country and they are all

highly-educated PhD student in UK. And acoustic model adaptation is performed in all

cases.

8.3 Summary

Compared to the number of the studies in multimodal systems using gaze and speech

inputs, the volume of the studies that use gaze specifically to improve ASR performance

is very limited. Although some of them have shown improvement in ASR performance,

none of these reported studies were evaluated on data recorded in acoustically noisy

environments, or considered the selective use of gaze based on different roles which are

distinguishing between those which are measurable (interaction) and not (cognition).

Noise-robust ASR requires a variety of strategies. A methodical use of information

from non-verbal modalities, such as gaze, into both acoustic and language models shows

promise.
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APPENDIX A

PUBLICATION

Two published conference paper are listed.

• Ao Shen/ Neil Cooke/ Martin Russell (2013): ‘Selective use of gaze information

to improve ASR performance in noisy environments by cache-based class language

model adaptation.’, in INTERSPEECH-2013.

• Ao Shen/ Neil Cooke/ Martin Russell (2014): ‘Exploiting a ‘gaze-Lombard effect’

to improve ASR performance in acoustically noisy settings.’, in ICASSP 2014
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