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ABSTRACT 

Power systems are under greater stress today due to the rapid growing demand and market-

oriented activities. Operation of the existing system networks is gradually approaching their 

transmission limits and this raises a lot of stability problems which could potentially result in 

series consequences. The advent of FACTS provides new solutions to the reinforcement of the 

existing networks. Furthermore, the integration of FACTS also creates additional opportunities 

for the enhancement of system dynamic stability.  

This thesis presents the robust damping control of power systems with FACTS for the purpose 

of improving system small-signal dynamic stability. A Novel BMI-based methodology is 

proposed for the design of robust FACTS damping controllers. Different from most of the 

existing method, the proposed method is capable of managing multiple control objectives under 

several preselected operating points which could guarantee controller robustness in a broader 

range. The generality and feasibility of the proposed method is validated by controller designs 

on a two-area four-generator system and a five-area 16-generator 68-bus system with different 

FACTS devices.  

As an extension of the proposed BMI-based method, a coordinated design approach for multiple 

FACTS damping controllers is developed to address the damping problem with respect to 

multiple dominant oscillatory modes in large interconnected power systems. To reduce the 

adverse interactions between different FACTS devices, multiple SISO controllers are designed 

in a sequential manner with cautiously selected feedback signals. The coordinated design 

approach is then applied on a five-area 16-generator 68-bus system with an SVC and a TCSC 

to evaluate its effectiveness.   
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CHAPTER 1 INTRODUCTION 

 

1.1. Research Background 

1.1.1. Demand and Generation of Electric Power 

With the rapid development of the social economy and science technology, the demand of the 

electric power is greater today than ever before. Because of the excessive exploitation and 

utilization of coal and natural gas, the shortage of the energy reserve has been widely recognized. 

For electric power industry, the depletion trend of primary energy resource is becoming a 

tremendous threat to sustainably maintain the increasing electric power demand of our highly-

electrified human civilization. Besides, the concept of carbon emission reduction has drawn a 

lot attention during the last ten years, it is known that the burning of coal, fossil oil and natural 

gas in electric power generation is one of the major causes of the greenhouse gas emission [1].  

The electric power industry is undergoing great challenges to deal with the energy shortage and 

carbon emission reduction problems. A lot of researches and developments have been 

conducted to improve the combustion ratio of the traditional fuels, however, this will not 

radically resolve the problems. Therefore, it is necessary to find an effective and sustainable 

way to address the energy problems in the long term. During the last few decades, the energy 
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resource structure of electric power generation was gradually changing, new types of energy 

resources such as nuclear energy and marine energy were applied in electric power generation, 

despite the fact that traditional energy resources such as coal and natural gas still dominate the 

market.  

Among all the new energy resources, the nuclear energy is one of the most promising 

substitutions of the traditional energy resource; however, its potential risks are huge as well. 

On 11 March 2011, the Fukushima Daiichi nuclear plant was seriously damaged by an 

earthquake [2]. Three of the six nuclear reactors were melted down in the catastrophic incident 

resulting in large-area radiation exposure, and the contamination may affect several generations 

of people.  

Compared with the nuclear energy, the renewable energy seems to be a better candidate for 

future electric power generation in terms of operation security. Renewable energies such as 

wind and solar energy are considered to be safe, clean and most importantly sustainable. Thanks 

to the technological developments in relevant areas, the benefits of the renewable energies are 

now widely recognized, and the utilization of renewable energies are now on a fast track. Take 

wind energy for example. The global installation capacity of wind energy is only 24.3GW in 

2001 [3], and this value has been increased to 199.7GW by the end of 2010. By the end of 2013, 

the worldwide installation capacity of wind energy is approximately 318GW [4]. 

As compared with central European continent, the UK is rich in wind energy. The current 

installation capacity of all on-shore and off-shore wind farms in the UK is 10.7GW (by the first 

quarter of 2014) [5] and this number has doubled during the last three years; yet, it is still 

continuously increasing rapidly. According to [6], by 2020, the UK is expected to have 

approximately 30% of the electric power demand provided by renewable energy and the total 
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installation capacity of wind energy will be 25.7GW, in which, 16.6GW will be generated from 

off-shore wind farms.  

An estimation of electric power generation in the UK to the year of 2050 is shown in Figure 1-

1. It is clear that the nuclear and wind energy will become the major energy resources for future 

electric power generation in the UK and the utilization of coal and gas will be greatly reduced 

[7]. 

 

Figure 1-1 Electric power generation to 2050 in the UK [7] 

1.1.2. Transmission System Reinforcement 

The reinforcement of the existing electric power transmission system is naturally driven by the 

increasing electric power demand disregarding the changes of energy structures in power 

generation. The power transfer capability of each network in the existing transmission system 

is always finite and the incremental power flow will gradually push the transmission system 

towards its working limits. 
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In the UK, the backbone transmission grids were constructed in 1960s and many of the 

transmission lines are already working at their maximum capacity, such as the transmission 

corridors between England and Scotland. According to [6], the on-shore and off-shore wind 

generation will be tremendously increased by 2020, and most of the wind energy will be 

injecting into the main AC grid from northern Scotland. Correspondingly, the transferred power 

from Scotland to England will be significantly increased and this will apparently exceed the 

power transfer capability of the existing transmission system. Therefore, the reinforcement of 

the existing transmission system is vital in consideration of future power system operation.  

The reinforcement of the existing transmission system can be realized in many ways. Building 

new transmission lines could obviously reduce the stress of the transmission system. However, 

the construction of new lines is restricted both economically and geographically. In some 

developed countries, the transmission system upgrade cannot be simply achieved by adding 

new lines due to high cost and environmental issues; while in some fast developing countries, 

China for instance, hundreds of newly constructed transmission lines with different voltage 

levels have been put into operation in the last decade, but the transmission system is still under 

great pressure because of the fast growing demand and the long distance of the transmission.  

Thus, it is essential to find additional solutions to facilitate the upgrade and reinforcement of 

the existing transmission system with more flexibility and higher cost efficiency.  

1.1.3. Flexible AC Transmission System 

Flexible AC transmission system, also known as FACTS, is able to provide such new solutions 

to the upgrade and reinforcement of the existing transmission system. With the help of fast-

switching power electronic components, FACTS is capable of controlling interrelated power 
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system parameters for different purposes. The major applications of FACTS are concluded as 

[8, 9]:  

• Series compensation, 

• Bus voltage regulation, 

• Power flow control, 

• Power quality improvement, 

• System stability enhancement, etc. 

Table 1-1 shows the classification of the existing FACTS devices. According to their 

connection styles to the power system, FACTS can be broadly divided into three categories: 

series-connected devices, shunt-connected devices and series-shunt-connected devices; while, 

according to their internal structures, FACTS can be classified as thyristor-valve based devices 

and VSC (voltage-source-converter) based devices. 

Table 1-1 Classification of FACTS devices 

FACTS devices 

 Thyristor-valve based VSC based 

Shunt SVC STATCOM 

Series TCSC/TPSC SSSC 

Series-shunt DPFC UPFC/IPFC 

 

Series-connected FACTS devices are usually used for series compensation which could 

effectively reduce the impedance of the transmission line, and as a result, the power flow 

transferred through the line can be accordingly increased. The most widely used series-

connected FACTS device is TCSC (thyristor controlled series compensator) and it has already 

been applied in many practical projects. According to [6], the first TCSC project in the UK will 

be commissioning by 2014; it is aimed to increase the capacity of the two backbone 
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transmission corridors between England and Scotland from 3.3GW to 4.4GW. 

Shunt-connected FACTS devices are usually used for voltage regulation. With the control of 

certain fast-switching power electronic components, the susceptance of the shunt device can be 

continuously controlled, hence the bus voltage can be regulated. SVC (static var compensator) 

and STATCOM (static synchronous compensator) are two commonly used shunt-connected 

FACTS devices and they are usually installed on heavily loaded areas of the system to provide 

voltage support. 

Series-shunt-connected FACTS devices are developed for the purpose of dynamic power flow 

control and typical devices include DPFC (distributed power flow controller) and UPFC 

(unified power flow controller). These devices are capable of balancing the power flows in 

power systems by shifting the power flows from heavily loaded areas to the areas with free 

transmission capacity [8].  

1.1.4. Stability of the FACTS Integrated Power System 

As mentioned above, FACTS offers a solution to the enhancement of power system 

transmission capability with great flexibility. Furthermore, it is also beneficial to make use of 

FACTS to improve power system stability. 

Power system dynamic stability can be categorized as small-signal stability and transient 

stability [10]. Small-signal stability defines the ability of power systems to recover to its 

original steady state after small disturbances without losing synchronism. In normal power 

system operations, small disturbances caused by random fluctuations in certain system 

parameters may excite power system oscillations; these oscillations are also known as low 

frequency oscillations since the their frequencies (0.1Hz~2.0Hz) are relatively low comparing 
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to the fundamental frequency of AC system (60Hz) [11]. Insufficient damping of low frequency 

oscillations is one of the main causes of small-signal instability; and even for a stable system, 

it is also important to make sure that the system has enough damping so that the settling time 

of the decaying oscillations can be minimized based on certain system operating requirements. 

The following practices are normally suggested to increase system small-signal stability [10]: 

• Improve power system network topologies 

• Increase real and reactive power reserve 

• Improve the AVR (automatic voltage regulator) on excitation systems 

• Install PSS (power system stabilizer) and FACTS supplementary damping controllers 

in which, the first three approaches improve the small-signal stability of power systems 

inherently by reducing the electric distance between the synchronous generator and the grid; 

while PSS and FACTS supplementary damping controller could increase the power system 

damping against low frequency oscillations by the dynamic control of interrelated system 

parameters such as bus voltage and line power flow. 

Transient stability is the ability of power system to maintain synchronism subject to large 

disturbances such as system fault and transmission line outage. Different from small-signal 

stability, the transient stability of a particular system might be disparate with respect to different 

disturbances and the loss of synchronism caused by transient instability usually happens within 

2 to 3 seconds after the disturbance, which is much faster than that caused by small-signal 

instability. To improve system transient stability, the following practices are suggested [10]: 

• Fast fault clearance and auto-reclose 

• Increase electromagnetic power output of the generator  
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• Decrease mechanical power output of the prime mover 

Besides, reducing electric distance can also help enhancing transient stability in a certain degree.  

Failing to address the dynamic stability issues may lead to serious consequences. Take low 

frequency oscillation for example, the loss of synchronism caused by low frequency oscillation 

can result in inter-connected system separation and even wide-area blackouts. Some of the 

noteworthy low frequency oscillation incidents in history are summarized in Table 1-2 [12].  

Table 1-2 Noteworthy low frequency oscillation incidents in history 

Low frequency oscillation incident Oscillation frequency 

UK (1980) 0.50Hz 

Taiwan (1984, 1989, 1990, 1991, 1992) 0.78-1.05Hz 

West USA/Canada system separation (1996) 0.22Hz 

Scandinavia (1997) 0.50Hz 

China blackout (2003) 0.40Hz 

USA blackout (2003) 0.17Hz 

Italian blackout (2003) 0.55Hz 

 

Based on different causes, low frequency oscillations can be classified as local oscillatory mode 

and inter-area oscillatory mode. The local oscillatory mode describes the oscillations between 

a single generator or a group of generators in the same area and the rest of the system with the 

frequency of 1.0 to 2.0Hz; while the inter-area oscillatory mode is aroused by generators or 

generator groups from different areas oscillating against each other with the frequency of 0.1 

to 1.0Hz [11]. From Table 1-2, it should be noticed that these incidents are actually inter-area 

oscillations. In wide-area interconnected power systems, local oscillations can be effectively 

suppressed by the proper designs of AVR and PSS. However, for inter-area oscillations 

involving multiple areas, the regulations from the generator side could be quite limited. 

Therefore, it is essential to design FACTS supplementary damping controllers to mitigate the 

inter-area oscillations.  
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On the other hand, the integration of FACTS also increases the complexity of the system with 

potential stability hazards. For instance, the series capacitors of FACTS may cause sub-

synchronous oscillations [10]. If the frequency of the oscillation is close to the natural frequency 

of the generator shaft, it will excite large resonance which could severely damage the 

synchronous machine. Besides, the dynamic control of series compensation may also affect 

protection systems which could result in forward and reverse overreaching [6].Therefore, how 

to utilize the FACTS devices to address these potential problems is also important.  

In this thesis of study, research investigations are carried out for the purpose of enhancing power 

system dynamic stability, particularly in the scope of improving system small-signal stability 

with supplementary FACTS damping controllers. A detailed literature review in the area of 

power system damping control is presented in the next section. 

1.2. Literature Review 

Over the years, the power system low frequency oscillation damping control is always regarded 

as one of the most essential topics in small-signal stability enhancement. Based on decades of 

theoretical research and practical experience, it is known that the damping control can be 

realized with the design of supplementary control devices such power system stabilizers and 

FACTS supplementary damping controllers.  

1.2.1. Power System Stabilizer 

The historical development of PSS can be traced back to the mid of 1960s, when the excitation 

system control schemes with supplementary feedback signals were proposed for the first time 

for the damping of synchronous generator rotor oscillations [13], [14]. With the advent of high-
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speed excitation systems, the power system steady-state stability and transmission capability 

has been largely improved. However, these excitation systems with fast-responding voltage 

regulators also resulted in a reduction in damping torque to the synchronous generators [15]. In 

order to overcome the problem mentioned above, the feedback control of excitation systems 

with auxiliary signals were introduced. The corresponding feedback controllers were also 

known as PSS.  

Figure 1-2 depicts the basic working mechanism of a PSS in a block diagram. By forming a 

feedback control loop with a suitable input signal, the PSS is able to generate an electrical 

damping torque to restore the diminished damping force on the rotor of the generator [10]. The 

most widely used feedback input signal for PSS is the measured rotor speed deviation ω∆  as it 

is most logical in consideration of producing damping torque; besides, signals such as the 

deviation in power flow and frequency are also considered to be effective candidates of the 

feedback signals [16, 17].  

 

Figure 1-2 Working mechanism of PSS 

The transfer function of PSS has a fixed structure which usually consists of a wash-out block 

and a lead-lag phase compensation block [18]. The role of the compensation block is to 

compensate the phase lag between the excitation system input and the produced electric torque 
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out; while the additional wash-out block can be considered as a band-pass filter for the purpose 

of removing d.c. signals so that PSS will not adjust the generator terminal voltage for very slow 

changes in rotor speed at off-nominal frequencies. The time constant of a wash-out block can 

be any value between 1 and 20s. It is suggested in [19] that a time constant of 1-2s is sufficient 

for the damping of local oscillatory modes and a time constant of 10s is usually selected for the 

damping of inter-area oscillatory modes. 

PSS is originally developed for the damping of local oscillatory modes as it is locally installed 

on the exciter of the synchronous generator. Moreover, it could also contribute to the damping 

of inter-area oscillatory modes. However, the performance of PSS with regard to a local 

oscillatory mode and an inter-area oscillatory mode could be significantly different with respect 

to different load models and installation locations [20]. In order to improve the damping 

capability of PSS over the common low frequency band, many research studies were carried 

out on the design of PSS especially aimed at the damping of inter-area oscillatory modes [21-

25]. Anyhow, PSS is still quite limited in terms of inter-area oscillation damping due to its local 

compensation mechanism.  

1.2.2. Supplementary FACTS Damping Controller 

The inter-area oscillatory modes are aroused by generators or generator groups oscillating 

against each other from different areas. From the controllability and observability point of view, 

the damping control of inter-area oscillations will be more effective when it is applied on certain 

transmission lines. Therefore, compared to the PSS units, the FACTS devices appear to be 

better candidates in damping inter-area oscillatory modes as they are installed on transmission 

lines and originally developed for the purpose of control and regulating transmission system 

parameters.  
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The damping mechanism provided by FACTS can be concluded as system parameter (active 

power, reactive power, voltage, etc.) modulation. The basis of active line power modulation is 

depicted in Figure 1-3 [26], while the modulation of other system parameters follows the same 

concept: When two generators 1SM  and 2SM  are oscillating at a relative angle 2 1ϕ ϕ ϕ∆ = −  

and speed 2 1η η η∆ = − , the inter-area oscillation can be damped by the continuous control of 

incremental power modP∆  as the modulated line power could create a machine torque in the 

opposite sign to the rotor speed deviation.  

 

Figure 1-3 Power modulation for damping enhancement [26] 

System parameter modulation can be attained by designing supplementary FACTS damping 

controllers. Figure 1-4 illustrates a block diagram of the FACTS internal control system with a 

supplementary damping controller. It can be seen that the damping control with FACTS is 

actually very similar to the excitation system control with PSS.  

Although supplementary damping control is usually considered to be a secondary function of 

FACTS, its effectiveness in inter-area oscillation damping is still undeniable. With the 
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continuous development of FACTS techniques, more and more practical applications have 

included inter-area oscillation damping as an essential feature of their existing or new FACTS 

installations [27-31].  

 

Figure 1-4 FACTS with supplementary damping controller 

1.2.3. Damping Control Design Approaches 

Convention Damping Control Approaches 

Despite its relative simplicity, the damping torque approach is considered to be the most classic 

design approach for power system stability enhancement and has been presented in many 

textbooks of power system control and stability [10, 11]. The approach is initially proposed for 

the design of PSS to compensate the phase lag between the feedback signal ω∆  and the 

excitation system input tV∆  and it is fundamentally based on a Phillips-Heffron model [32, 33]. 

The Phillips-Heffron model is in fact a SMIB (single-machine infinite-bus) model; it only 

includes the dynamics of one particular generator where the PSS is installed, while the rest of 

the power system is represented by an infinite bus. The model very much simplifies the actual 

system so that classical control techniques such as root locus method can be easily applied for 

the design of PSS.  
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The SMIB system based damping torque approach could also be applied to the FACTS damping 

controller designs [34-36]. However, the approach is helpless to the damping of inter-area 

oscillations involving multiple generators, especially for complex systems with multiple 

dominant oscillatory modes. Because it is difficult to find the damping path and synchronizing 

torque for controller designs in multi-machine systems.  

An approximate multi-modal decomposition method is proposed in [37]. The method is a 

generalization of the damping torque approach and applicable to multi-machine systems with 

multiple dominant oscillatory modes. But the method is only restricted to small systems and 

only one oscillatory mode can be taken account of in each design. Reference [38] presented a 

residue based damping control approach: lead-lag compensation block is designed for each 

weakly damped oscillatory mode to shift their eigenvalues away from the imaginary axis in 

order to increase system damping; a weighted summation of the residue for all dominant modes 

is employed so that multiple oscillatory modes could be simultaneously considered. However, 

the method may require multiple iterations to determine the controller parameters for the 

damping of multiple dominant modes. 

Robust Damping Control Approaches 

As most of the damping control approaches are developed on linear system models, it is vital 

that the designed FACTS damping controllers could actually work under a certain degree of 

system uncertainties. The power system low frequency oscillations are usually aroused by 

disturbances such as system load variations, excitation system action during off-nominal 

frequencies, line outage and reclosing, etc. In order to make sure that these unpredictable system 

activities won’t compromise the controllers’ damping performance, the impacts of disturbances 

to systems should be minimized in controller designs (i.e. disturbance rejection). Besides, it is 
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also required that the damping controllers should be able to function under various off-nominal 

operating points as the system might deviate from its original steady state after large 

disturbances. The study of uncertainties in mathematical model of a system is recognised as 

robustness [39].  

The H∞  approach was initially proposed in early 1980s to express the robustness problem 

regarding system uncertainties [40] which is considered to be the beginning of modern robust 

control. The approach deals with the minimization of the largest singular gain of certain close-

loop system frequency responses so that the sensitivity between the disturbances and system 

outputs can be reduced, where the largest singular gain is also known as the H∞  norm and the 

minimization is also considered to be the worst-case optimization [41]. The approach was then 

migrated to state-space models [42] and laid a solid foundation for further robustness control 

developments.  

The H∞  control approach has been introduced in many studies regarding robust FACTS 

damping controller designs. Reference [43] presented a robust TCSC damping controller design 

approach based on H∞  performance; the problem is expressed as a mixed-sensitivity H∞  

optimization problem and conventionally solved via the Riccati approach [44]. However, as 

that has been mentioned in [45], the controller designed via the conventional Riccati approach 

could have problems in pole-zero cancellation due to unobservable modes.  

In [46], an LMI-based H∞  mixed-sensitivity approach was proposed for the robust design of 

UPFC damping controller. The LMI-based approach doesn’t suffer from pole-zero cancellation 

and exhibits great complexity in problem formulation, by which, multiple robust control 

objectives including disturbance rejection and control effort optimization can be simultaneously 
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considered as the inequality constraints of a synthesis optimization problem. Afterwards, the 

LMI-based H∞  mixed-sensitivity approach was extended to the damping controller designs 

involving multiple FACTS devices [47] and multiple feedback signals [48, 49] for the purpose 

of damping multiple oscillatory modes. In addition to the H∞  norm, the mixed-sensitivity 

approach could also incorporate the 2H  norm [42]; the mixed 2H / H∞  approach was used in 

[50, 51] for the coordination damping control between multiple FACTS devices ( and HVDC 

systems). Moreover, the H∞  norm based method is also compatible with the loop-shaping 

methodology [52]: A robust PSS design was proposed in [53] through a H∞  loop shaping 

approach and a robust TCSC damping controller was proposed in [54] via a LMI-based H∞  

loop shaping approach. Generally, the norm bounded robust control approaches are able to 

guarantee robustness around a particular system operating point, but the robustness under off-

nominal operating conditions is not directly dealt with.  

Recently, the robust damping controller designs involving off-nominal or multiple system 

operating points drew significant attention. Reference [55] proposed a PSO (particle swarm 

optimization) [56] based robust damping control method so that multiple system operating 

conditions can be included in the design stage through parameter optimization. Similar concept 

was also adopted in [57], where the robustness problem was formulated as inter-area mode 

oriented pole-shifting and solved by sequential quadratic programming. Other optimization-

based damping control approaches involving multiple operating points were also reported in 

[58-62]. A remarkable advantage of the optimization-based methods is that they are particularly 

useful for the coordination tuning between different FACTS devices or PSS units as the 

structure of the controllers to be designed can be fixed in advance. However, the formulation 

of the optimization problem is indeed more complicated.  
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Compared with the optimization-based damping control approaches mentioned above, the LMI-

based approach is much more straightforward. To overcome its difficulties in extending to 

multi-model systems, [63] presented an LMI-based H∞  approach with polytopic models. 

Another approach was proposed in [64], where the multi-model system is normally formulated 

but solved via a two-step NMI optimization approach. However, the control effort was not 

optimized in both studies; as a result, the controllers were over designed and the eigenvalues of 

the close-loop system poles were far away from the desired value.  

The H∞  approach is developed based on unstructured uncertainty models, where the system 

uncertainties are actually norm-bounded sensitivities. Based on different uncertainty modelling 

techniques, the robust control problem could also be in other forms [39]. Parametric uncertainty 

models was initially proposed in [65]. Instead of dealing with norm bounded sensitivities, the 

uncertainties are formulated into the system transfer function or state-space as real parameters. 

This creates an opportunity to carry out system robust stability studies on transfer function 

polynomials and the corresponding stability criterion is known as the Kharitonov theorem [66]. 

The polynomial based robust design method was adopted in [55, 67] for FACTS damping 

controller designs.  

1.2.4. Wide-Area Coordination Control  

Large multi-machine systems may exhibit multiple dominant oscillatory modes. A conventional 

local decentralised FACTS damping controller (in the form SISO) sometimes could be 

insufficient to damp out all the dominant modes due to low observability of the modes in 

feedback signal. The recent advent of PMU (phasor measurement unit) based wide-area 

measurement techniques now has provided new solutions to the enhancement of power system 
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stability [68, 69]. With the help of high-speed remote signals, the damping controller designs 

are no longer restricted to a local decentralized structure. In [48, 49, 55, 70], MISO (multiple-

input and single-output) TCSC robust damping controllers were proposed in order to maximize 

the benefits of a single FACTS device in damping multiple inter-area oscillatory modes with 

remote signals. But the controllability of a single FACTS device to multiple oscillatory modes 

is still limited and the MISO controllers proposed in the above studies are only able to cover 

three of the four weakly damped inter-area oscillatory modes.  

The coordinated damping control of multiple FACTS devices is an effective alternative in terms 

of damping multiple oscillatory modes. The coordination control can be broadly divided into 

two classes: centralized and decentralized control. Centralized controllers in a MIMO structure 

(so as the MISO controllers mentioned above) heavily rely on remote signals, so 

communication failure of any control inputs could easily compromise the control action as the 

design creates strong coupling between different inputs and outputs. Reference [71] presented 

a coordinated damping control scheme with multiple VSC converters; the control design was 

initially centralized, then the author employed a homotopy method to decentralize the MIMO 

controller so that a series of SISO controllers without cross-coupling can be obtained.  

Consequently, direct decentralized designs are more preferable over centralized designs. As 

that has been mentioned in the literatures of robust damping control approaches, the 

optimization based robust control approaches [58-62] have great advantages in coordination 

control as the controllers are in fixed decentralized structures. However, if the parameters of 

multiple controllers are simultaneously tuned by performing optimization, the cross-coupling 

issue still exits. Instead of simultaneous tuning, the decentralized design could also be realized 

in a sequential approach [72], where multiple controllers are designed in a sequential manner 
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based on the close-loop systems with the previous designed controllers. Therefore, the 

sequentially designed controllers are independent and considerably more reliable.  

1.3. Research Focuses and Contributions 

The research study presented in this thesis focuses on the robust damping control of the FACTS 

integrated power systems against low frequency oscillations. The primary objective of this 

study is to improve the system damping ratio of the weakly damped oscillatory modes by 

designing robust FACTS supplementary damping controllers. The major focuses and 

contributions of this study can be summarized as follows. 

1.3.1. Robust FACTS Damping Controller Design 

How to effectively increase the damping ratio of the weakly damped oscillatory modes is the 

most essential part of the entire controller design. This usually relates to the system 

configuration and applied control methodologies. Besides, it is also important that the designed 

controllers are robust enough to work under multiple system operating conditions. 

In this study, the linear system analyses and controller designs are conducted on state-space 

models. A BMI-based multi-objective multi-model system approach is developed for the design 

of robust FACTS damping controllers. The features of the approach are concluded as follows: 

• Multiple control objectives including regional pole placement and control effort 

optimization ( 2H  performance) are simultaneously considered to ensure the 

effectiveness of the design. 

• Multiple system operating points (structured system uncertainties) are included in the 
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modelling stage to ensure the robustness of the design.  

• The robust damping control problem is formulated as a BMI synthesis optimization 

problem and systematically solved via a two-step approach.  

• Unstructured H∞  norm bounded uncertainties can also be included if necessary. 

The proposed robust damping control approach inherits the idea of polytopic system regional 

pole placement from [64], and in a further step, it addresses the problem of control effort 

optimization which significantly improves the convergence of the optimization problem and 

the controller reliability.  

1.3.2. Coordinated Design of Multiple Robust FACTS Damping Controllers 

In bulk power systems, it is common that the system may exhibit multiple dominant oscillatory 

modes. Another challenge in robust damping control is how to coordinate multiple FACTS 

devices to improve system damping of multiple weakly damped oscillatory modes. 

In this study, a BMI-based sequential design approach is introduced for the coordinated design 

of multiple FACTS damping controllers as an extension of the multi-objective multi-model 

system approach mentioned above. The approach is inherently decentralized. To improve the 

effectiveness of the design, comprehensive studies in system mode shapes and modal residues 

are conducted and the remote feedback signals are accordingly selected for different FACTS 

controllers. 

1.4. Thesis Outlines 

This thesis is organized as follows: 
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Chapter 2: The small-signal modelling of power systems and different FACTS devices is 

presented along with a brief description of system linearization and multi-model system 

formulation.  

Chapter 3: The formulation of the robust damping control problem involving multiple control 

objectives is presented, then a BMI-based two-step approach is proposed to solve the multi-

objective damping control problem with respect to a multi-model system.  

Chapter 4: The multi-objective multi-model system approach introduced in Chapter 3 is then 

applied to the damping controller designs of a TCSC and an SVC respectively. The designs are 

successively implemented on a two-area system and a five-area system to explore the generality 

and feasibility of the approach. 

Chapter 5: The multi-objective multi-model system approach proposed in Chapter 3 is 

extended to the coordinated design of multiple FACTS damping controllers in this chapter. 

Robust controllers of SVC and TCSC are sequentially designed for a five-area system to 

improve its damping over multiple dominant inter-area oscillatory modes. 

Chapter 6: A conclusion of the study is presented and discussions are made on possible future 

research topics.  
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CHAPTER 2 SMALL-SIGNAL MODELLING OF THE 

POWER SYSTEM WITH FACTS 

 

Abbreviations 

FACTS Flexible AC Transmission System 

PSS Power System Stabilizer 

SVC Static VAR Compensator 

TCR Thyristor Controlled Reactor  

TCSC Thyristor Controlled Series Compensator 

TSC Thyristor Switched Capacitor 

TCR Thyristor Controlled Reactor 

 

2.1. Introduction 

The damping of low frequency oscillations caused by small disturbances falls under the small-

signal stability problem. By designing appropriate supplementary FACTS damping controllers, 

the close-loop system small-signal stability could be effectively enhanced. From the small-
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signal point of view, system modelling should be conducted on an electromechanical transient 

level including both statics and dynamics of the entire power system as well as other individual 

components such as FACTS devices in order to make further assessments of system damping 

performance. 

In this chapter, the small-signal modelling of FACTS integrated power systems is presented. 

The static and dynamic behaviours of the systems are initially described by a set of algebraic 

and differential equations. Then linearization and further arrangements are carried out for these 

equations to transform the mathematical expressions into state-space representations so that 

small-signal analysis and linear modal control theories can be applied in the following studies. 

Finally, a multi-model system which includes the information of multiple linear system models 

under different system operating points is formed for the robustness design. 

2.2. Power System Modelling  

The power system statics and dynamics are consisting of two major parts: the generator 

(including excitation system and PSS) and the power network and loads. 

2.2.1. Generator 

The generators to be used in this study are synchronous machines. The synchronous machine 

dynamics depends on the simplification level of the machine; a machine can be represented by 

either a classic swing model in the order of two or a detailed model in the order of up to eight. 

In the following designs, a 6th order generator model with the dynamics up to the subtransient 

level is selected; thus, the modelling of the generator is considered to be sufficient but also not 

over complicated. The generator dynamic equations are given as follows [73]: 
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1, 2, , ,i m= ⋯  where i is the generator index number, m is the total number of generators and 

the rest of the notations are listed as follows: 

iω   generator rotor speed 

iδ   generator rotor angle 

,
di qi

E E′ ′   induced transient electromagnetic force (emf) 

1 2,di diϕ ϕ   subtransient induced emf 

,
di qi

I I   generator stator current (d-q axis) 

, ,di di diX X X′ ′′   synchronous, transient , subtransient reactance (direct axis) 

, ,qi qi qiX X X′ ′′   synchronous, transient , subtransient reactance (quadrature axis) 

,doi doiT T′ ′′  transient and subtransient time constant (direct axis) 
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,qoi qoiT T′ ′′   transient and subtransient time constant (quadrature axis) 

LiX   armature leakage reactance 

fdiE   field voltage 

MiT  mechanical torque input 

iH  inertial constant  

sω  rated rotor speed  

Besides, there are two stator algebraic equations describing the generator terminal output 

voltage [73]: 

2
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where 

siR   armature resistance  

iV   magnitude of the generator terminal voltage 

iθ   phase angle of the generator terminal voltage 

It should be noticed that the generator terminal voltage i iV θ∠  is also the internal bus voltage of 

the generator, and the bus voltages of the non-generator buses follow the same notations of the 

generator buses with 1, 2, ,i m m n= + + ⋯ , where n is the total number of buses of the system 

network.  
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2.2.2. Excitation System 

The dynamics of excitation systems should always be considered along with the synchronous 

generator dynamics. The influence of different excitation systems to the small-signal 

characteristics of the entire system can be very different. For the simplicity of the design, static 

AC excitation systems are used in this study. The voltage regulation behaviour of the static AC 

excitation systems is depicted by the block diagram in Figure 2-1 [11], and the dynamics of the 

excitation system is described by the differential equation presented in (2.9). 

( )
fdi Ai

fdi refi i

Ai Ai

E K
E V V

T T
= − + −ɺ   (2.9) 

 

Figure 2-1 Static AC excitation system 

where 

refiV   voltage reference of the excitation system 

AiT   time constant of the voltage regulator 

AiK   transient gain of the voltage regulator 

pssiV   input of PSS if it is installed 
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2.2.3. System Power Flow 

The network power flow equations can be expressed in either the power-balance form or the 

current-balance form. The power-balance form is adopted in this study. For generator buses 

(PV buses), the network power flow equations are described by the following algebraic 

equations of active and reactive power flow balancing [73]: 
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where m is the total number of generator buses, n is the total number of buses of the entire 

system, ik
G  and ik

B  are the conductance and susceptance between bus i and k from the node 

admittance matrix. For non-generator buses (PQ buses), the algebraic equations of active and 

reactive power balancing are [73]: 
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Note that, Li
P  and Li

Q  are the active and reactive loads on bus i. In the system modelling, the 

loads can be classified as static loads and dynamic loads. Static loads with constant impedance 

(CI), constant current (CC) and constant power (CP) are used here; the load models are 

described by the following algebraic equations [74]: 
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where 0Li
P  and 0Li

Q  are the steady state values of the active and reactive loads on bus i, 0iV  is 

the steady state value of the corresponding bus voltage, 1 3~p p  and 1 3~ q q  are the relative 

weights of the CI, CC and CP components.  

2.3. FACTS Modelling 

There are various types of FACTS devices which have been developed over the years. In this 

thesis, two different FACTS devices are studied: TCSC and SVC. Similar to the power system 

modelling, the modelling of FACTS also consists of two major parts: the small-signal dynamics 

of the FACTS devices themselves and their influence on the system power flows.  

2.3.1. TCSC  

A typical model of TCSC, as depicted in Figure 2-2, consists of a TCR in parallel with a fixed 

series capacitor [8]. By controlling the firing angle of the thyristors in the TCR, the device can 

be deemed a controllable reactance. In practical application, TCSC is mostly configured to be 

a capacitive reactance to compensate the total reactance of the adjacent transmission line so that 

the power transfer capability of the line can be increased. 

There are different types of internal control strategies for TCSC, such as current regulation, 
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voltage regulation, reactance control, etc. In this study, the reactance control mode is used and 

the dynamics of the TCSC can be simply considered as a delay unit with the desired TCSC 

reactance reference as the input and the actual TCSC reactance as the output. 

 

Figure 2-2 A typical model of TCSC 

A block diagram of the TCSC dynamics is illustrated in Figure 2-3 [72], in which, the firing 

and synchronizing control are neglected (replaced by a delay block) since they have little impact 

on the system small-signal dynamics. Damping control signal is added on the TCSC reactance 

reference so that the actual reactance of the TCSC could be continuously controlled by the 

feedback damping controller to modulate the line power flow in order to damp out the low-

frequency oscillations. 

 

Figure 2-3 Small-signal dynamics of a TCSC 

The small-signal dynamics of the TCSC can be expressed in the following differential equation: 
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where 

actual
X   actual reactance of the TCSC  

refX   reference reactance of the TCSC 

dampX   supplementary damping control input 

csct
T   time constant of the delay unit block 

As TCSC is a series connected FACTS device which could continuously alter the transmission 

line impedance, its power flow modulation behaviour should be equivalently represented by 

power injection models, otherwise the system admittance matrix will be not be fixed during the 

power flow iterations. The power injection model is depicted in Figure 2-4, and the 

corresponding power injections are expressed in the following algebraic equations [75]: 
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in which, km
B  is the susceptance between bus k and m, c

K  is the actual compensation level of 

the transmission line reactance km
X , defined by 100%

c actual km
K X X= ×  . 



 31

 

Figure 2-4 Power injection model of a TCSC 

2.3.2. SVC  

There are different types of SVC models which can be constructed by TSC, TSR and TCR. In 

the following study, the SVC model consisting of a TCR in parallel with a TSC is adopted [8]. 

A schematic diagram of the model is illustrated in Figure 2-5, where the TSC in the SVC can 

be deemed a fixed capacitor and the TCR can be considered as a controllable reactance. With 

the control of the TCR, the SVC should be able generate or absorb reactive power to regulate 

the bus voltage. The actual susceptance value of the SVC is given by: 

SVC TSC TCR
B B B= +  (2.18)

 

Figure 2-5 A typical model of SVC 

The internal control of the SVC is voltage regulation; the reference voltage and the measured 
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voltage are compared and feed into a regulator block whose output is the actual reactance of 

the SVC; the firing and synchronizing are neglected (replaced by a delay unit) since they have 

little effect on the system small-signal dynamics. The block diagram in Figure 2-6 shows the 

small-signal dynamics of an SVC. 

 

Figure 2-6 Small-signal dynamics of an SVC 

According to Figure 2-6, the differential equations of the SVC dynamics can be easily derived: 

( )1

1
1 a r a r a

svc svc m damp ref

svc b b svc b

T K T K T
B B V V V V

T T T T T

    
= − + − − + +     

    

ɺ   (2.19)

( )1 1

1
r m r ref r damp

b

V V K V K V K V
T

= − − + +ɺ   (2.20)

( )
1

m i m

m

V V V
T

= −ɺ   (2.21)

where: 

refV   voltage reference of SVC 

m
V   measured voltage of SVC 
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dampV   supplementary damping control input 

1V   intermediate modelling signal 

i
V   instantaneous bus voltage of SVC 

csv
T   time constant of the delay unit block (firing circuit) 

m
T   time constant of the delay unit block (voltage measurement) 

,
a b

T T   time constants of the voltage regulation block 

r
K   voltage regulation block gain 

Since the SVC is shunt-connected in the power system and it alters the bus voltage by 

generating or absorbing reactive power, its impact on the system power flows is relatively 

simple. The power injection equation of the SVC is given by: 

2

k i svcQ V B=   (2.22)

2.4. System Linearization and Multi-model System Formulation 

2.4.1. System Linearization without FACTS 

To examine the system small-signal stability, it is required that the system models should be 

linearized and reformed into state-space representations. The linearization of the generator 

dynamics (2.1)-(2.6) and the excitation system dynamics (2.9) can be expressed as: 
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x A x B I B V E u∆ = ∆ + ∆ + ∆ + ∆ɺ   (2.23)

where 
1 2 ,

T

i i i qi di di qi fdix E E Eδ ω ϕ ϕ′ ′ ∆ = ∆ ∆ ∆ ∆ ∆ ∆ ∆   ,
T

gi di qiI I I ∆ = ∆ ∆   
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[ ] ,
T

gi i i
V Vθ∆ = ∆ ∆  .

T

gi Mi refiu T V ∆ = ∆ ∆    

Subsequently, the dynamics of multiple generators can be expressed in a compact matrix form: 

1 1 2 1g g gx A x B I B V E u∆ = ∆ + ∆ + ∆ + ∆ɺ   (2.24)

where 
1

T
T T

mx x x ∆ = ∆ ∆ ⋯  , 
1

T
T T

g g gmI I I ∆ = ∆ ∆ ⋯  , 
1

T
T T

g g gmV V V ∆ = ∆ ∆ ⋯   and 

1

T
T T

g g gmu u u ∆ = ∆ ∆ ⋯ ; here, 1 1 2 1,  ,  ,  A B B E  are block diagonal matrices. 

The linearization of the generator stator algebraic equations (2.7)-(2.8) can be expressed as: 

1 1 20 i i i gi i giC x D I D V∆ ∆ ∆= + +   (2.25)

Similar to the generator dynamic equations, the stator algebraic equations of multiple generators 

can be formed with block diagonal matrices 1 1 2,  ,  C D D  in a compact matrix form: 

1 1 20 g gC x D I D V= ∆ + ∆ + ∆   (2.26)

The linearization of the system power flow balancing equations (2.10)-(2.11) is given as follows: 

2 3 4 50 g g lC x D I D V D V= + + +∆ ∆ ∆ ∆   (2.27)

6 70 g lD V D V∆= ∆+   (2.28)

where 
, 1 , 2 ,

T
T T T

l l m l m l nV V V V+ +
 ∆ = ∆ ∆ ∆ ⋯  and 

,

T

l j j jV Vθ ∆ = ∆ ∆  . 

To sum up, the linearized system models without FACTS can be represented by (2.24), (2.26)-

(2.28). 
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2.4.2. System Linearization with FACTS 

The linearized FACTS dynamic equations can be expressed by the following state-space 

representation: 

FACTS FACTS FACTS FACTS FACTS
x A x B u∆ = ∆ + ∆ɺ   (2.29)

For TCSC, FACTS actual
x X∆ = ∆  and ;FACTS dampu X∆ = ∆  while, for SVC, 

FACTS dampu V∆ = ∆  and 

[ ]1

T

FACTS svc m
x B V V∆ = ∆ ∆ ∆ . 

The linearization of the TCSC power flow injection equations (2.14)-(2.17) yields: 

11 12k actual l
P K X K V∆ = ∆ + ∆   (2.30)

21 22k actual l
Q K X K V∆ = ∆ + ∆   (2.31)

11 12m actual l
P M X M V∆ = ∆ + ∆   (2.32)

21 22m actual l
Q M X M V∆ = ∆ + ∆   (2.33)

The linearization of the SVC power flow injection equation (2.22) yields: 

1 2k svc l
Q K B K V∆ = ∆ + ∆   (2.34)

It is assumed that all the FACTS devices are installed on or between non-generator buses, hence 

all voltage-related terms in the linearized power injection models (terms in the form k
θ∗∆  and 

k
V∗∆  ) can be reformed into l

V∗∆ . For FACTS devices that are installed on or between 

generator buses, the voltage-related terms should be reformed into 
gV∗∆  (or a combination of 

gV∗∆  and l
V∗∆ ). With the linearized FACTS power injection equations, the non-generator bus 
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power flow equation (2.28) can be updated: 

86 70
FACg Sl T

D V D V D x= ∆ ∆ ++ ∆ɶ   (2.35)

Now substituting algebraic equations (2.26), (2.27) and (2.35) into differential equation (2.24), 

the generator and excitation system dynamics can be expressed as: 

1 2 1sys sys FACTS sys FACTS
x A x A x B u∆ = ∆ + ∆ + ∆ɺ   (2.36)

Combining differential equation (2.36) and (2.29), the complete system small-signal dynamics 

with FACTS can be expressed by the following state-space representation: 

sys sys FACTS
x A x B u∆ = ∆ + ∆ɺ   (2.37)

where 
FACTS

x
x

x

∆ 
∆ =  ∆ 

, 
1 2

0

sys sys

sys

FACTS

A A
A

A

 
=  
 

 and 
1sys

sys

FACTS

B
B

B

 
=  
 

. 

2.4.3. Forming the Multi-model System 

To increase the robustness of damping control designs, multiple system operating points are 

included in the system modelling stage by forming a multi-model system. The multi-model 

system contains a series of linearized system models: 

, ,

, ,

1,2, ,

sys i sys i FACTS

sys i sys i FACTS

x A x B u

y C x D u

i L

∆ = ∆ + ∆

∆ = ∆ + ∆

=

ɺ

⋯

  (2.38)

where i is the operating point index number; L is the total number of operating points and y∆  

is the system output which will be used as the feedback signal for the damping controller. If a 
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common output-feedback controller can be found for all these system models, the design is then 

robust within the set range. 

2.5. Summary 

This chapter presented the small-signal modelling of power systems with FACTS where system 

statics and dynamics were comprehensively considered at the electromechanical transient level. 

For a system without FACTS, its dynamic behaviour was represented by the differential 

equations of synchronous generators’ dynamics (including excitation system and PSS), while 

the static behaviour was described by the algebraic equations of stator output voltages and 

system network power flows. 

FACTS devices were installed for the purpose of maintaining or controlling specific system 

parameters such as line power flow and bus voltage. Hence, the small-signal modelling of 

FACTS should not only include the internal dynamics of FACTS devices but also their impacts 

on system power flows. To this end, the internal dynamics of FACTS devices were expressed 

in differential equations and power injection models in algebraic equations were adopted to 

describe the power or voltage modulation behaviours. 

Linearization was applied to all the differential and algebraic equations. By substituting the 

linearized algebraic equations into the differential equations, redundant variables were 

eliminated and the system small-signal dynamics was finally expressed in a state-space form 

which could be used in stability studies and control designs. In the end, a multi-model system 

was formed by a series of LTI state-space equations so that multiple system operating points 

can be included in the modelling stage for robustness design.
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CHAPTER 3 BMI-BASED MULTI-OBJECTIVE 

DAMPING CONTROL APPROACH WITH MULTI-

MODEL SYSTEM 

Abbreviations 

BMI Bilinear Matrix Inequality 

FACTS Flexible AC Transmission System 

LMI Linear Matrix Inequality 

PSS Power System Stabilizer 

 

3.1. Introduction 

The damping control of power system can be attained by designing feedback controllers with 

suitable power system components. With an appropriate damping controller, power system 

parameters, such as power flow and current, can be effectively regulated during oscillations; 

and as a result, the close-loop system damping performance can be accordingly improved. 

Low frequency oscillations can be classified as local oscillatory mode and inter-area oscillatory 
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mode according to their causes. The installation of PSS is a good solution to mitigate local 

oscillations as PSS is able to provide supplementary damping through the control of generator 

excitation system. For a similar reason, supplementary damping controllers can be developed 

for FACTS to mitigate inter-area oscillations. In the following study, it is assumed that the local 

oscillatory modes are adequately damped by PSSs; hence, the damping control will mainly 

focus on inter-area oscillatory modes. 

In this chapter, a BMI-based control approach is proposed for the designs of robust FACTS 

supplementary damping controllers. In pursuit of robustness, the controller design is 

implemented on a multi-model system, so that multiple system operating points can be included 

in the design stage. To assure the effectiveness of the design, multiple control objectives are 

considered in the form of matrix inequalities. Subsequently, the damping control problem is 

formulated as a synthesis BMI optimization problem.  

Solving the synthesis BMI optimization problem can be complicated as the problem is non-

convex. Incorporating multi-model system makes the problem even harder to solve because of 

the changing system matrix variables. A two-step method is introduced to find the optimal 

solutions for the synthesis BMI optimization problem. Following the two-step method, the BMI 

constraints can be linearized and the optimization problem can be solved systematically by 

convex LMI solvers. 

3.2. Multi-Objective Damping Control Problem Formulation in BMI 

The control objectives to be included in the robust damping control problem comprises the 

regional pole placement, control effort optimization and disturbance rejection. These control 

objectives under different system operating points will be initially formulated as multiple sets 
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of matrix inequalities and then combined and treated as a unified set of BMI constraints of a 

synthesis optimization problem.  

3.2.1. Regional Pole Placement 

Suppose an LTI system is given in the state-space representation as shown in (3.1), the system 

damping characteristics are normally decided by the eigenvalues of matrix A . 

x Ax Bu

y Cx Du

= +

= +

ɺ
 (3.1) 

From the small-signal stability point of view, the system is considered to be asymptotically 

stable if all the eigenvalues are on the left hand side of the complex plane (with negative real 

part) [76]. A real eigenvalue indicates that the mode is non-oscillatory, while the complex 

eigenvalues in a conjugate pair indicate that the mode is oscillatory.  

The damping ratio and frequency of a particular oscillatory mode can be directly determined 

from its corresponding eigenvalues. If the eigenvalues of an oscillatory mode are given by: 

jλ σ ω= ±   (3.2) 

the oscillatory frequency of the mode will be ω  rad/s, and the damping ratio of the mode can 

be determined by [10]: 

2 2

σ
ζ

σ ω

−
=

+
 (3.3) 

A larger damping ratio will result in a faster decay of the oscillation and shorter period of 

settling time. According to (3.3), it is also known that the damping ratio is closely related to the 
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positions of the eigenvalues. If the oscillatory frequency of a mode is fixed atω , the damping 

ratio ζ  can be effectively increased by moving the eigenvalues away from the imaginary axis 

(i.e. reducing the value of σ ). This idea is also known as pole-shifting and can be realized by 

regional pole placement [77]. 

LMI Pole Placement Region 

A subset D of the left complex plane can be expressed as a convex LMI region if there exists 

symmetric matrices α  and β  such that [77]: 

{ }: (z) z z 0T

DD z C f α β β= ∈ = + + <   (3.4) 

Equation (3.4) is also known as the characteristic equation of the LMI region, where z  is the 

conjugate of z  and the “ < ” indicates that the left side of the matrix inequality is negative 

definite. 

Suppose a conic sector ,
p

D  as illustrated in Figure 3-1, is assigned as the pole placement region 

for the damping control design; the exact LMI expression of this region is given by: 

{ }: (z) z z 0

sin cos
0 &  

cos sin

p

T

p DD z C f α β β

θ θ
α β

θ θ

= ∈ = + + <

− 
= =  

 

 (3.5) 

Generalized Lyapunov Theory with Regional Pole Placement 

The classic Lyapunov theory is widely recognized as the stability criterion of control systems 

[78]: the close-loop system with state matrix 
clA  is stable if and only if there exists a symmetric 

positive definite matrix P such that: 
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Figure 3-1 The pole placement region with a minimum damping ratio 

0T

cl cl
A P PA+ <   (3.6) 

As a result of the regional pole placement design, it is required that the close-loop system is 

stable and also has all the eigenvalues in the specified LMI region 
p

D ; thus a generalized 

Lyapunov theory with regional pole placement is proposed in [77]: the close-loop system with 

state matrix 
clA  is - stable

p
D  if and only if there exists a symmetric matrix P such that: 

( ) ( ) 0

0

T T

cl cl
P PA A P

P

α β β⊗ + ⊗ + ⊗ <

>

 (3.7) 

where “ ⊗ ” denotes the Kronecker product of two matrices. 

Therefore, the control objective of regional pole placement can be described by the two matrix 

inequalities given in (3.7). It should be noticed that the first matrix inequality is actually bilinear, 

and the details of linearization will be discussed in Section 3.3. 
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3.2.2. Control Effort Optimization and Disturbance Rejection 

Low frequency oscillations are usually excited by system disturbances. It is required that the 

damping controller to be designed could effectively reduce the impact of the disturbances on 

the system (i.e. disturbance rejection); besides, it is also expected that the controller output 

effort could be optimized.  

The 
2H  and H∞  performance will be considered here to quantify the disturbance rejection and 

control effort optimization [79, 80]. A typical configuration of the disturbance rejection and 

control effort optimization [72] is illustrated in Figure 3-2. The sensitivity between the 

disturbance signal ( )w s  and the system measured output signal ( )y s  is defined by transfer 

function ( )
wzy

G s ; the sensitivity between the disturbance signal ( )w s  and the controller output 

signal ( )u s is defined by transfer function ( )wzuG s . 

 

Figure 3-2 Synthesis system with augemented outputs  

According to Figure 3-2, the state-space realization of the open-loop system is expressed as: 
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y

u

x Ax Bu

z Cx w

z u

y Cx w

= +

= +

=

= +

ɺ

 (3.8) 

And the corresponding close-loop system with controller K  is given by: 

1 1

2 2

cl cl cl cl

y cl cl cl

u cl cl cl

x A x B w

z C x D w

z C x D w

= +

= +

= +

ɺ

 (3.9) 

where 
clx  is the close-loop system state. It is noticed that band-pass filters 

uw  and 
y

w  are 

added in front of the augmented outputs 
uz  and 

y
z  as it is impossible and also unnecessary to 

optimize both performances across all frequencies [72].  

2H  Performance 

In consideration of control effort optimization, the 
2H  norm of the transfer function ( )wzuG s , 

as shown in (3.10) [81], should be minimized.  

{ }2

1
( ) ( ) ( )

2

H

wzu wzu wzuG s Trace G j G j dω ω ω
π

+∞

−∞
 =  ∫  (3.10)

The 
2H  norm in (3.10) measures the overall energy relating w to 

uz , and it can be numerically 

computed as [72]: 

( )2 22
( )

T

wzu cl cl
G s Trace C PC=  (3.11)

where “Trace” denotes the sum of the diagonal elements of the matrix, and P is the Lyapunov 
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matrix which satisfies: 

0T T

cl cl cl cl
A P PA B B+ + <  (3.12)

Therefore, the objective of control effort optimization can be considered as finding a symmetric 

positive definite matrix P which minimizes the object function 2 2
( )T

cl cl
Trace C PC  subject to 

the following two inequalities 

2 2( )T

cl cl
Trace C PC ν<   (3.13)

0T T

cl cl cl cl
A P PA B B+ + <   (3.14)

where ν  is the upper limit of the control output energy. Subsequently, inequalities (3.13) and 

(3.14) can be rewritten into the following matrix inequalities: 

0

T

cl cl cl

T

cl

PA A P PB

B P I

 +
< 

− 
 (3.15)

2

2

0
cl

T

cl

Q C

C P

 
> 

 
 (3.16)

( )Trace Q ν<  (3.17)

where Q  is an auxiliary matrix. 

H∞  Performance 

The H∞  norm measures the largest magnitude of the frequency response across all frequencies. 

It is also the highest spike value on the bode diagram. For the purpose of disturbance rejection, 

the H∞  norm of the transfer function ( )
wzy

G s , defined by (3.18) [72], should be minimized.  
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( ) max ( )
wzy wzy

G s G j
ω

ω
∞

=  (3.18)

According to the bounded real lemma [44, 82], it is known that the inequality ( )
wzy

G s γ
∞

<  

holds if and only if there exists a symmetric Lyapunov matrix P such that: 

1

1 1

0

T T

cl cl cl cl

T T

cl cl

cl cl

PA A P PB C

B P I D

C D I

γ

γ

 +
 

− < 
 − 

  (3.19)

Therefore, the control objective of disturbance rejection can be considered as finding a 

symmetric positive definite matrix P which minimizes the value of γ  subject to matrix 

inequalities as presented in (3.19). 

3.2.3. Forming the Synthesis BMI Optimization Problem  

A synthesis BMI optimization problem of regional pole placement, control effort optimization 

and disturbance rejection can be formulated as follows: 

[ ]1 2min ( )Trace Qα α γ+    

1

1

2

( ) ( ) 0

0

. .    

0

( )

T T

cl cl

T T

cl cl cl cl

T

cl

cl

P PA A P

PA A P PB C

I D

Is t

Q C

P

Trace Q

α β β

γ

γ

ν

 ⊗ + ⊗ + ⊗ <

 +
 

∗ − < 
 ∗ ∗ − 

 

> ∗ 


<

  (3.20)

where 
1α  and 

2α  are the relative weightings of the 
2H  and H∞  performance, “ ∗ ” indicates 
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that the entry follows the transpose of its symmetry. It should be emphasized that when multiple 

objectives are included in a synthesis problem, it is mandatory that the Lyapunov matrix P of 

different objectives should be solved as the same one [77]. Otherwise, the solution won’t be 

feasible for a joint convex. 

3.3. Solving the Synthesis BMI Optimization Problem 

As that has been described in section 3.2, the robust damping control problem can be formulated 

as a synthesis BMI optimization problem. Thus, finding an optimal solution for the optimization 

problem is the crucial part of the controller design. The traditional damping control design 

approaches involving multiple control objectives are mostly nominal model based. The 

robustness of the controller is only guaranteed around a particular operating point by 
2H  or 

H∞  performance. It is of great interest to consider multiple operating points in the controller 

design stage so that the robustness of the controller can be further improved. Solving the BMI 

optimization problem with respect to a nominal model system is quite straightforward, and it 

has already been brought up in many existing literatures [47, 72]. It is also included here to 

demonstrate the completeness of the BMI-based design approach.  

3.3.1. Nominal Model System Approach 

The state-space realization of a nominal model system with augmented 
2H  and H∞  outputs is 

given by: 

2

x Ax Bu

z Cx w

z u

y Cx w

∞

= +

= +

=

= +

ɺ

  (3.21)
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The damping controller is designed as an SISO output-feedback controller in the following 

state-space form: 

c c c c

c c

x A x B y

u C x

= +

=

ɺ
  (3.22)

By substituting (3.22) into (3.21), the close-loop system can expressed as: 

1 1

2 2 2

cl cl cl cl

cl cl cl

cl cl cl

x A x B w

z C x D w

z C x D w

∞

= +

= +

= +

ɺ

 (3.23)

where ,cl

c

x
x

x

 
=  
 

 
c

cl

c c

A BC
A

B C A

 
=  
 

 
0

,cl

c

B
B

 
=  
 

 [ ]1 0 ,
cl

C C=  [ ]2 0 ,
cl c

C C=  
1clD I=  and 

2 0.clD =   

It should be pointed out that strictly proper system and controller structures (i.e. 0cD D= = ) 

are used here to simplify the derivations as they are sufficient for the damping controller designs. 

The synthesis BMI optimization problem described by (3.20) can be expressed as: 

[ ]1 2min ( )Trace Qα α γ+    

0

0

0
. .    

 

T
T

c c

c c c c c

A BC A BC C
P P P

B C A B C A B

I I
s t

I

γ

γ

         
 +         
         
 
 

∗ − < 
 
 
 ∗ ∗ − 
 

⋮

  (3.24)
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[ ]

 

0
0

. .    
( )

0

c

T

c cT

c c c c

Q C

P

s t
Trace Q

A BC A BC
P P P

B C A B C A

ν

α β β



 

> 
∗ 


<


      
 ⊗ + ⊗ + ⊗ <             

⋮

   

It is easy to see that the inequality constraints of optimization problem in (3.24) are bilinear due 

to unknown controller variables ,  ,  c c cA B C  and Lyapunov matrix P. Therefore, it is impossible 

to utilize convex optimization techniques to solve such problem directly. However, with 

Lyapunov matrix parameterization and appropriate system matrix variable transformation [77], 

these BMI constraints can be converted into LMI constraints.  

Partition the Lyapunov matrix P and its inverse 1P−  as: 

1,   
T T

S N R M
P P

N U M V

−   
= =   
   

  (3.25)

where R and S are symmetric matrices. From 1 ,PP I
− =  it can be derived that: 

0

T T

T T

SR NM N M UV I

SM NV N R UM

+ = + =

+ = + =

 (3.26)

Let 1
0T

R I

M

 
∏ =  

 
 and 2

0 T

I S

N

 
∏ =  

 
, we have: 

1 2
0

T

TT T T

I SSR NM S
P

NN R UM N

 +  
∏ = = = ∏   

+   
  (3.27)

As P is a symmetric matrix, (3.27) can be rewritten as: 
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1 2

T T
P∏ = ∏   (3.28)

By pre-multiplying 
1

T∏  and post-multiplying 
1∏ , the Lyapunov matrix P is transformed as: 

1 1 1 2

T

T T
R IR RS MN

P
I SI S

 +  
∏ ∏ = ∏ ∏ = =   

  
 (3.29)

Similarly, the nonlinear term 
c

c c

A BC
P

B C A

 
 
 

 and its transpose in the first matrix inequality of 

(3.24) can be transformed as: 

1 1
( ) ( )

T
cT c

T
c c c c c c

A BC AR BC M A
P

B C A SA NB C R SBC NA M SA NB C

   + 
∏ ∏ =    

+ + + +    
  (3.30)

1 1
( ) ( )

TT T

cT c

T

c c c c c c

A BC AR BC M A
P

B C A SA NB C R SBC NA M SA NB C

   + 
 ∏ ∏ =     + + + +    

 (3.31)

The second and third matrix inequalities in (3.24) should also be applied with the same 

transformation. By pre-multiplying ( )1 , , ,T
diag I I∏  ( )1, T

diag I ∏  and post-multiplying

( )1 , , ,diag I I∏ ( )1,diag I ∏ , the second and third matrix inequalities are transformed as: 

[ ]

2 1 2 1 2 1

1

0

0

* 0

    
* *

0

0

T
T

c cT T T T

c c c c c

c

A BC A BC C

B C A B C A B

I I

I

Q C

R I

I S

γ

γ

         
 ∏ ∏ + ∏ ∏ ∏ ∏        
         
 
 

− < 
 
 
 − 
 

 ∏
 

>  ∗     

 
(3.32)
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Now, define the new controller variables as: 

( ) ( ) T

c c c c
A SA NB C R SBC NA M= + + +ɶ   (3.33)

c c
B NB=ɶ   (3.34)

T

c c
C C M=ɶ   (3.35)

The BMI optimization problem in (3.24) can be converted into an LMI optimization problem 

as follows: 

[ ]1 2min ( )Trace Qα α γ+   (3.36)

0

0

0

. .    

0

T

Tc c

c c c c

T T T T T

c c

T T T T T
cc c c c

c

R I AR BC A AR BC A

I S A SA B C A SA B C

AR RA BC C B A A RC

BA A SA A S B C C B C

I I

s t

I

Q C

R I

I

α β β

γ

γ

   + + 
⊗ + ⊗ + ⊗ <    

+ +     

    + + + +  
     

+ + + +      
 
 ∗ − <
 
 
 

∗ ∗ − 
  

  

∗

ɶ ɶ

ɶ ɶɶ ɶ

ɶ ɶ

ɶɶ ɶ ɶ ɶ

ɶ

0

( )

S

Trace Q ν

















 
  >  
  

  


<   

(3.37)

Solving the above LMI optimization problem with a convex LMI solver gives the optimal 

solutions of 
c

Aɶ , 
c

Bɶ , 
c

Cɶ , R and S. From (3.26) it is known that 
T

NM I SR= − , hence N and 

TM  can be determined by matrix decomposition. And the actual controller variables are 

determined as: 
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1

c c
B N B

−= ɶ   (3.38)

1( )T

c c
C C M

−= ɶ   (3.39)

( )1 1( ) ( )T T

c c c c
A N A SA NB C R SBC M M

− −= − + −ɶ   (3.40)

To sum up, solving the BMI optimization problem with respect to a nominal model system 

mainly relies on Lyapunov matrix parameterization and system matrix variable transformation, 

by which, the BMI optimization problem can be linearized and subsequently solved by convex 

LMI optimization solvers. The controller variables to be designed can finally be determined 

from the optimal solutions.  

3.3.2. Multi-Model System Approach 

The state-space realizations of a multi-model system with augmented 
2H  and H∞  outputs are 

given by: 

2

1, 2, ,

i i

i

i

x A x B u

z C x w

z u

y C x w

i L

∞

= +

= +

=

= +

=

ɺ

⋯

 (3.41)

where 
iA , 

iB , 
iC  are the state-space matrices of the open-loop system plant at the th

i  operating 

point and L is the total number of operating points included in the multi-model system. 

Suppose a common output-feedback controller in the form of (3.22) will be designed for the 

multi-model system, the corresponding close-loop systems with the output-feedback controller 

can be represented by: 
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, ,

1, 1,

2 2, 2,

1, 2, ,

cl cl i cl cl i

cl i cl cl i

cl i cl cl i

x A x B w

z C x D w

z C x D w

i L

∞

= +

= +

= +

=

ɺ

⋯

  (3.42)

where ,
cl

c

x
x

x

 
=  
 

 , ,
i i c

cl i

c i c

A B C
A

B C A

 
=  
 

 ,

0
,

cl i

c

B
B

 
=  
 

 [ ]1, 0 ,
cl i i
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Thus, the synthesis BMI optimization problem for the multi-model system can be expressed as: 
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  (3.43)

         1, 2, ,i L= ⋯    

The optimization problem can be interpreted as finding a common set of controller variables 

( ,  ,  )c c cA B C  subject to multiple sets of BMI constraints. In addition, the Lyapunov matrix P of 

all constraints should be solved as the unified one. 
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The optimization problem in (3.43) is bilinear and impossible to be solved via the same method 

as that has been used for the nominal model system. Because the system matrices
iA , 

iB , 
iC  

are varying with respect to their operating points and the matrix inequalities with nonlinear 

terms cannot be linearized by Lyapunov matrix parameterization and system matrix variable 

transformation. To overcome the difficulties mentioned above, a two-step approach is 

introduced here to solve the BMI optimization problem in a circuitous way [83]: 

Step 1: Find a state-feedback controller in the form of u Kx= such that the close-loop systems 

satisfy the control objectives under all considered operating points. 

Step 2: Find an output-feedback controller in the form of (3.22) with the controller variable 
cC  

equal to the state-feedback controller gain K (i.e. 
cC K= ) such that the close-loop systems 

satisfy the control objectives under all considered operating points.  

Step 1: State-Feedback Controller Design 

Suppose a state-feedback controller in the form of u Kx=  is to be designed, the corresponding 

close-loop systems with such controller can be represented by: 

2

( )

1, 2, ,

i i

i

x A B K x

z C x w

z Kx

i L

∞

= +

= +

=

=

ɺ

⋯

  (3.44)

Based on (3.44), the synthesis BMI optimization problem can be expressed as: 
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         1, 2, ,i L= ⋯    

Let X P=  and Y KP=  , the BMI optimization problem in (3.45) can be easily converted into 

the following LMI optimization problem: 

[ ]1 2min ( )Trace Qα α γ+    
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         1, 2, ,i L= ⋯    

Consequently, the problem can be solved by convex LMI solvers and the state-feedback 

controller can be determined as : 

* * 1( )K Y X
−=   (3.47)
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where *X  and *Y  are the optimal solutions of (3.46). 

Step 2: Output-Feedback Controller Design 

The controller gain K  is then plugged into the output-feedback controller, and we have: 

c c c c

c

x A x B y

u Kx

= +

=

ɺ
  (3.48)

The close-loop systems with the above controller and the corresponding synthesis BMI 

optimization problem will be the same as that has been presented in (3.42) and (3.43) despite 

the fact that controller variable 
cC  in this step is already known (

cC K= ). Therefore, we only 

have to find the controller variable 
cA  and 

cB  such that the close-loop systems with the 

controller ( ,  ,  )c cA B K  satisfy all the control objectives.  

To linearize the BMI constraints, it is firstly assumed that the Lyapunov matrix P is in the 

following structure: 

0

0

X
P

Y

 
=  
 

  (3.49)

where 0X >  and 0Y > .  

According to [83], the necessity condition for (3.49) to hold is that the first block entry 
iA  of 

the close-loop state matrix ,

i i

cl i

c i c

A B K
A

B C A

 
=  
 

 is stable for 1, 2, ,i L= ⋯ . To remove this 

restriction, the following transformation of basis is introduced: 
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1
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T T
I I
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  (3.50)

By pre-multiplying T to the close-loop system state vector 
clx  in (3.42), the close-loop systems 

can be transformed as: 
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It can be seen that the first block entry of the close-loop system state matrix 
,cl i

A  is ( )i iA B K+

whose stability is already guaranteed by the state-feedback controller design in the previous 

step. Therefore, for the close-loop systems presented in (3.51), it is safe to apply variable 

transformations with the Lyapunov matrix P in the form of (3.49). 
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The BMI optimization problem with the close-loop systems in (3.51) can be expressed as: 
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         1, 2, ,i L= ⋯    

Substituting (3.48) and (3.49) into (3.53): 
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where 
cZ YA= , 

cG YB=  and ( ) T
sym M M M= + . 

Now, the optimization problem in (3.54) is linearized. Solving the LMI optimization problem 

gives the optimal solutions * * * *,  ,  ,  X Y Z G . Consequently, the output-feedback controller 

variables 
cA  and 

cB  can be determined as: 

* -1 * * -1 *( ) ,   ( )
c c

A Y Z B Y G= =   (3.55)

To sum up, solving the BMI optimization problem with a multi-model system is much more 

complex than that with a nominal model system as the direct system variable transformation is 

not applicable. However, the linearization of the BMI constraints can still be accomplished 

through a circuitous two-step approach. By plugging a predetermined state-feedback controller 

gain K into the output-feedback controller variable 
cC , the transformation of basis can be safely 

applied to convert the BMI optimization problem into an LMI optimization problem. 

3.4. Summary 

In this chapter, a BMI-based robust damping control approach was proposed for FACTS 

damping controller designs. Multiple control objectives including regional pole placement, 

control effort optimization and disturbance rejection could be simultaneously considered to 

ensure the effectiveness and robustness of the design. Formulations of these control objectives 

were based on matrix inequalities and the robust damping control problem was mathematically 

expressed as an optimization problem with a set of BMI constraints. To emphasise the concept 

of multi-model system design, the optimization problem was expanded with multiple sets of 

BMI constraints regarding control objectives under different system operating conditions. 
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To solve the BMI optimization problem with the existing convex LMI solvers, linearization of 

the BMI constraints was necessary. However, the linearization procedures were different in 

terms of a nominal model system and a multi-model system. For a nominal model system, 

Lyapunov matrix parameterization and system matrix variable transformation could be directly 

applied to linearize the BMI constraints. But for a multi-model system, the same method was 

not applicable as the system matrices were varying with respect to different system operating 

points. To this end, a two-step method was introduced to convert the BMI optimization problem 

into two LMI optimization problems for a multi-model system. Following the two-step method, 

the output-feedback controller variables could be systematically determined. 
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CHAPTER 4 ROBUST FACTS DAMPING 

CONTROLLER DESIGNS VIA BMI-BASED MULTI-

OBJECTIVE MULTI-MODEL SYSTEM APPROACH 

Abbreviations 

BMI Bilinear Matrix Inequality 

FACTS Flexible AC Transmission System 

LMI Linear Matrix Inequality 

LTI Linear Time Invariant 

PSS Power System Stabilizer 

RTDS Real-Time Digital Simulator 

SVC Static VAR Compensator 

TCSC Thyristor Controlled Series Compensator 

 

4.1. Introduction 

The mathematical formulation of the robust damping control problem was presented in Chapter 

3 with corresponding analytical solutions. In practical designs, it is essential that the damping 
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control problem to be formulated is actually feasible in terms of finding a reliable optimal 

solution.  

This chapter presents the complete procedures of robust FACTS damping controller designs. 

The controller designs are fundamentally based on the approach proposed in Chapter 3, where 

control objectives under multiple operating conditions are considered via synthesis BMI 

optimization. Furthermore, discussions are also conducted on the choice of feedback signals 

and system model reductions in consideration of controller designs in real practice.  

The robust FACTS damping controller designs are successively implemented on a two-area 

system and a five-area system. For each test system, a TCSC damping controller and an SVC 

damping controller are individually designed to validate the generality of the proposed method. 

The damping performance of the obtained controllers is evaluated through both linear 

eigenvalue analysis and real-time simulations on RTDS. Based on the numerical results, the 

benefits of the proposed design approach are discussed. 

4.2. Controller Design Procedures 

The complete design procedures of robust FACTS damping controllers are presented as follows: 

Step 1. Formulate the multi-model system with a set of LTI state-space representations 

according to different system operating points. 

Step 2. Identify the weakly damped oscillatory modes of the open-loop systems through 

eigenvalue analysis. 

Step 3. Define the LMI pole placement region on the complex plane according to the system 

damping requirements.  
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Step 4. Select the feedback signal for the controller based on participation factors or system 

modal residues of the weakly damped oscillatory modes. 

Step 5. Apply system order reduction to the open-loop system such that the reduced system 

is comparable to the original system. 

Step 6. Define the 
2H  augmented output for control effort optimization (disturbance 

rejection is not considered here as it may lead to controller over design under 

multiple system operating points). 

Step 7. Formulate the robust damping control problem as a synthesis BMI optimization 

problem. 

Step 8. Solve the synthesis BMI optimization problem via the two-step method and 

determine the controller transfer function. 

Step 9. Validate the performance of the obtained FACTS damping controller through 

eigenvalue analysis of the full-order linear close-loop system. 

Step 10. Validate the performance of the obtained FACTS damping controller by real-time 

simulations on RTDS. 

4.3. Choice of Feedback Signal 

The relationship between and the system oscillatory modes and their eigenvalues has already 

been explained in Chapter 3. Eigenvalue analysis should be performed for each open-loop 

system that has been included in the multi-model system to investigate the weakly damped 

oscillatory modes and their damping characteristics. Besides, the system eigenproperties also 

contain useful information about system mode shape, modal controllability and observability 

[10]. In this section, the choice of feedback signal will be discussed based on the eigenproperties 

of systems. 
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4.3.1. Participation Factor 

System mode shapes are defined by the participation factors. Participation factor shows how 

much a generator is participated in a particular oscillatory mode [10]; be more specific, it shows 

the sensitivity of a generator state to a particular oscillatory mode.  

The participation factor can be used for finding the optimal PSS installation location in a multi-

machine system [20, 84]. Using the generator state with the highest participation factor to a 

particular local oscillatory mode as the feedback signal for PSS can effectively reduce the 

control effort; as a result, the damping performance can be improved.  

The above rule can also be applied to the FACTS damping controller designs to a certain extent. 

However, a single generator state, even with the highest participation factor, is still a rough 

candidate feedback signal for the damping of inter-area oscillatory modes involving multiple 

generators from different areas, since its observability of the inter-area oscillatory modes is 

considerably low. Besides, some of the highly participated generator states such as machine 

rotor angles, are not directly measurable, which also makes the generator states useless in the 

damping of inter-area oscillations.  

Nevertheless, we still can study the mode shape of an inter-area oscillatory mode through its 

participation factors (i.e. how the generator or the generator groups are involved in the inter-

area oscillatory mode). But for FACTS damping controller designs, the feedback signals should 

be cautiously selected from signals with higher observability. 

4.3.2. Modal Residue 

The system modal controllability and observability should be comprehensively investigated in 
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advance to make sure that the system input and output are properly selected, otherwise, forcing 

the pole placement with inappropriate system input and output may result in infeasible solution 

or numerical instability. 

Suppose a strictly proper open-loop system ( 0D = ) is represented by the following transfer 

function: 

1( ) ( )G s C sI A B
−= −   (4.1) 

The system modal controllability to a certain oscillatory mode 
iλ  is decided by the eigenvectors 

of matrix A and the system input matrix B; and the system modal observability to oscillatory 

mode 
iλ  is decided by the eigenvectors of matrix A and the system output matrix C. 

It is known that with different system inputs and outputs, the system modal controllability and 

observability to a certain oscillatory mode can be quite different. In order to numerically 

evaluate the modal controllability and observability, the concept of system modal residue is 

introduced [10, 72]. The transfer function in (4.1) can be rewritten in the following partial 

fraction expression: 

1 1

( )
n n

i i i

i ii i

Cv w B R
G s

s sλ λ= =

= =
− −

∑ ∑  (4.2) 

where 
iv , 

iw  denote the th
i  right and left eigenvectors of matrix A  respectively, 

iλ  is the th
i  

eigenvalue of matrix A . 
iR  is called modal residue which contains system information about 

controllability ( )iw B  and observability ( )iCv  to the oscillatory mode 
iλ .  

From (4.2), it is known that the magnitude of the system transfer function | ( ) |G s  is very much 
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related to the value of modal residue 
iR . For a particular oscillatory mode, a larger value of 

modal residue usually indicates that the choice of system input and output is better and less 

control effort will be needed in the feedback loop.  

In the following designs, the installation locations of the FACTS devices are preselected which 

means the modal controllability to the oscillatory modes has already been fixed. However, the 

modal observability can still be modified with different choices of feedback signals.  

The feedback signals are normally selected from system line currents and power flows with 

invaluable information of the objective oscillatory modes (with high modal observability of the 

oscillatory modes). In addition, the feedback signals should also be locally measurable so that 

the controller design is decentralized and easier to be realized in real practice.  

4.4. System Order Reduction 

The order of the linear open-loop systems depends on the scale of the test system, in other words, 

it depends on the number of generators and FACTS devices in the power system. Therefore, 

the system dynamics of a large system with multiple generators and FACTS devices could be 

in a high order. With the output-feedback controller, the order of the close-loop system is even 

higher.  

It is hardly possible to implement the BMI optimization directly on a full-order system as the 

computational effort is tremendous. From the damping control point of view, it is also 

unnecessary to perform regional pole placement over all frequencies since the problem only 

focuses on a particular frequency band (0.1~2.0 Hz).  

To simplify the optimization problem, balanced truncation model reduction [85, 86] will be 
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used to reduce the order of the original system. The system order reduction is considered to be 

valid if the system is reduced to an acceptable level without losing much information within the 

frequency range of our interests. The order-reduced system will be used as a substitution of the 

original system in the BMI optimization; when the damping controller is obtained, further 

reductions for the controller should be applied if it is necessary. 

It should be pointed out that the state variable sequences [ ]1 1x δ ω∆ = ∆ ∆ ⋯  of all full-order 

systems that have been included in a multi-model system are in fact identical. However, after 

system order reduction, the state variables of different system models are no longer in the same 

sequence. This will cause a failure of finding a common state-feedback controller u Kx=  in 

the two-step approach. To keep the state variables of different system models in the same 

sequence, all reduced systems are represented in a controllable canonical form [76].  

4.5. Real-time Simulations on RTDS 

Real-time simulations will be carried on RTDS to evaluate the controller designs. The RTDS 

is a simulator well-known for its “hard real-time” feature; the virtual simulations on the RTDS 

can be interfaced with the hardware-based power system equipment such as commercial relay 

and external controller in real-time [87, 88]. Comparing with the conventional off-line 

simulation packages such as MATLAB and PSCAD/EMTDC, the RTDS has great dominance 

in both computational speed and simulation accuracy.  

4.6. Applications on a Two-area System 

The FACTS damping controller designs are firstly implemented on a classic two-area system 
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[10] as illustrated in Figure 4-1. 
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Bus 7 Bus 8 Bus 9 Bus 10
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Line 1 Line 2
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Line 8
Line 5 Line 4

Line 3

G3

Bus 3

Line 6

Area 1 Area 2

 

Figure 4-1 Two-area four-generator system 

The system is consisting of four synchronous generators and ten buses. It can be seen that the 

system network topologies of Area 1 and 2 are in fact symmetrical and the two areas are 

connected by two transmission corridors Line 7 and 8. Each generator injects the same amount 

of power into the network, while the loads are installed on Bus 7 and 8 to consume the power. 

If the loads are unevenly distributed on Bus 7 and 8, the difference value will be transferred 

between the two areas through Line 7 and 8 to balance the power flow. Multiple operating 

points can be generated by changing the power flow patterns with different load configuration 

as shown in Table 4-1. The multi-model system is formed based on these operating points.  

Table 4-1 Multiple operating points for the two-area system 

Operating  

points 

Active power transferred 

in MW (Area 1 → Area 2) 

Load at Bus 7 

in MW 

Load at Bus 8 

in MW 

1 250 1100 1600 

2 300 1067 1667 

3 350 1000 1700 

4 400 967 1767 
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PSSs are installed on G1 and G3 to mitigate local oscillations, while the information of TCSC 

and SVC will be accordingly explained in Section 4.6.1 and Section 4.6.2. The other details of 

the two-area test system can be found in Appendix A. 

4.6.1. Damping Controller Design of TCSC 

The TCSC is installed on Line 8 with a 25% compensation of the line reactance for steady state 

operation. The upper and lower boundary of the TCSC compensation is 35% and 15%. The 

controller output will be connected to the reactance reference of the TCSC so that the power 

flow on Line 8 can be controlled to provide extra damping during oscillations.  

Eigenvalue Analysis and LMI Pole Placement Region 

Eigenvalue analysis is conducted to inspect the damping characteristics of the open-loop 

systems under different operating points. The dominant oscillatory modes for the two-area 

system with TCSC are listed below:  

Table 4-2 Oscillatory modes of the two-area system with TCSC 

Operating Mode 1 Mode 2 Mode 3 

Points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

1 18.2% 1.162 20.1% 1.176 6.50% 0.681 

2 18.4% 1.160 19.3% 1.174 6.29% 0.678 

3 18.1% 1.158 19.8% 1.170 6.29% 0.669 

4 18.4% 1.155 18.8% 1.169 6.05% 0.664 

 

According to Table 4-2, it is known that the two-area system with TCSC has three dominant 

oscillatory modes: Mode 1 and 2 are local oscillatory modes with sufficient damping since PSSs 

are installed in both areas; Mode 3 is a weakly damped inter-area oscillatory mode ( 6%)ζ ≈  

which doesn’t meet the system damping requirement.  
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In this case, it is expected that the damping ratio ζ  of Mode 3 can be increased to an acceptable 

level with the design of a TCSC damping controller. To this end, an LMI region, as illustrated 

in Figure 4-2, is assigned for the pole placement. 

 

Figure 4-2 The LMI pole placement region 

According to (3.5), the corresponding coefficients for the above LMI pole placement region are 

0.9950 0.1000
0,  

0.1000 0.9950
α β

− 
= =  

 
 (4.3) 

Remark: The settling time 4sT ζω≅  of an inter-area oscillatory mode is expected to be 

controlled within 10 seconds for such a small system. In this case, the settling time for Mode 3 

is around 15 seconds. By moving the eigenvalues of Mode 3 to their left in a conic sector with 

at least 10% damping ratio, the system damping requirements should be satisfied.  
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Selection of the Feedback Signal 

Figure 4-3 illustrates the participation factors of different rotor angles and speeds to Mode 3 

under operating point 4. It should noticed that the participation factors have been normalized 

with a maximum value of 1.0 so that different type of states can be comparable to each other.  

 

Figure 4-3 Participation factors of different generators to Mode 3 

It can be seen that the most participated system states to Mode 3 are the rotor angles and speeds 

of G1 and G3; in other words, the inter-area oscillation is mainly caused by G1 oscillating 

against G3. Since the two-area system is considerably small and the mode shape of Mode 3 is 

quite straightforward, the rotor speed deviation is adopted here as the feedback signal for the 

TCSC damping controller. To increase the observability of Mode 3, a combination of G1 and 

G3 rotor speed deviations is used as the feedback signal: 

1 3y ω ω∆ = ∆ − ∆   (4.4) 

The feedback signal in (4.4) was also used in [89]; it has been proven to be effective for FACTS 

damping controller designs in the two-area system. 
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System Order Reduction  

The synchronous generator with excitation system, PSS, and TCSC are in the order of 7, 3 and 

1. Therefore, the two-area four-generator system with two PSSs and one TCSC is in the order 

of 35. The full-order system is then reduced to a 7th order system by balanced truncation model 

reduction. The eigenvalues of the order-reduced system at operating point 4 are presented in 

Table 4-3 to examine the validity of the system order reduction. The corresponding frequency 

responses are demonstrated in Figure 4-4. From Table 4-3 and Figure 4-4, it is known that the 

system order reduction is successful as the order-reduced system doesn’t lose much information 

within 0.1~2.0 Hz. 

Table 4-3 Eigenvalues of the reduced system at operating point 4 

Eigenvalues ζ  ω  (Hz) 

-0.253±4.170i 6.04% 0.665 

-1.310±7.270i 17.8% 1.176 

-6.420±12.70i 45.0% 2.276 

-22.700 / / 

 

Forming the State-space Realizations  

The objective of control effort optimization is included to formulate the synthesis problem; as 

only one augmented output is considered here, its weight function is simply set to be scalar 1. 

The state-space realizations with 
2H  output are 

2

1, 2,3,4.

i i

i

x A x B u

z u

y C x w

i

= +

=

= +

=

ɺ

  (4.5) 
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Figure 4-4 Frequency responses: origianl system v.s. reduced system at operating point 4 

where 7 7

i
A

×∈ ℜ , 7 1

i
B

×∈ ℜ  and 1 7

i
C

×∈ ℜ . 

Finding the Controller through Two-step Approach 

Firstly, find the state-feedback controller K by solving (3.46); the optimization problem can be 

solved by function mincx in MATLAB and controller K is determined by optimal solutions 

* 7 7
X

×∈ ℜ  and * 1 7
Y

×∈ ℜ  as follows: 

[ ]* * 1
( ) 0.5 19.9 346.6 4387.9 21855.0 146310.0 3979.4K Y X

−
= = − − − − − − −   (4.6) 

Secondly, plug the state-feedback controller into the output-feedback controller ( )cC K=  to 

find the controller variables 
cA  and 

cB  by solving (3.54); the optimization problem can also 

be solved by function mincx in MATLAB and controller variable 
cA  and 

cB  are consequently 

determined by the optimal solutions * 7 7 ,Y
×∈ ℜ  * 7 7

Z
×∈ ℜ  and * 7 1

G
×∈ ℜ  as follows: 
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* 1 *
( )

32.5 443.3 2127.4 15359.8 74227.3 2230075.3 1614292.1

0.8 9.7 245.2 2669.7 17508.3 112735.8 97136.7

0.0 0.9 42.0 658.5 3431.9 30176.0 8747.0

0.0 0.2 6.2 77.8 412.9 3523.3 1188.7

0.0 0.0 0.4 4.2 30.0 23

c
A Y Z

−
=

− − − −

− − − − − −

− − − − − −

=

− − − − 1.5 121.8

0.0 0.0 0.0 0.1 0.7 6.1 4.6

0.0 0.0 0.0 0.1 0.6 5.9 2.6

−

− −

 
 
 
 
 
 
 
 
 
  

  (4.7) 

[ ]* 1 *
( ) 56.1432 1.9804 0.5663 0.0656 0.0043 0.0001 0.0000

T

c
B Y G

−
= = − −   (4.8) 

At last, the controller transfer function ( , , , 0)c c ctf A B C  is determined as: 

2 2 2

2 2 2

29.91( 25.65 23.40)( 14.83 314.54)( 2.57 55.51)
( )

( 0.44)( 26.87 789.07)( 10.49 139.07)( 1.97 55.14)
TCSC

s s s s s s
G s

s s s s s s s

− + − + + + +
=

+ + + + + + +
  (4.9) 

Linear Close-loop System Performance 

Eigenvalue analysis is performed for each full-order linear close-loop system with the obtained 

TCSC damping controller (4.9) to examine its damping control performance. Figure 4-5 shows 

the eigenvalue plots of the open-loop system and the close-loop system at operating point 4. It 

is clear that the weakly damped system eigenvalues have been moved to the desired LMI region 

as we expected.  

A comparison of inter-area oscillatory modes between the open-loop and close-loop system 

under multiple system operating points is shown in Table 4-4. It can be seen that the damping 

ratio of the inter-area oscillatory mode has been increased to a satisfactory level under each 

system operating point, thus the TCSC damping controller is considered to be robust against 

different power flow patterns in a set range. 
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Figure 4-5 Eigenvalue plots: the open-loop system v.s. the close-loop system 

Table 4-4 Inter-area oscillatory modes of the open-loop system and the close-loop system 

Operating Open-loop system Close-loop system 

points ζ  ω  (Hz) ζ  ω  (Hz) 

1 6.50% 0.681 11.5% 0.684 

2 6.29% 0.678 12.0% 0.679 

3 6.29% 0.669 13.5% 0.672 

4 6.05% 0.664 14.1% 0.665 

 

4.6.2. Damping Controller Design of SVC 

The SVC is installed on Bus 7 with a rated capacity of ±100Mvar; by means of injecting and 

absorbing reactive power, it is able to regulate the voltage at Bus 7. For steady state operation, 

the voltage at Bus 7 is set to 
7 1.0 p.u.BV =  The damping controller output is added to the voltage 

reference of the SVC internal voltage regulator so that the voltage at 
7BV  can be continuously 

controlled to provide extra damping during oscillations.  
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Eigenvalue Analysis and LMI Pole Placement Region 

The dominant oscillatory modes of the two-area system with SVC under different operating 

points are presented in Table 4-5. It is easy to see that the open-loop system has two well 

damped local oscillatory modes (Mode 1 and 2) and one weakly damped inter-area oscillatory 

mode (Mode 3). 

Table 4-5 Oscillatory modes of the two-area system with SVC 

Operating Mode 1 Mode 2 Mode 3 

Points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

1 18.6% 1.169 20.6% 1.185 5.69% 0.640 

2 18.8% 1.170 19.9% 1.181 5.51% 0.636 

3 18.5% 1.169 20.5% 1.176 5.48% 0.627 

4 19.8% 1.171 18.5% 1.172 5.26% 0.621 

 

The same LMI region, as shown in Figure 4-2, is assigned here for pole placement so that the 

damping ratio of Mode 3 can be increased with the design of SVC damping controller.  

Selection of the Feedback Signal 

Participation factors of different generator rotor angles and speeds are calculated for Mode 3; 

the same conclusion can be drawn that the inter-area oscillatory mode is highly related to the 

generator rotor angles and speeds of G1 and G3. Therefore, the same feedback signal 

1 3y ω ω∆ = ∆ − ∆  is selected for the SVC damping controller. 

System Order Reduction  

According to Section 2.3, the dynamics of SVC is in the order of 3, hence the two-area system 

with SVC will be in the order of 37. Balanced truncation model reduction is applied here so 
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that the full-order system can be reduced to a 7th order system. To examine the validity of the 

system order reduction, the eigenvalues of the order-reduced system at operating point 4 are 

presented in Table 4-6; the corresponding frequency responses are illustrated in Figure 4-6. 

Table 4-6 Eigenvalues of the reduced system at operating point 4 

Eigenvalues ζ  ω  (Hz) 

-0.206±3.900i 5.26% 0.622 

-1.260±7.330i 17.0% 1.184 

-13.000 / / 

-4.290±13.80i 29.7% 2.292 

 

From Table 4-6 and Figure 4-6, it can be seen that the 7th order system is very close to the full-

order system within the frequency range of the inter-area oscillations. Thus, the system order 

reduction is considered to be acceptable for the SVC damping controller design.  

 

Figure 4-6 Frequency responses: origianl system v.s. reduced system at operating point 4 
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Forming the State-space Realizations  

To include the objective of control effort optimization, state-space realizations with augmented 

2H  output are formed in the exact same way as that have been done for the systems with TCSC. 

Finding the Controller through Two-step Approach 

The controller variables ,cA  
cB , c

C  are systematically determined through the two-step 

approach:  

3.86 3 5.37 5 4.34 6 7.67 7 3.60 8 1.41 9 1.24 8

750.58 1.04 5 8.48 5 1.49 7 7.03 7 2.75 8 2.39 7

31.22 4.36 3 3.53 4 6.23 5 2.92 6 1.14 7 9.96 5

29.31 4.09 3 3.31 4 5.85 5 2.75 6 1.07 7 9.36 5

2.05 28.82 233.1

c

e e e e e e e

e e e e e e

e e e e e e

A e e e e e e

− − − − − − −

= − − − − − − −

− − − 6 4.11 3 1.93 4 7.57 4 6.55 3

0.78 109.15 883.05 1.55 4 7.32 e 4 2.87 5 2.49 4

0.39 55.51 449.12 7.92 3 3.72 4 1.45 5 1.26 4

e e e e

e e e

e e e e

− − − −

 
 
 
 
 
 
 
 
 
  

 (4.10)

[ ]4536.90 885.34 36.88 34.62 0.24 0.92 0.16
T

c
B = − − −   (4.11)

[ ]0.61 14.47 261.91 2793.30 14844.00 87981.00 1078.10
c

C = − − − − − −   (4.12)

And the controller transfer function ( , , , 0)c c ctf A B C is determined as:  

2 2 2

2 2 2

2.9150( 2.00 5 2.00 6)( 8.59 213.28)( 2.50 56.00)
( )

( 1.68 5)( 22.46 590.45)( 3.40 100.55)( 5.45 27.48)
SVC

s e s e s s s s
G s

s e s s s s s s

+ + + + + +
=

+ + + + + + +
  (4.13)

Linear Close-loop System Performance 

The eigenvalue plots of the open-loop system and the close-loop system under operating point 

4 are compared in Figure 4-7. It is easy to see that the eigenvalues of the close-loop system 

inter-area oscillatory mode has been moved to the desire LMI region with the obtained SVC 
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damping controller. 

 

Figure 4-7 Eigenvalue plots: the open-loop system v.s. the close-loop system 

To examine the robustness of the SVC damping controller, eigenvalue analysis is carried out 

on the full-order linear close-loop systems under multiple operating points. The inter-area 

oscillatory modes of the open-loop and close-loop systems are compared in Table 4-7. It can be 

seen that the damping ratio of the inter-area oscillatory mode has been adequately improved 

under each operating point which indicates that the obtained SVC damping controller is robust 

against different operating conditions as expected. 

Table 4-7 Inter-area oscillatory modes of the open-loop system and the close-loop system 
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points ζ  ω  (Hz) ζ  ω  (Hz) 

1 5.69% 0.640 13.0% 0.639 

2 5.51% 0.636 13.0% 0.635 

3 5.48% 0.627 13.7% 0.630 
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4.6.3. Simulation Case Studies  

Real-time simulations are conducted on RTDS to validate the performance of the obtained 

TCSC and SVC damping controllers. The controllers are tested under multiple system operating 

scenarios with three different types of disturbances: excitation system disturbance, system post-

fault disturbance and system load variation. A wash-out filter block with the time constant of 

10s is installed for each obtained FACTS damping controller to make sure that the damping 

control only contribute to a certain low frequency band. 

Case 1: Excitation System Disturbance 

The disturbance is generated by giving a small impulse to the excitation system voltage 

reference 
ref

V  at G3. The small impulse has a constant magnitude of 1.10p.u. (the initial value 

of 
ref

V  is 1.03p.u) and lasts for 200ms. The responses of power flow on Line 7 under operating 

1 and 4 to the excitation system disturbance are illustrated in Figure 4-8. 

Case 2: System Post-fault Disturbance  

The system is tested in a post-fault condition in this case. The disturbance is generated by the 

circuit breaker tripping and auto-reclosing when the fault occurs and is cleared. The fault is a 

3-phase to ground fault on Line 7 which lasts 20ms until Line 7 is tripped and it is cleared 60ms 

after the line trip and then the circuit breaker is auto-reclosed. The power flow responses on 

Line 7 at operating point 1 and 4 in the post-fault condition are illustrated in Figure 4-9. 

Case 3: System Load Variation 

In this case, the system is tested with load variations. The disturbance is generated by load 
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increasing or load shedding at Bus 7 and 8. It should be noticed that the four operating points 

considered in the controller design stage are actually based on different load configurations. 

Therefore, operating point switching can be simply interpreted as load variations. Figure 4-10 

shows the power flow responses on Line 7 when the system switches from operating point 1 to 

operating 4. 

 

 

                a) System with TCSC at operating point 1                 b) System with TCSC at operating point 4 

 

                  c) System with SVC at operating point 1                  d) System with SVC at operating point 4 

Figure 4-8 Power flow responses to excitation disturbance 
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                 a) System with TCSC at operating point 1                b) System with TCSC at operating point 4 

 

                 c) System with SVC at operating point 1                   d) System with SVC at operating point 4 

Figure 4-9 Power flow responses at post-fault condition  

 

 

                                 a) System with TCSC                                                 b) System with SVC 

Figure 4-10 Power flow responses when system switches from operating 1 to operating 4 
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Discussion 

From the above simulation results, it is known that the proposed FACTS damping controllers 

are capable of improving system damping of inter-area oscillations against different types of 

disturbances. The settling time of the inter-area oscillations in each case has been significantly 

reduced which completely fulfils the system damping requirement. The results also show that 

the controllers are robust enough to work under multiple system operating conditions which 

coincides with the eigenvalue analysis results. 

4.7. Applications on a Five-area System 

The FACTS damping controller designs are implemented on a five-area system [11] to further 

explore the feasibility of the design approach proposed in Chapter 3. The five-area system is a 

simplified equivalent system of the New York-New England (NYPS-NETS) interconnected 

system. A single line diagram of the system is illustrated in Figure 4-11.  
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Figure 4-11 Five-area, 16-generator 68-bus system  
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There are three transmission corridors Line 53-54, Line 53-27 and Line 60-61 between Area 1 

and Area 2. Multiple system operating points can be generated by changing the power flows 

between Area 1 and Area 2 and it is easily achievable through load variations within these two 

areas. Table 4-8 lists the operating points that have been included in the multi-model system 

for FACTS damping controller designs. 

Table 4-8 Multiple operating points for the five-area system 

Operating 

points 

Active power transferred 

in MW (Area 1 → Area 2) 

1 100 

2 300 

3 500 

4 700 

 

PSS are installed on G1-G12 to damp out local oscillations, full details of the five -area system 

can be found in Appendix B.  

4.7.1. Damping Controller Design of TCSC 

A TCSC is installed between Bus 18 and 50 to provide 40% line compensation for steady state 

operation as Line 18-50 is a heavily loaded transmission corridor connecting Area 2 and Area 

5. The upper and lower boundary of the TCSC compensation level are 50% and 20%. 

Eigenvalue Analysis and LMI Pole Placement Region 

The five-area system has dozens of local oscillatory modes, however, the local oscillation 

problems are not our concern as they already have been properly addressed with the installation 

of PSSs. In the following designs, the main attention will be focused on the damping of inter-

area oscillatory modes. 
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Table 4-9 shows the dominant inter-area oscillatory modes of the open-loop systems with TCSC. 

It can be seen that there are four weakly damped inter-area oscillatory modes in the five-area 

system. The damping ratios of these inter-area oscillatory modes are all below 10%, especially 

the second and fourth mode.  

The LMI region, as shown in Figure 4-2, is assigned here for pole placement so that all weakly 

damped inter-area oscillatory modes can be moved to a region with at least 10% damping ratio 

through the TCSC damping controller design.  

Table 4-9 Inter-area oscillatory modes of the five-area system with TCSC 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

Points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

1 7.33% 0.391 2.95% 0.541 8.76% 0.636 3.88% 0.804 

2 7.23% 0.390 2.95% 0.540 8.74% 0.632 3.88% 0.804 

3 7.13% 0.390 2.96% 0.540 8.68% 0.628 3.88% 0.804 

4 7.03% 0.390 2.99% 0.540 8.57% 0.622 3.88% 0.804 

 

Selection of the Feedback Signal 

To investigate the mode shapes of the oscillations, participation factors are calculated for each 

inter-area oscillatory mode. Figure 4-12 shows the participation factors of different generator 

rotor speeds under operating point 2. From Figure 4-12, it is known that mode 1 is between 

Area 1, 2 and Area 3, 4, 5; mode 2 is between Area 3 and Area 5; mode 3 is between Area 1, 2 

and Area 5; mode 4 is between Area 3, 5 and Area 4. Due to the complexity of the mode shapes, 

it is difficult to select a feedback signal from generator states simply based on their participation 

factors. In this case, the candidate feedback signal will be selected from system line currents 

based on modal residue calculations. 



 86

 

a) Participation factors of inter-area oscillatory mode 1 

 

b) Participation factors of inter-area oscillatory mode 2 

 

c) Participation factors of inter-area oscillatory mode 3 

 

d) Participation factors of inter-area oscillatory mode 4 

Figure 4-12 Participation factors of different generators to the inter-area oscillatory modes 
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Modal residues are calculated for each inter-area oscillatory mode with system outputs of 

different line currents to compare the observability of each line current signal. The modal 

residues at operating point 2 are illustrated in Figure 4-13.  

 

 

 

 

Figure 4-13 Absolute residue values with different line currents as system output 
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It is expected that the candidate feedback signal would have relatively high residue value upon 

all four inter-area oscillatory modes; besides, it also should be locally measureable (i.e. the 

current signal should be close to the TCSC). Thus, the current on Line 75 (Line 50-51, the line 

adjacent to the TCSC) is selected as the feedback signal for the TCSC damping controller. 

Remark: According to Figure 4-13, it is noticed that the current of Line 75 has small 

contribution to inter-area oscillatory mode 4. This is acceptable since, if the design is a 

decentralized local control, a single FACTS damping controller might not be able to cover all 

dominant oscillatory modes of the system. Therefore, the TCSC damping controller design will 

mainly focus on the damping of the first three inter-area oscillatory modes. 

System Order Reduction  

The five-area system with TCSC is in the order of 149, balanced truncation model reduction is 

applied to simplify the system. The reduced system is in the order of 7, and the eigenvalues of 

the reduced system at operating point 2 are presented in Table 4-10 for validation. 

It should be noticed that the order-reduced system only includes the first three inter-area 

oscillatory modes as the system (with the selected output) has low observability on inter-area 

oscillatory mode 4 and it is removed in the system order reduction. 

Table 4-10 Eigenvalues of the reduced system at operating point 2 

Mode Index Eigenvalues ζ  ω  (Hz) 

1 -0.182±2.450i 7.41% 0.392 

2 -0.103±3.400i 3.03% 0.541 

3 -0.304±3.900i 7.77% 0.622 

/ -20.100 / / 

 

Figure 4-14 illustrates the corresponding frequency responses of the full-order system and 
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order-reduced system under operating point 2. Obviously, the system order reduction is valid 

as the order-reduced system is almost identical to the full-order system within the freqeuncy 

range of our interests. 

 

Figure 4-14 Frequency responses: origianl system v.s. reduced system at operating point 2 
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43.32 103.15 1288.71 1657.08 11216.36 6672.50 26940.79

2.89 4.52 43.65 110.75 321.83 605.31 807.31

0.19 1.91 4.33 16.29 11.99 67.52 91.13

0.00 0.59 1.66 12.70 5.43 62.21 13.27

0.06 0.03 1.67 0.10 14.30 5.56 35.95

0.02

c
A

− − − − − − −

− − −

−

−

=

−

−

−

0.07 0.48 1.33 2.68 6.03 4.47

0.01 0.00 0.21 0.10 1.75 1.66 4.18

− − − − − −

− − − −

 
 
 
 
 
 
 
 
 
     

(4.14)

[ ]52.92 5.50 0.42 0.07 0.16 0.03 0.02
T

c
B − − − −=   (4.15)

[ ]1.03 21.93 45.51 455.72 328.78 2037.71 17.97
c

C − − − −= − −   (4.16)

And the controller transfer function ( , , , 0)c c ctf A B C  is determined as: 

2 2 2

2 2 2

-37.87 9.68 -204.31 0.88 14.73 0.46 6.(s s )(s s )(s s )

(s 21.42)(s 4.21s 10.28)(s 0.90

18

14.79)(s 0.20 s 6.52
( )

)
TCSC

s
G s

+ + + + +

+ + + + + + +
=   (4.17)

Linear Close-loop System Performance 

Eigenvalue analysis is carried out on the full-order close-loop systems to validate the control 

performance of the obtained TCSC damping controller (4.17). Figure 4-15 shows the 

eigenvalue plots of the open-loop system and the close-loop system under operating point 2. 

Evidently, the eigenvalues of inter-area oscillatory mode 1, 2 and 3 have been moved to the left 

side of the 10% damping boundary line; while the eigenvalues of inter-area oscillatory mode 4 

remain in the same position.  

Table 4-11 presents the inter-area oscillatory modes of the close-loop systems with controller 

(4.17) under multiple operating points. From Table 4-11, it is confirmed that the obtained TCSC 

damping controller adequately improves the damping ratios of inter-area oscillatory mode 1, 2 

and 3 under all considered operating points. Thus, the proposed TCSC damping controller is 
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considered to be robust within a certain range of power flow variations (Area 1→Area 2: 100 

MW~700 MW). 

 

Figure 4-15 Eigenvalue plots: the open-loop system v.s. the close-loop system 

Table 4-11 Inter-area oscillatory modes of the close-loop system 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

1 12.8% 0.401 10.5% 0.538 11.8% 0.613 3.91% 0.807 

2 12.7% 0.401 10.5% 0.536 11.8% 0.613 3.91% 0.805 

3 12.6% 0.401 10.4% 0.535 11.7% 0.613 3.91% 0.805 

4 12.4% 0.403 10.3% 0.535 11.6% 0.614 3.91% 0.805 
 

4.7.2. Damping Controller Design of SVC 

An SVC with the capacity of ±100 Mvar is installed on Bus 18 for voltage regulation so that 

the bus voltage can be maintained at 1.0 p.u. when large amount of power is injecting from 

Area 5 to Area 2. 
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Eigenvalue Analysis and LMI Pole Placement Region 

Table 4-12 shows the dominant inter-area oscillatory modes of the open-loop systems with SVC. 

Similar to the five-area system with TCSC, the system with SVC also has four weakly damped 

inter-area oscillatory modes; among which, the second and fourth mode are particularly lack of 

damping. Therefore, the same LMI pole placement region, as shown in Figure 4-2, will be 

assigned here for the SVC damping controller design.  

Table 4-12 Inter-area oscillatory modes of the five-area system with SVC 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

1 7.35% 0.376 2.63% 0.530 9.16% 0.629 3.88% 0.802 

2 7.23% 0.374 2.63% 0.530 9.14% 0.627 3.88% 0.802 

3 7.12% 0.374 2.63% 0.528 9.08% 0.622 3.89% 0.802 

4 7.01% 0.374 2.65% 0.528 8.98% 0.618 3.89% 0.802 

 

Selection of the Feedback Signal 

Participation factors are calculated to investigate the mode shapes of the inter-area oscillations. 

Figure 4-16 shows the participation factors of different generator rotor speeds and angles under 

operating point 2. It can be concluded that inter-area oscillatory mode 1 is between Area 1, 2 

and Area 3, 4, 5; inter-area oscillatory the mode 2 is between Area 3 and Area 5; inter-area 

oscillatory mode 3 is between Area 1, 2 and Area 5; inter-area oscillatory mode 4 is between 

Area 3, 5 and 4. 

In order to find the most suitable feedback signal, modal residues are calculated for each inter-

area oscillatory mode with system outputs of different line currents. Figure 4-17 shows the 

modal residues at operating point 2.  
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a) Participation factors of inter-area oscillatory mode 1 

 

b) Participation factors of inter-area oscillatory mode 2 

 

c) Participation factors of inter-area oscillatory mode 3 

 

d) Participation factors of inter-area oscillatory mode 4 

Figure 4-16 Participation factors of different generators to the inter-area oscillatory modes 
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Figure 4-17 Absolute residue values with different line currents as system output 

It can be seen from Figure 4-17 that, the SVC installed on Bus 18 has less contribution to the 
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damping control will mainly focus on inter-area oscillatory mode 2 and 4.  

To this end, the current on Line 85 (Line 16-18) is selected as the feedback signal since it has 

the highest residue values upon inter-area oscillatory mode 2 and 4 and it is also locally 

measurable.  

Remark: The absolute residue value of the current on Line 85 is 0.025 for inter-area oscillatory 

mode 3; this indicates that inter-area oscillatory mode 3 is hardly observable with the feedback 

signal we selected. According to Table 4-12, the damping ratio of inter-area oscillatory mode 3 

is relatively high (approximately 9%), thus it is tolerable to not include inter-area oscillatory 

mode 3 in the pole placement as long as the designed SVC damping controller doesn’t cause 

any deterioration to it.  

System Order Reduction  

The five-area system with SVC is in the order of 153, balanced truncation model reduction is 

applied here to simplify the open-loop systems. The simplified system is in the order of 7, and 

the eigenvalues of the order-reduced systems at operating point 2 are presented in Table 4-13 

for validation. 

Table 4-13 Eigenvalues of the reduced system at operating point 2 

Mode Index Eigenvalues ζ  ω  (Hz) 

/ -1.51 / / 

1 -1.82e-1±2.30i 7.91% 0.368 

2 -8.95e-2±3.32i 2.69% 0.528 

4 -1.97e-1±5.02i 3.92% 0.799 

 

It can be seen that the order-reduced system includes the information of inter-area oscillatory 

mode 1, 2 and 4, which coincides with the system modal residue results. 
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Figure 4-18 illustrates the corresponding frequency responses of the full-order system and the 

order-reduced system. Apparently, the system order reduction is acceptable as the order-

reduced system doesn’t lose much information within the frequency range of our interests. 

 

Figure 4-18 Frequency responses: origianl system v.s. reduced system at operating point 2 
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1.04 54.15 56.91 912.65 1453.50 4137.42 6702.80

0.09 6.95 47.17 196.71 576.75 982.14 1769.10

0.16 1.06 4.33 7.88 4.50 65.12 159.42

0.04 0.26 2.86 7.13 21.70 35.04 63.15

0.01 0.03 0.40 1.42 1.65 0.65 2.67

0.00 0.02 0

c
A

− − − − − − −

− − − − − − −

−

−

−

=

−

− .17 0.57 0.75 2.67 4.44

0.00 0.00 0.03 0.07 0.19 0.73 0.09

− − − −

− − − −

 
 
 
 
 
 
 
 
 
  

 (4.18)

[ ]-2.73 - 0.61 0.09 1.87e-02 - 2.14e-03 -1.19e-03 -1.04e-04
c

B =  (4.19)

[ ]1.46 3.54 36.99 68.33 181.18 238.56 10.50cC = − − − − − − −  (4.20)

The controller transfer function ( , , , 0)c c ctf A B C  is determined as: 

2 2 2

2 2 2

1.84( 0.83 3.30)( 0.76 12.83)( 0.48 5.54)
( )

( 1.75)( 3.03 19.40)( 1.02 14.24)( 0.49 5.54)
SVC

s s s s s s
G s

s s s s s s s

− − + + + +
=

+ + + + + + +
  (4.21)

Linear Close-loop System Performance 

Eigenvalue analysis is conducted on the full-order close-loop systems to validate the control 

performance of the obtained SVC damping controller (4.21). Figure 4-19 shows the eigenvalue 

plots of the open-loop system and the close-loop system under operating point 2.  

It is obvious that the eigenvalues of the inter-area oscillatory mode 1, 2 and 4 have been moved 

to the left side of the 10% damping boundary line (or close to the 10% line). It also can be seen 

that the eigenvalues of inter-area oscillatory mode 3 are already close to the 10% damping line 

in the open-loop system, and they have been slightly moved towards the 10% damping line in 

the close-loop system. 

Table 4-14 presents the inter-area oscillatory modes of the close-loop systems under multiple 

operating points. It is clear that the damping ratios of inter-area oscillatory mode 1, 2 and 4 
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have been improved to a satisfactory level under all considered operating points by the obtained 

SVC damping controller; besides, the close-loop systems also show slight improvement on 

inter-area oscillatory mode 3 although it is not covered in the pole placement.  

 

Figure 4-19 Eigenvalue plots: the open-loop system v.s. the close-loop system 

Table 4-14 Inter-area oscillatory modes of the close-loop system 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

1 9.64% 0.374 13.0% 0.541 10.6% 0.624 9.45% 0.830 

2 9.62% 0.374 13.0% 0.541 10.5% 0.621 9.42% 0.830 

3 9.61% 0.374 13.1% 0.541 10.4% 0.618 9.39% 0.828 

4 9.62% 0.372 13.2% 0.539 10.2% 0.613 9.36% 0.828 
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TCSC and SVC damping controllers. The controllers are tested under different system 

operating scenarios with two types of disturbances: excitation system disturbance and system 

line outage. Wash-out filters are installed for each FACTS damping controller. 

Case 1: Excitation System Disturbance 

In this case, the controllers are tested under small excitation system disturbance. The 

disturbance is generated by giving a small impulse on the excitation system voltage reference 

ref
V  at G13. The small impulse raises the magnitude of 

ref
V  from 1.01 p.u. to 1.05 p.u. for 200ms. 

The power flow responses on Line 50-51 to the excitation system disturbance are illustrated in 

Figure 4-20. 

 

                 a) System with TCSC at operating point 2               b) System with TCSC at operating point 4 

 

                 a) System with SVC at operating point 2                  b) System with SVC at operating point 4 

Figure 4-20 Power flow responses to excitation system disturbance 
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Case 2: System Line Outage  

In this case, the controllers are tested under disturbance caused by line outage: a three-phase to 

ground fault occurs on Line 53-27 (one of the three transmission corridors between Area 1 and 

Area 2), the faulted line is immediately tripped by the protection system and stays outage for 

the rest of the time. The power flow responses on Line 53-54 and Line 60-61 (the other two 

transmission corridors between Area 1 and Area 2) after the outage incident are illustrated in 

Figure 4-21. 

 

                 a) System with TCSC at operating point 2                b) System with TCSC at operating point 2 

 

                  a) System with SVC at operating point 2                 b) System with SVC at operating point 2 

Figure 4-21 Power flow responses after Line 53-27 is at outage 
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controllers are robust enough to work under multiple operating points with respect to different 

types of disturbances. With the proposed FACTS damping controllers, the inter-area 

oscillations can be effectively suppressed and the system settling time after disturbances can be 

greatly reduced.  

4.7.4. Control Performance: TCSC vs. SVC 

The overall performance of a FACTS damping controller is related to many factors such as the 

installation location of the FACTS, choice of feedback signal, controller design algorithm, etc. 

In general, it is very hard to judge which type of FACTS device is more effective in inter-area 

oscillation damping. However, under certain preconditions, such as the TCSC and SVC 

damping controller designs presented in this chapter, the controllers are comparable in terms of 

their performance.  

According to the linear close-loop system performance as presented in Table 4-11 and Table 

4-14, it can be concluded that, for the five-area system applications, the proposed SVC damping 

controller is superior to the proposed TCSC damping controller as its the overall damping 

capability is better. This is mainly because the mode that the SVC controller cannot cover 

already has sufficient damping in the open-loop system, while the mode that the TCSC cannot 

cover is weakly damped. 

However, the real-time simulation results in Figure 4-20 and Figure 4-21 show that the 

performance of the proposed TCSC and SVC damping controllers is relatively close, where the 

dominance of the SVC controller is hardly observable. Figure 4-22 shows the susceptance 

responses of the TCSC and SVC to the excitation system disturbance. It can be seen that that 

the SVC damping controller actually requires much more control effort than the TCSC damping 
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controller does to damp out the oscillations due to the fact that TCSC can directly regulate the 

power flow while SVC cannot. Therefore, the actual damping performance of the SVC is very 

much limited to its rated capacity. In other words, the controllability of TCSC is considerably 

better than SVC in low frequency oscillation damping. Furthermore, the SVC damping 

controller is also limited to system load types and is not recommended for systems with constant 

power loads in real practice as the modulation of bus voltage may bring adverse effects to the 

loads.  

 

                                           a) TCSC                                                                     b) SVC 

Figure 4-22 Susceptance of the TCSC and SVC after excitation disturbance 
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accordingly changed. And the new multi-model system is formulated based on the operating 

points listed in Table 4-15. 

Table 4-15 Multiple operating points for FACTS damping controller designs 

Operating  

points 

TCSC SVC 

Active power generated  

by G16 in MW 

Active power generated  

by G14 in MW 

Nominal 3500 1785 

Off-nominal 4000 1485 

 

In the controller design stage, the nominal operating point is used in the conventional nominal 

modal system approach, while both nominal and off-nominal operating points are used in the 

multi-model system approach.  

Control Performance with TCSC 

Table 4-16 - Table 4-18 present the dominant inter-area oscillatory modes of the open-loop 

system and the close-loop systems with two different TCSC damping controllers. 

Table 4-16 Inter-area oscillatory modes of the open-loop system with TCSC 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 7.23% 2.56 3.89% 3.47 8.24% 4.02 3.99% 5.06 

Off-nominal 7.23% 2.45 2.95% 3.39 8.74% 3.97 3.88% 5.05 

 

Table 4-17 Inter-area oscillatory modes of the close-loop system with multi-model 

TCSC damping controller 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 12.4% 2.49 8.90% 3.48 11.3% 4.23 4.10% 5.08 

Off-nominal 11.8% 2.66 11.4% 3.28 13.2% 3.87 4.03% 5.08 
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Table 4-18 Inter-area oscillatory modes of the close-loop system with nominal model 

TCSC damping controller 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 10.8% 2.51 9.06% 3.45 11.5% 3.83 4.04% 5.07 

Off-nominal 9.92% 2.63 8.75% 3.26 11.5% 3.85 3.92% 5.07 

 

It can be observed that, under nominal operating point, the damping capabilities of both TCSC 

damping controllers are relatively close. Meanwhile, the multi-model TCSC damping controller 

shows great advantage under off-nominal operating point as the damping ratios of inter-area 

oscillatory mode 1, 2 and 3 have been adequately increased to above 10%. The nominal-model 

TCSC damping controller shows a certain degree of robustness under off-nominal operating 

point but its damping capability is relatively weaker than that of the multi-model TCSC 

damping controller. 

Control Performance with SVC 

The inter-area oscillatory modes of the open-loop system and the close-loop systems with 

different SVC damping controllers are presented in Table 4-19, Table 4-20 and Table 4-21. 

Table 4-19 Inter-area oscillatory modes of the open-loop system with SVC 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 7.23% 2.35 2.63% 3.33 9.14% 3.94 3.88% 5.04 

Off-nominal 7.24% 2.46 2.77% 3.39 8.96% 3.97 3.98% 5.06 

 

Table 4-20 Inter-area oscillatory modes of the close-loop system with multi-model 

SVC damping controller 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 10.4% 2.39 15.7% 3.22 11.1% 3.88 9.96% 5.250 

Off-nominal 10.3% 2.49 14.2% 3.31 11.0% 3.91 10.0% 5.26 
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Table 4-21 Inter-area oscillatory modes of the close-loop system with nominal model 

SVC damping controller 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 8.98% 2.35 12.8% 3.47 10.3% 3.92 9.42% 5.24 

Off-nominal 9.46% 2.43 11.7% 3.46 10.3% 3.95 9.19% 5.29 

 

It can be seen that the multi-model SVC damping controller shows better damping capability 

under both nominal and off-nominal operating points. 

4.8. Summary 

In this chapter, the designs of robust TCSC and SVC damping controllers were presented. The 

controller designs were successively implemented on a two-area system and a five-area system 

to explore the generality and feasibility of the BMI-based multi-objective multi-model system 

approach that had been proposed in Chapter 3. To ensure the effectiveness of designs, 

investigations were also carried out in the aspect of feedback signal selection and system order 

reduction. 

The damping performance of the obtained robust TCSC and SVC damping controllers were 

firstly evaluated through full-order linear close-loop system eigenvalue analyses. The 

corresponding numerical results indicated that the proposed method was not only effective but 

also robust as the damping ratios of the objective inter-area oscillatory modes were adequately 

improved under all considered system operating points. Comparisons were also made between 

the proposed multi-model controllers and conventional nominal model controllers in terms of 

close-loop system performance. It was clear that the proposed multi-model controllers had 

better damping performance under off-nominal system operating points. 
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To further evaluate the performance of the proposed FACTS damping controllers, real-time 

simulation tests were conducted on RTDS under multiple system operating points with different 

types of disturbances. The simulation results indicated that the obtained controllers could 

significantly increase the system damping and reduce the oscillation settling time under 

different system operating conditions. And it was also known that, the performance of the 

damping controllers was also bounded by the capacity of the FACTS devices. In the five-area 

system applications, the SVC obviously required more control effort than the TCSC which 

could degrade its actual damping capability due to the limitations of its susceptance.  
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CHAPTER 5 COORDINATED DESIGN OF MULTIPLE 

FACTS DAMPING CONTROLLERS VIA THE 

SEQUENTIAL APPROACH 

Abbreviations 

BMI Bilinear Matrix Inequality 

FACTS Flexible AC Transmission System 

LMI Linear Matrix Inequality 

MIMO Multiple-Input and Multiple-Output 

RTDS Real-Time Digital Simulator 

SISO Single-Input and Single-Output 

SVC Static VAR Compensator 

TCSC Thyristor Controlled Series Compensator 

 

5.1. Introduction 

The robust damping controller designs presented in Chapter 4 concentrated on systems with 

single FACTS device where the open-loop plants are modelled as SISO systems. For systems 
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with multiple FACTS devices, it is also possible to develop similar BMI-based robust damping 

control schemes based on MIMO systems to improve the system damping against inter-area 

oscillations. This is also known as the coordination damping control of multiple FACTS devices. 

Finding an MIMO output-feedback controller for multiple FACTS devices could potentially 

improve the damping of multiple dominant inter-area oscillatory modes. However, solving the 

MIMO control problem can be much more difficult regarding multiple control variables; 

moreover, the MIMO output-feedback controller design, which is inherently centralized, will 

create strong cross-coupling between multiple inputs and outputs. This could reduce the 

reliability of the controller as one failure input signal can easily compromise the entire control 

action. From the security point of view, it is better to have multiple FACTS damping controllers 

designed in a decoupled manner so that the failure of one controller won’t degrade the 

performance of another.  

This chapter presents the coordinated design of multiple FACTS damping controllers via the 

sequential approach. This approach allows the controllers to be designed sequentially without 

extra decoupling process. The BMI-based multi-objective multi-model system approach 

elaborated in Chapter 3 is adopted here for the controller design of each FACTS device. The 

design is then applied to a five-area system with two FACTS devices (a TCSC and an SVC). 

Linear system analysis and real-time simulations are finally carried out to investigate the 

feasibility of the proposed coordination control scheme and the performance of the obtained 

FACTS damping controllers.  

5.2. The Sequential Design Approach 

The sequential design approach has been adopted in many research studies regarding different 
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types of damping control strategies [47, 72, 90], and it is also applicable for the BMI-based 

multi-objective multi-model system approach. The concept of the sequential design approach 

is depicted in Figure 5-1.  

Original System

SISO 

controller 1

SISO 

controller 2

output 1input 1

output 2input 2

close-loop system 1

close-loop system 2

...

...

output Ninput N

SISO 

controller N

…
 ...

......

Original System

MIMO

controller

...

output 1

output 2

output N

input 1

input 2

input N

...

 

Figure 5-1 Schematic diagram of the sequential approach 

Instead of finding a centralized MIMO output-feedback controller, a series of SISO output-

feedback controllers are designed sequentially to reduce adverse effect between different 

FACTS devices (i.e. the next SISO output-feedback controller is designed based on the close-

loop system with the previous SISO output-feedback controller). The controller design of each 

FACTS device follows the same procedures as that has been elucidated in Chapter 4, where 
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regional pole placement and 
2H  performance are simultaneously considered under both 

nominal and off-nominal operating points. 

5.3. Coordinated Design of Robust FACTS Damping Controllers 

5.3.1. Test System  

The coordinated design in this section involves two FACTS devices: an SVC and a TCSC. The 

five-area, 16-generator 68-bus system in Figure 4-11 will be used as the test system. To ensure 

the robustness of the damping control design, the multi-model system includes two operating 

points as illustrated in Table 5-1.  

Table 5-1 Operating points of the multi-model system  

Operating 

points 

Power transfer 

Area 5 → Area 2 (MW)  

Nominal 1150 

Off-nominal 1250 

 

Eigenvalue analysis is conducted to investigate the weakly damped inter-area oscillatory modes 

of the five-area system. The results in Table 5-2 show that the system has four inter-area 

oscillatory modes, among which, the first, second and fourth mode at around 0.4Hz, 0.5Hz and 

0.8Hz are notably lack of damping.  

Table 5-2 Inter-area oscillatory modes of the five-area system without FACTS 

Operating 

points 

Mode 1 Mode 2 Mode 3 Mode 4 

ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 5.88% 0.40 2.49% 0.55 8.33% 0.65 3.52% 0.81 

Off-nominal 5.87% 0.40 2.34% 0.54 8.39% 0.65 3.50% 0.81 

 

The mode shape of each inter-area oscillatory mode is plotted in Figure 5-2 based on the 
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participation factors of different generator rotor speeds. It is easy to see that mode 1 is between 

Area 1, 2 and Area 3, 4, 5; mode 2 is between Area 3 and Area 5; mode 3 is between Area 1 

and Area 2; mode 4 is between Area 3, 5 and Area 4.  

 

 

Figure 5-2 Mode shapes of the inter-area oscillatory modes 

5.3.2. Installation Locations of FACTS and Choice of Feedback Signals 

According to the mode shapes, the four inter-area oscillatory modes can be geographically 

classified as two types: the modes (mode 1 and 3) highly correlated with Area 1 and 2 and the 

modes (mode 2 and 4) highly correlated with Area 3, 4 and 5. As the controllability of a certain 
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FACTS damping controller to a particular inter-area oscillatory mode is usually decided by its 

installation location, it is presumed that we need at least two FACTS devices to cover the four 

inter-area oscillatory modes. For the above reasons, a TCSC is installed on Line 53-54 to damp 

the inter-area oscillatory mode 1 and 3; an SVC is installed on Bus 51 to damp the inter-area 

oscillatory mode 2 and 4.  

The feedback signal for each FACTS damping controller is cautiously selected from signals 

with invaluable information of the objective inter-area oscillatory modes. A good feedback 

signal not only increases the feasibility of the design but also reduces the damping control effort. 

System line current has already been proven to be an effective feedback signal in Chapter 4; it 

will be used again in the following coordinated designs.  

To find the most suitable line current signal, modal residues are calculated for each inter-area 

modes with different line currents; a higher modal residue value indicates higher observability 

of a particular inter-area oscillatory mode in the corresponding line current.  

Figure 5-3 shows the absolute residue values of different FACTS devices with different line 

currents. It can be observed that the SVC damping controller has great dominance in the 

damping of inter-area oscillatory mode 2 and 4 due to high residue values upon these two modes; 

while, for the same reason, the TCSC damping controller shows great potential for the damping 

of inter-area oscillatory mode 1 and 3. 

Current signals with high residues upon mode 1, 3 and mode 2, 4 will be accordingly selected 

as the feedback signals for the TCSC and SVC damping controllers; moreover, in order to 

reduce the adverse interactions between different controllers, the residues of a feedback signal 

for the modes that the controller not intend to cover should be kept as low as possible.  
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Figure 5-3 Absolute residue values of FACTS damping controllers 
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As a result, current on Line 86 (Line 16-18) is selected as the feedback signal for the SVC 

damping controller; current on Line 83 (Line 13-17) is selected as the feedback signal for the 

TCSC damping controller. With the above selections of feedback signals, the decentralized 

coordination control is no longer local; however, with the help of wide-area measurement 

techniques, the control is applicable with remote signals.  

5.3.3. Damping Controller Design of SVC 

The sequential design approach initially starts with the damping controller design of the SVC. 

The open-loop system is in the order of 152. Balanced truncation model reduction is employed 

here to reduce the system to a 7th order system. The eigenvalues presented in Table 5-3, show 

that the order-reduced system sufficiently captures the damping characteristics of the inter-area 

oscillatory mode 2 and 4. 

Table 5-3 Eigenvalues of the order reduced system  

Operating 

points 

Eigenvalues Damping ratio Damping frequency 

 ζ  ω  

Nominal 

- 0.216 ± 2.46i 8.75 % 0.39 

- 0.079 ± 3.43i 2.29 % 0.55 

- 0.185 ± 5.06i 5.06 % 0.81 

-24.4 / / 

Off-nominal 

- 0.230 ± 2.43i 9.43 % 0.39 

- 0.084 ± 3.45i 2.44 % 0.55 

- 0.175 ± 5.06i 3.47 % 0.81 

-24.3 / / 

 

The frequency responses of the full order systems and the order-reduced systems are compared 

under nominal operating point in Figure 5-4. The bode diagrams show that the system order 

reduction is adequate as the reduced system doesn’t lose much information within the frequency 

range of our interest.  
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Figure 5-4 Frequency responses: origianl system v.s. reduced system, nominal operating point 
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[ ]1.19    30.06    57.33    724.15    452.87    3261.81    89.13cC = − − − − − −    

And the corresponding controller transfer function is given in (5.2). 

2 2 2

2 2 2

0.8477( 4.5564 115.1025)( 1.6433 21.6314)( 1.4284 7.9315)
( )

( 23.8780)( 2.8174 24.9007)( 1.4407 19.2210)( 1.0805 5.2297)
svc

s s s s s s
T s

s s s s s s s

+ − + + + +
=

+ + + + + + +
  (5.2) 

5.3.4. Damping Controller Design of TCSC 

With controller (5.2), the feedback loop of the SVC is closed. The sequential design approach 

then moves on to the TCSC. The open-loop system for the TCSC damping controller design is 

in the order of 159 (the order of the original system plus the order of the SVC damping 

controller); it is reduced to a 7th order system by balanced truncation modal reduction. 

Eigenvalues of the order-reduced system are presented in Table 5-4. It is clear that the order-

reduced system has full information on inter-area oscillatory mode 1 and 3. Same conclusion 

can also be drew from the system frequency responses as illustrated in Figure 5-5. 

Table 5-4 Eigenvalues of the order reduced system 

Operating 

points 

Eigenvalues Damping ratio Damping frequency 

 ζ  ω  

Nominal 

- 0.148 ± 2.53i 5.84 % 0.40 

- 0.395 ± 4.20i 9.38 % 0.67 

- 0.813 ± 7.90i 10.2 % 1.26 

-29.2 / / 

Off-nominal 

- 0.142 ± 2.55i 5.54 % 0.40 

- 0.387 ± 4.21i 9.17 % 0.67 

- 0.826 ± 7.89i 10.4 % 1.26 

-29.0 / / 
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Figure 5-5 Frequency responses: origianl system v.s. reduced system, nominal operating point 

A 10% damping ratio boundary is assigned for the pole placement. By means of the two-step 
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And the corresponding controller transfer function is given in (5.4) 
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2 2 2

csc 2 2 2

0.9632(s 36.1446 33.0655)(s 1.2608s 0.3285)(s 0.7360 s 18.2576)
( )

(s 0.5067)(s 1.6477 s 0.6787)(s 1.0133s 19.5599)(s 1.0042 s 6.1391)
t

T s
− − − + + + +

=
+ + + + + + +

  (5.4) 

5.3.5. Linear Close-loop System Performance 

The inter-area oscillatory modes of the close-loop systems are compared in Table 5-5 - Table 

5-7: It is obvious that the close-loop systems with the TCSC damping controller shows 

significant damping improvement on mode 1 and 3, while the close-loop systems with the SVC 

damping controller shows great damping improvement on mode 2 and 4. Moreover, when both 

FACTS damping controllers are installed, the damping ratios of all inter-area oscillatory modes 

are increased to a satisfactory level. This indicates that the coordinated design is successful.  

Table 5-5 Dominant inter-area modes of the system with SVC damping controller 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 6.56% 0.40 10.6% 0.51 9.60% 0.66 9.78% 0.80 

Off-nominal 6.22% 0.41 10.4% 0.52 9.47% 0.67 9.14% 0.81 

 

Table 5-6 Dominant inter-area modes of the system with TCSC damping controller 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 12.3% 0.42 2.38% 0.55 9.42% 0.65 3.51% 0.81 

Off-nominal 11.7% 0.42 2.54% 0.55 9.36% 0.66 3.53% 0.81 

 

Table 5-7 Dominant inter-area modes of the system with TCSC and SVC damping controllers 

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 11.0% 0.43 10.8% 0.51 10.5% 0.66 9.84% 0.80 

Off-nominal 10.6% 0.43 10.5% 0.51 10.4% 0.66 9.15% 0.81 
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Figure 5-6 illustrates the eigenvalue plots of the systems under both nominal and off-nominal 

operating conditions. It is clear that the coordinated design works adequately fine under both 

operating points and the eigenvalues of those weakly damped inter-area oscillatory modes have 

been moved to a region of higher damping ratios. 

 

Figure 5-6 Eigenvalue plots: open-loop systems v.s. close-loop systems 
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controllers are able to work under the off-nominal operating point with a certain degree of 

robustness. However, their damping performance is relatively poor comparing to that of the 

multi-model FACTS damping controllers.  

Table 5-8 Dominant inter-area modes of the system with nominal model damping controllers  

Operating Mode 1 Mode 2 Mode 3 Mode 4 

points ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) ζ  ω  (Hz) 

Nominal 9.83% 0.43 9.92% 0.54 9.64% 0.66 9.00% 0.83 

Off-nominal 9.41% 0.43 9.51% 0.54 9.52% 0.66 8.19% 0.82 

 

5.4. Simulation Case Studies 

The FACTS damping controllers presented in (5.2) and (5.4) are validated by real-time 

simulations conducted on the RTDS with the sampling frequency of 15μs.  

A wash-out block with the time constant of 10s is added to each controller as a band-pass filter 

for inter-area oscillation damping. According to [91], the transferring time of the PMU 

measurement packages varies from several milliseconds to 100ms; hence, delay unit blocks 

with the time constant of 10s (100ms delay) are added to the feedback signals to simulate the 

transmission delays of the wide-area remote signals. 

System responses are investigated under both nominal and off-nominal operating conditions 

subject to different types of disturbances: excitation system disturbance, load variation and line 

outage. The case studies are presented as follows: 

5.4.1. Excitation System Disturbance 

The disturbance is generated by a small impulse on the excitation system voltage reference. In 
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this case, the excitation system voltage reference at G14 is raised from 1.01p.u. to 1.10p.u. for 

200ms. The corresponding power flow responses at Line 50-51 to the disturbance are illustrated 

in Figure 5-7 and Figure 5-8. 

 

 

 

Figure 5-7 Power flow responses to excitation disturbance at nominal operating condition 

 

 

Figure 5-8 Power flow responses to excitation disturbance at off-nominal operating condition 
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5.4.2. Load Variation 

Load variation is a common cause of low frequency oscillation during normal system operations. 

Figure 5-9 and Figure 5-10 illustrate the power flow responses on Line 41-42 when load at Bus 

41 suddenly increases from 800MW to 1000MW. 

 

 

 

Figure 5-9 Power flow responses to load increasing at nominal operating condition 

 

 

Figure 5-10 Power flow responses to load increasing at off-nominal operating condition 
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5.4.3. Transmission Line outage 

Transmission line outages caused by system faults or maintenance activities are considered to 

be large disturbances. In this case, a three-phase to ground fault occurs on Line 27-53, the line 

is tripped immediately after the incident and stays outage for the rest of the time. The 

corresponding power flow responses on Line 53-54 are illustrated as follows: 

 

Figure 5-11 Power flow responses to Line 27-53 outage at nominal operating condition 

 

 

Figure 5-12 Power flow responses to Line 27-53 outage at off-nominal operating condition 
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The above simulation results show that the coordinated designed FACTS damping controllers 

are able to provide sufficient damping against inter-area oscillations; the system power flow 

oscillations aroused by various types of disturbances can be adequately damped out within 15-

20 seconds. The controllers also show significant robustness as the damping performance are 

almost the same under both nominal and off-nominal operating conditions. Besides, the results 

also indicate that the robust coordinated damping design is compatible with wide-area remote 

signals, although the transmission delays are not considered in the controller design stages.  

5.5. Summary 

This chapter presented the coordinated design of multiple FACTS damping controllers. The 

design could be naturally considered as finding an MIMO output-feedback controller. However, 

a centralized MIMO design not only increased the computational complexity but also reduced 

the controller reliability as it could create strong coupling between different feedback signals. 

To overcome the above difficulties, multiple FACTS damping controllers were designed 

through a sequential approach: the first controller was designed based on the open-loop system, 

then the second controller was designed based on the close-loop system with the first controller, 

and so on. BMI-based multi-objective multi-model system approach was incorporated in each 

loop of the sequential approach to assure the overall effectiveness and robustness of the 

coordinated design.  

The coordinated design was implemented on a five-area, 16-generator 68-bus system with an 

SVC and a TCSC. In pursuit of better control performance, wide-area remote signals were 

selected as feedback signals based on modal residues. The eigenvalue analysis results of the 

linear close-loop systems clearly showed that the damping ratios of all four inter-area 



 125

oscillatory modes were effectively improved with the installation of both FACTS damping 

controllers. Real-time simulation results demonstrated that the proposed coordinated design had 

great robustness to work against different disturbances under both nominal and off-nominal 

operating conditions. Besides, the controllers were also compatible with wide-area remote 

signals of minor transmission delays. 
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CHAPTER 6 CONCLUSTION AND FUTURE WORK 

 

6.1. Conclusion  

Today, the incremental power electric demand and generation are gradually pushing the 

existing power transmission system towards its working limits. Reinforcement of the 

transmission grid is a vital and yet challenging task in consideration of power system operation 

in the long term. Instead of building new lines, utilization of FACTS devices provides a more 

cost-efficient solution to the improvement of transmission system capability. Furthermore, the 

great flexibility and controllability of FACTS are also beneficial for the power system stability 

operation. This thesis presented the robust damping control of power systems with FACTS for 

the enhancement of system small-signal stability against low frequency oscillations. The main 

efforts can be concluded in the following aspects: 

1. The small-signal models of the power system with FACTS were presented. In system 

modelling stage, the electromechanical transient of synchronous generators and FACTS 

components was sufficiently considered along with the system static power flows. The small-

signal dynamics of the entire system was properly linearized and expressed in LTI state-space 

equations. A multi-model system consisting of a series of linear models under different system 
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operating points was formed for the robust damping control design. 

2. The damping improvement of low frequency oscillations can be attained by designing 

appropriate supplementary FACTS controllers. The two basic requirements for the FACTS 

damping controller designs are: a) the controller should effectively increase the damping ratio 

of the weakly damped oscillatory modes; b) the controller should be robust against system 

uncertainties. To satisfy the above requirements, a BMI-based multi-objective multi-model 

system approach was proposed for the design of FACTS damping controllers. The approach 

has the following benefits:  

1) The control objective of damping improvement is formulated as regional pole placement 

in BMI constraints and the generalized Lyapunov criterion [77] is used to ensure the 

close-loop system stability. The BMI-based formulation is straightforward and easy for 

understanding. 

2) Both unstructured and structured system uncertainties can be considered in the problem 

formulation: For control effort optimization and disturbance rejection (unstructured 

uncertainties), the minimization of norm bounded sensitivities between disturbance and 

certain system outputs is adopted and it is formulated as an optimization problem with 

BMI constraints. Along with the BMI constraints of damping improvement, the robust 

damping control problem is formulated as a synthesis BMI optimization problem. To 

assure the robustness under certain off-nominal system operating conditions (structured 

uncertainties), multiple sets of BMI constraints can be formed with respect to different 

linear models.  

3) The synthesis BMI optimization problem with respect to a nominal model system 

(single system model under nominal operating point) can be linearized by the 
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parameterizations of Lyapunov matrix and system matrix variables so it can be solved 

by convex LMI solvers. But the method is not applicable for a multi-model system as 

the matrix variables are varying with respect to different system models. To find a 

common output-feedback controller for a multi-model system, a two-step method is 

employed here so that the controller parameters can be systematically determined 

without direct matrix variable parameterizations. 

3. The proposed BMI-based multi-objective multi-model system approach has been 

individually applied to the controller designs of two FACTS devices: a TCSC and an SVC. The 

designs were successively implemented on a two-area system and a five-area system, where 

regional pole placement and control effort optimization were simultaneously considered under 

each selected system operating point.  

The feedback signals of the controllers were selected based on participation factors and modal 

residues. For the two-area system, a combination of two rotor speed deviations with high 

participation factors to the dominant oscillatory mode was used as the controller input; while 

for the five-area system, local line current signals with high observability over multiple 

dominant oscillatory modes were used as the feedback signals. To reduce the computational 

complexity, optimization was carried out on the order-reduced systems. Therefore, the order of 

the controllers obtained from BMI optimization was the same as that of the order-reduced 

systems. However, further reduction could still be applied to the controllers if necessary.  

Eigenvalue analysis results of the full-order linear close-loop systems showed that the proposed 

controllers could adequately improve the damping ratios of one or multiple dominant 

oscillatory modes under several preselected system operating points. Besides, compared to the 

controllers designed via the nominal model system approach, the proposed controllers exhibited 
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better performance especially under off-nominal system operating points. The results also 

indicated that, for large systems such as the five-area system, one FACTS damping controller 

might be insufficient to damp out all dominant oscillatory modes. Real-time simulations were 

conducted on RTDS to evaluate the obtained controllers. The simulation results showed that 

the controllers were capable of maintaining system performance and stability under different 

system operating conditions with respect to various types of disturbances. 

4. As an extension of the proposed BMI-based multi-objective multi-model system approach, 

its application to the coordinated design of multiple FACTS robust damping controllers was 

also explored. The sequential design method was adopted here so that a series of SISO 

controllers could be designed in a sequence without much cross-coupling between different 

FACTS devices.  

The coordinated design was implemented on a five-area system with an SVC and a TCSC to 

improve the damping of four weakly damped inter-area oscillatory modes. To reduce the 

adverse interactions between different FACTS controllers, feedback signals were carefully 

selected based on modal residue studies. Instead of using local measurable signals, wide-area 

remote signals were introduced so that each FACTS device could cover two of the four 

dominant modes. 

Eigenvalue analysis results showed that the coordinated design sufficiently improved system 

damping over four dominant oscillatory modes under all considered system operating points. 

The control performance of the obtained FACTS damping controllers were validated through 

real-time simulations on RTDS. Numerical simulation results indicated that the design was 

successful in terms of effectiveness and robustness.  
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6.2. Future Work 

Based on the work presented in this thesis, future research studies can be carried out in a number 

of aspects: 

1. The real-time simulations used for controller validation were based on detailed models of 

power system and FACTS devices. From the simulation results, it was known that the controller 

designs conducted on linear systems with equivalent models of FACTS devices were effective 

in most of the cases. However, the real-time simulations also revealed the limitation of the 

prevailing damping control methods based on reduced system models as they might be less 

effective in real practice because of the system simplification. It is interesting to consider the 

power system and FACTS models with more details in the controller design stage to further 

improve the effectiveness of the linear damping controller designs for real power systems.  

2. As the synthesis BMI optimization problem is non-convex and systematically solved with 

Lyapunov matrix partitions in two steps, the obtained solutions can be conservative and may 

not be locally optimized. Therefore, it is of great interest to explore the possibility of using 

other algorithms or nonlinear solvers such as PENBMI [92] to find optimal solutions for such 

problem. 

3. In Chapter 5, the simulation results showed that the designed FACTS damping controllers 

were compatible with remote signals of small time delay (100ms) although the delay was not 

considered in the design stage. However, for WAMS with sizeable time delay, it is better to 

have the delay issue properly addressed in the controller designs. As that has been elaborated 

in [93], the robust damping control problem with time delay could also be formulated using the 

mixed-sensitivity approach, hence the BMI-based design approach proposed in this study 
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should also be applicable to the above problem.  

4. Compared with the traditional AC transmission systems, the HVDC systems have great 

benefits in the following aspects [94]: a) lower transmission losses for long distances; b) better 

interconnection between systems with different voltage levels and frequencies; c) greater 

controllability on power flows. Furthermore, the VSC-based HVDC systems are able to provide 

independent control of real and reactive power. As the power flow modulation mechanism of 

the HVDC systems is very similar to that of FACTS, it is interesting to extend the proposed 

robust damping control approach to the designs of HVDC supplementary damping controllers. 

Besides, the proposed coordinated design approach can also be extended to the multi-terminal 

HVDC systems. 
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APPENDIX A 

Two-area system data 

A.1  Generator Parameters 

 G1 G2 G3 G4 

Rated MVA 900 900 900 900 

LiX  0.2 0.2 0.2 0.2 

siR  0 0 0 0 

diX  1.8 1.8 1.8 1.8 
'

di
X  0.3 0.3 0.3 0.3 

''

di
X  0.25 0.25 0.25 0.25 

'

doi
T  8 8 8 8 

''

doi
T  0.03 0.03 0.03 0.03 

qi
X  1.7 1.7 1.7 1.7 

'

qi
X  0.55 0.55 0.55 0.55 

''

qi
X  0.25 0.25 0.25 0.25 

'

qoi
T  0.4 0.4 0.4 0.4 

''

qoi
T  0.05 0.05 0.05 0.05 

iH   6.5 6.5 6.175 6.175 

 

A.2  Static AC exciter and PSS Parameters 

 

 

 

 

 

Static AC exciter  

 G1 G2 G3 G4 

AiK  200 200 200 200 

AiT   0.05 0.05 0.05 0.05 

 

PSS 

 G1 G3 

pss
K  10 10 

wT  10 10 

aT  0.05 0.05 

bT  0.02 0.02 

cT  0.08 0.08 

dT  0.015 0.015 
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A.3  Transmission Line Parameters 

Line 

index 

From 

bus 

To 

bus 

Resistance 

(p.u.) 

Reactance 

(p.u.) 

Line charging 

(p.u.) 

1 1 5 0 0.0167 0 

2 2 6 0 0.0167 0 

3 3 10 0 0.0167 0 

4 4 9 0 0.0167 0 

5 5 6 0.0025 0.025 0.0437 

6 9 10 0.0025 0.025 0.0437 

7 6 7 0.001 0.01 0.0175 

8 8 9 0.001 0.01 0.0175 

9 7 8 0.022 0.22 0.3850 

10 7 8 0.022 0.22 0.3850 

 

A.4  Generation Parameters 

Generator  

index 

Active power 

(MW) 

Reactive power 

(Mvar) 

G1 700 114.3 

G2 700 178.4 

G3 700 114.3 

G4 700 178.4 

 

A.5  Load Parameters 

Bus  

index 

Active load 

(MW) 

Reactive load 

(Mvar) 

Reactive compensation 

(Mvar) 

7 1067 100 280 

8 1667 100 350 
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APPENDIX B 

Five-area system data 

B.1  Generator Parameters 

 
Rated 

MVA Li
X  

si
R  

di
X  

'

di
X  

''

di
X  

'

doi
T  

''

doi
T  

qi
X  '

qi
X  ''

qi
X  '

qoi
T  ''

qoi
T  

i
H  

G1 2200 0.0125 0 1.8 0.56 0.45 10.20 0.05 1.24 0.50 0.45 1.50 0.035 2.33 

G2 800 0.035 0 1.8 0.43 0.31 6.56 0.05 1.72 0.37 0.31 1.50 0.035 4.95 

G3 800 0.0304 0 1.8 0.38 0.32 5.70 0.05 1.71 0.36 0.32 1.50 0.035 4.96 

G4 800 0.0295 0 1.8 0.30 0.24 5.69 0.05 1.77 0.27 0.24 1.50 0.035 4.16 

G5 700 0.027 0 1.8 0.36 0.27 5.40 0.05 1.69 0.33 0.27 0.44 0.035 4.77 

G6 900 0.0224 0 1.8 0.35 0.28 7.30 0.05 1.71 0.32 0.28 0.40 0.035 4.91 

G7 800 0.0322 0 1.8 0.30 0.24 5.66 0.05 1.78 0.27 0.24 1.50 0.035 4.33 

G8 800 0.028 0 1.8 0.35 0.28 6.70 0.05 1.74 0.31 0.28 0.41 0.035 3.92 

G9 1000 0.0298 0 1.8 0.49 0.38 4.79 0.05 1.75 0.43 0.38 1.96 0.035 4.04 

G10 1200 0.0199 0 1.8 0.49 0.43 9.37 0.05 1.22 0.48 0.43 1.50 0.035 2.91 

G11 1600 0.0103 0 1.8 0.25 0.17 4.10 0.05 1.73 0.21 0.17 1.50 0.035 2.01 

G12 1900 0.022 0 1.8 0.55 0.45 7.40 0.05 1.69 0.50 0.45 1.50 0.035 5.18 

G13 12000 0.003 0 1.8 0.33 0.24 5.90 0.05 1.74 0.30 0.24 1.50 0.035 4.08 

G14 10000 0.0017 0 1.8 0.29 0.23 4.10 0.05 1.73 0.25 0.23 1.50 0.035 3.00 

G15 10000 0.0017 0 1.8 0.29 0.23 4.10 0.05 1.73 0.25 0.23 1.50 0.035 3.00 

G16 11000 0.0041 0 1.8 0.36 0.28 7.80 0.05 1.69 0.30 0.28 1.50 0.035 4.45 

 

B.2  Static AC exciter and PSS Parameters 

Static AC exciter 

 G1 G2 G3 G4 G5 G6 G7 G8 

Ai
K  100 100 100 100 100 100 100 100 

Ai
T   0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 

 G9 G10 G11 G12 G13 G14 G15 G16 

Ai
K  100 100 100 100 100 100 100 100 

Ai
T   0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
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PSS 

 G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 

pss
K  10 10 10 10 10 10 10 10 10 10 5 11 

w
T  10 10 10 10 10 10 10 10 10 10 10 10 

a
T  0.1 0.08 0.08 0.08 0.08 0.1 0.08 0.08 0.08 0.1 0.08 0.10 

b
T  0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.03 0.02 

c
T  0.08 0.08 0.08 0.08 0.08 0.1 0.08 0.08 0.05 0.1 0.05 0.10 

d
T  0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.01 0.02 0.01 0.02 

 

 

B.3  Transmission line Parameters 

Line 

index 

From 

bus 

To 

bus 

Resistance 

(p.u.) 

Reactance 

(p.u.) 

line charging 

(p.u.) 

Tap 

ratio 

1 53 54 0.007 0.0822 0.3493  

2 53 30 0.0008 0.0074 0.48  

3 54 55 0.0013 0.0151 0.2572  

4 54 25 0.007 0.0086 0.146  

5 54 1 0 0.0181 0 1.025 

6 55 56 0.0013 0.0213 0.2214  

7 55 52 0.0011 0.0133 0.2138  

8 56 57 0.0008 0.0128 0.1342  

9 56 66 0.0008 0.0129 0.1382  

10 57 58 0.0002 0.0026 0.0434  

11 57 60 0.0008 0.0112 0.1476  

12 58 59 0.0006 0.0092 0.113  

13 58 63 0.0007 0.0082 0.1389  

14 58 2 0 0.025 0 1.070 

15 59 60 0.0004 0.0046 0.078  

16 60 61 0.0023 0.0363 0.3804  

17 61 30 0.0019 0.0183 0.29  

18 62 63 0.0004 0.0043 0.0729  

19 62 65 0.0004 0.0043 0.0729  

20 62 3 0 0.02 0 1.070 

21 64 63 0.0016 0.0435 0 1.060 

22 64 65 0.0016 0.0435 0 1.060 

23 65 66 0.0009 0.0101 0.1723  

24 66 67 0.0018 0.0217 0.366  

25 67 68 0.0009 0.0094 0.171  

26 68 37 0 0 0  

27 68 19 0 0 0  



 136

Line 

index 

From 

bus 

To 

bus 

Resistance 

(p.u.) 

Reactance 

(p.u.) 

line charging 

(p.u.) 

Tap 

ratio 

28 68 21 0.0008 0.0135 0.2548  

29 68 24 0.0003 0.0059 0.068  

30 37 52 0.0007 0.0082 0.1319  

31 37 27 0.0013 0.0173 0.3216  

32 19 20 0.0007 0.0138 0 1.060 

33 19 4 0.0007 0.0142 0 1.070 

34 20 5 0.0009 0.018 0 1.009 

35 21 22 0.0008 0.014 0.2565  

36 22 23 0.0006 0.0096 0.1846  

37 22 6 0 0.0143 0 1.025 

38 23 24 0.0022 0.035 0.361  

39 23 7 0.0005 0.0272 0  

40 25 26 0.0032 0.0323 0.531  

41 25 8 0.0006 0.0232 0 1.025 

42 26 27 0.0014 0.0147 0.2396  

43 26 28 0.0043 0.0474 0.7802  

44 26 29 0.0057 0.0625 1.029  

45 28 29 0.0014 0.0151 0.249  

46 29 9 0.0008 0.0156 0 1.025 

47 61 30 0.0019 0.0183 0.29  

48 61 36 0.0022 0.0196 0.34  

49 61 36 0.0022 0.0196 0.34  

50 36 17 0.0005 0.0045 0.32  

51 34 36 0.0033 0.0111 1.45  

52 35 34 0.0001 0.0074 0 0.946 

53 33 34 0.0011 0.0157 0.202  

54 32 33 0.0008 0.0099 0.168  

55 30 31 0.0013 0.0187 0.333  

56 30 32 0.0024 0.0288 0.488  

57 53 31 0.0016 0.0163 0.25  

58 31 38 0.0011 0.0147 0.247  

59 33 38 0.0036 0.0444 0.693  

60 38 46 0.0022 0.0284 0.43  

61 46 49 0.0018 0.0274 0.27  

62 53 47 0.0013 0.0188 1.31  

63 47 48 0.0025 0.0268 0.4  

64 47 48 0.0025 0.0268 0.4  

65 48 40 0.002 0.022 1.28  

66 35 45 0.0007 0.0175 1.39  

67 17 43 0.0005 0.0276 0  

68 43 44 0.0001 0.0011 0  
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Line 

index 

From 

bus 

To 

bus 

Resistance 

(p.u.) 

Reactance 

(p.u.) 

line charging 

(p.u.) 

Tap 

ratio 

69 44 45 0.0025 0.073 0  

70 39 44 0 0.0411 0  

71 39 45 0 0.0839 0  

72 45 51 0.0004 0.0105 0.72  

73 50 18 0.0012 0.0288 2.06  

74 50 51 0.0009 0.0221 1.62  

75 49 18 0.0076 0.1141 1.16  

76 18 42 0.004 0.06 2.25  

77 42 41 0.004 0.06 2.25  

78 41 40 0.006 0.084 3.15  

79 31 10 0 0.026 0 1.040 

80 32 11 0 0.013 0 1.040 

81 36 12 0 0.0075 0 1.040 

82 17 13 0 0.0033 0 1.040 

83 41 14 0 0.0015 0 1.000 

84 42 15 0 0.0015 0 1.000 

85 18 16 0 0.003 0 1.000 

86 53 27 0.032 0.32 0.41 1.000 

 

B.4  Generation Parameters 

Generator 

index 

Active  

power (MW) 

Reactive 

power (Mvar) 

G1 250 77.04 

G2 545 192.74 

G3 650 212.11 

G4 632 132.33 

G5 505 174.01 

G6 700 256.30 

G7 560 121.38 

G8 540 22.40 

G9 800 22.31 

G10 500 -0.42 

G11 1000 40.31 

G12 1350 117.65 

G13 4051 862.04 

G14 1785 -38.27 

G15 1000 68.79 

G16 4000 143.55 
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B.5  Load Parameters 

Bus 

index 

Active power 

(MW) 

Reactive power 

(Mvar) 

17 6000.00 300.00 

18 2470.00 123.00 

20 680.00 103.00 

21 174.00 115.00 

23 148.00 85.00 

25 224.00 47.00 

26 139.00 17.00 

27 281.00 76.00 

28 206.00 28.00 

29 284.00 27.00 

39 267.00 12.60 

40 65.63 23.53 

41 1000.00 250.00 

42 1150.00 250.00 

44 267.55 4.84 

45 208.00 21.00 

46 150.70 28.50 

47 203.12 32.59 

48 241.20 2.20 

49 164.00 29.00 

52 158.00 30.00 

53 252.70 118.56 

55 322.00 2.00 

56 500.00 184.00 

59 234.00 84.00 

60 522.00 177.00 

61 104.00 125.00 

64 9.00 88.00 

67 320.00 153.00 

68 329.00 32.00 
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