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People with speech, hearing, or mental impairment require special communication assistance, especially for medical purposes.
Automatic solutions for speech recognition and voice synthesis from text are poor fits for communication in the medical domain
because they are dependent on error-prone statistical models. Systems dependent on manual text input are insufficient. Recently
introduced systems for automatic sign language recognition are dependent on statistical models as well as on image and gesture
quality. Such systems remain in early development and are basedmostly onminimal hand gestures unsuitable formedical purposes.
Furthermore, solutions that rely on the Internet cannot be used after disasters that require humanitarian aid. We propose a
high-speed, intuitive, Internet-free, voice-free, and text-free tool suited for emergency medical communication. Our solution is
a pictogram-based application that provides easy communication for individuals who have speech or hearing impairment or
mental health issues that impair communication, as well as foreigners who do not speak the local language. It provides support
and clarification in communication by using intuitive icons and interactive symbols that are easy to use on a mobile device. Such
pictogram-based communication can be quite effective and ultimately make people’s lives happier, easier, and safer.

1. Introduction

Some authors have identified the potential of mobile devices
for application to medical needs and the health domain. Wac
[1] surveyed the literature on a variety of smartphone-related
technologies that make personalized health information and
services widely available. She identified smartphones as a
key, emergent trend. However, she indicated that significant
progress is needed in applying smartphones to clinical med-
ical practice. In addition, the needs of people with hearing
impairments, in particular, are recognized as another area in
which research is needed [2].

Mobile devices are highly accessible and usable today.
Susick [3] reviewed the literature on the potential for smart-
phones to improve mental health care. Most study partici-
pants were able to use a smartphone, and participating care
providers were able to collect the data needed to deliver
care via phone. This survey suggests the potential for mobile

devices to lower barriers and improve the delivery of mental
health care.

Luxton et al. [4] also observed the wide availability of
mobile devices. In particular, they noted that two-way com-
munication via smartphones has vast potential for medical
applications, especially for telemental health care. In addition
to accessibility, this could improve healthcare quality and
outcomes. However, they noted that few applications have
applied mobile technologies to such care.

Kazdin and Blase [5] noted that smartphones would
expand mental health care beyond conventional psychother-
apy to previously neglected groups. There is great potential
for mobile communication devices to use text messaging and
visual images to improve care.The authors noted that current
applications are immature. The increasing processing power
of smartphones will greatly amplify their potential in the
future. Similarly, Rabbitt et al. [6] identified smartphones
as a challenging innovation in mental health care delivery.
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Figure 1: Statistics of English language knowledge.

Unfortunately, these researchers are limited by Internet acces-
sibility and spoken language. Even living in a “global village,”
the language divide remains an unsolved problem. There
are approximately 7.4 billion global citizens [7] who own
6.8 billion cell phones [8]. In addition, two billion [9] of
those phones are smart devices (excluding tablets and smart
watches). The number of smartphones is predicted to rise to
four billion by 2018 [10]. By 2020, almost every registered
phone will be a smart device [10]. In comparison, there are
only one billion personal computers (PCs) worldwide.
Despite the enormous number of people with technological
access and skills, many are excluded from communicating
globally due to the language divide. According to Anderson
et al. [11], over 6,000 languages [12] are used globally, and
there is no universal spoken language for communication.
The English language is only the third most popular, used
by only 5.52% of the global population; Spanish (5.85%) and
Mandarin (14.1%) are more common [13]. Moreover, fewer
than 40% of citizens of the European Union (not including
developing or Eastern countries) know English, whichmakes
communication a problem even within the EU [14] (see
Figure 1).

Although technology is progressing exponentially, auto-
matic translation services remain dependent on networks.
They require enormous computing power, and their statistical
foundation cannot prevent errors. In medical aid, mistakes
are not acceptable. Much research is required before voice
recognition, machine translation, or text-to-speech (TTS)
systems are adequate for medical purposes without the help
of a human moderator.

As an alternative, we propose a universal language of
pictograms. Obviously, it will not completely replace normal
spoken communication.However, we believe that pictograms
may be the only method of fast, efficient communica-
tion between a patient and a physician in some cases.

Furthermore, pictograms have already proven efficient in
the communication of people with cognitive disabilities.This
study presents a prototype communication aid.

2. Review of Current Technology

The need for communication aids by people with auditory
disabilities or hearing impairment is well established. An
Australian government report [15] identifies three categories
of existing technologies that aid such individuals via phones
or the Internet: listening devices, text-based technology, and
web-based video conferencing technology. Voice-based aids,
such as listening devices, are limited to voice amplification
and clarification, reducing the number of potential users
benefiting from them. Noblin et al. [16] determined that
elderly people were reluctant to use telepsychiatry services
due to their hearing impairments.

Text-based technologies include TTS, voice recognition,
and telephone typewriter (TTY) devices. Special devices are
required for older TTY technology. TTS and voice recogni-
tion technologies have improved in the past few decades, and
some communication aids based on these technologies are
currently available. For example, the Virtual Voice app for
Android smartphones [17] uses TTS and speech recognition
to enable users with hearing impairments to communicate
with others by phone without requiring sign language or lip
reading. Users with hearing impairments type the text they
wish to communicate, and the app uses the smartphone’s
TTS capability to speak. In the other direction, the app uses
the phone’s voice recognition capability to translate a caller’s
voice into text for the user. The app provides large, readable
text and supports any language for which a smartphone is
configured. In addition, some companies also offer a human
voice-to-text translation service. The Hamilton CapTel App
for Smartphones (Relay) uses human intermediaries at a call
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center to translate a voice caller’s words into text captions for
users with hearing impairments. The captions are displayed
on the user’s phone. These text-based communication aids
depend on a user with adequate cognitive abilities and on a
human intermediary.

Web-based video conferencing is sometimes used by peo-
ple with auditory disabilities, especially by those who use sign
language [15]. A video relay service (VRS) enables users with
hearing impairment to use American Sign Language (ASL)
with a human communications assistant (CA) via video
(Commission). The CA then relays information between the
user with hearing impairments and a voice telephone user.
Auslan Services provides a human VRS over Skype. Purple
Communications offers the P3 mobile app and PC software,
which supports VRS for iPhones and Android smartphones
(Commission). Sorenson Communications offers a similar
app and service called ntouch (Communications). There are
other such services offered by other vendors. Some govern-
ments also offer similar services, such as the National Relay
Service (NRS) in Australia (Service). However, the NRS is
mostly available via TTY devices.

Considerable research has been conducted on gesture
recognition and translation (e.g., ASL gestures). However,
gesture recognition requires special equipment (e.g., video
cameras or a glove that is worn by the gesturing user), sup-
ports only one-way communication, and relies on error-
prone statistical models. Foong et al. [17] developed a pro-
totype “Sign to Voice” system that automatically recognizes
universal hand gestures using neural networks and translates
the signs into a voice output. Vutinuntakasame et al. [18]
presented a system that recognizes gestures and translates
them into sounds. However, the validated system capabil-
ities were quite limited. More recently, the Computer and
Automation Research Institute in Hungary developed the
InterpreterGlove [19, 20], which translates sign language ges-
tures into voice. The InterpreterGlove assists sign language
users in communicating with others [21]. A student in India
developed a digital glove that enables people with vocal
impairments to orally communicate with people by translat-
ing gestures into voice and text [22]. Bhat et al. [23] developed
a technology to translate different gestures, including Indian
sign language, to text and voice using flex sensors placed
on hand gloves in conjunction with Bluetooth wireless
networks and cell phones. This technology is intended to aid
patients who have speech or hearing impairments or who are
paralyzed.

Several researchers have recognized the potential for
using pictograms in smartphone-based communication for
medical applications and disadvantaged users. For example,
the Talk Up! Application [24] supports the use of pictograms
for communication on Android tablets and smartphones. It
was designed for children with difficulties in verbal commu-
nication (e.g., autistic children). The software comes with a
basic set of thematically grouped pictograms to which users
can append. The user can assemble a series of pictograms.
Sounds associated with the pictograms (e.g., words) can then
be played by the software [25].

Proloquo2Go is a commercial mobile app that enables
users with vocal impairments to communicate with others

using pictograms [26]. It runs on the Apple Watch, iPhone,
and iPad. The app is currently only available in English. A
user can create a series of pictograms and produce the sounds
of words or expressions associated with the pictograms using
TTS.

The iPicto app [27], which runs on the iPhone and iPad,
enables users with cognitive disabilities to communicate with
other people using pictograms. Textual words can be mixed
with pictograms and sent via email.

There are some issues with using these approaches in
emergency medical communication for people with hear-
ing, speech, or cognitive impairments. Listening devices for
speech enhancement rely on some level of hearing ability. Tra-
ditional TTY requires the user to have special devices avail-
able. Other text-based communication approaches require
high cognitive ability. Various web-based video conferencing
systems rely on hearing, speech, or knowledge of sign lan-
guage. VRS and some text-based communication services
require a human intermediary. In addition, text-based com-
munication can be slow. These disadvantages make these
approaches unsuitable for the medical domain.

Speech recognition, voice synthesis, and gesture recogni-
tion depend on error-prone statistical models, unsuitable for
emergency medical communication. Gesture recognition is
also dependent on gesture quality and, in the case of video-
based recognition, image quality. Glove-based gesture recog-
nition requires the use of a special device. Some approaches
require the user to know sign language.

In contrast, pictogram-based communication systems
have been successfully implemented in other domains and
for usage by children. These systems have proven to be more
accurate in some cases as cross-lingual and cross-cultural
means of communication. Researchers in [28] developed a
set of 550 pictograms for foreign Japanese students and
conducted successful experiments on cross-lingual commu-
nication using their system. The meaning was fully under-
stood by 83% of people chatting only using pictograms. The
same research group also conducted research on cross-
lingual differences within pictogram-based chat systems [29].
They closely examined pictogram taxonomy and selection.
Experiments were carried out nine times in international
conferences in America, Vietnam, and Portugal between
people who do not share the same spoken language, native
language, or culture. The results indicate that the level of
understanding was 91.1%. Pictogram communication was
enough to make major advances in communication.

The authors of [30] focused on a pictogram-based instant
messaging service intended to bridge social and digital gaps
among people with cognitive impairments. By using pic-
tograms as the communication language and by tailoring
the interface to suit pictogram-based communication re-
quirements, the service allows users to exchange real-time
messages across the Internet to communicate with their
relatives and acquaintances. Initial research with a group of
eleven users with different types and degrees of cognitive
impairments showed that a pictogram-based instant messag-
ing service has great potential to improve communication
and enable personal and social development. However, their
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system was limited to cognitive impairments, and the evalu-
ation group was very small.

PictNet is an online pictogram communication system
designed for children from different countries to commu-
nicate with multilingual support while reflecting each user’s
cultural background. Online pictogram surveys and exper-
imental pictogram creation activities for children indicate
that users can search for pictograms more easily when the
pictogram repository has a semantics framework of not
only the relationships among concepts in PictNet but also
relationships among the visual properties of pictograms
and the cultural and emotional context of pictograms
[31].

In summary, a few pictogram-based systems have been
developed. However, current systems are often complex (by
trying to be a universal means of communication), com-
bining textual words and symbols or a complicated set of
symbols and thus making perception harder and slower for
mentally disabled people or people with eye problems. Other
pictogram approaches translate symbols to output text or
sounds. This delays communication (clear, intuitive pictures
are processed faster by humans) and may require one or
both users to have normal hearing ability. Furthermore, we
found no pictogram-based communication systems designed
specifically for medical applications. Pictogram-based com-
munication appears promising for use by individuals with
speech, hearing, or cognitive impairments. Visual symbols
can be an intuitive way of communicating in a way that is
independent of the user’s language, country of origin, and
the person with whom they are communicating. Pictograms
do not require knowledge of a specialized language (e.g.,
ASL), specialized equipment (e.g., TTY device or a digital
glove), or a human translator (e.g., as in VRS). If the design is
simple and only symbols are used, then such pictogram-based
communication may provide many benefits. In this research,
we propose a pictogram-based communicator designed for
but not limited to a smartwatch. Using a smartwatch is
faster and more convenient than using a tablet or phone.
In addition, the device is fastened to person’s hand and
allows medical personnel to quickly collect information in
an emergency situation even if the patient is unconscious.
Our prototype is limited to the first aid domain and makes
a small number of pictograms faster to process by humans,
especially disabled people.The prototype also makes human-
device interaction as intuitive as possible.

3. Patient-Physician Communicator Prototype

To explore pictogram-based communication between pa-
tients and physicians, we developed a conceptual prototype
and conducted usability and accessibility tests to refine its
design [32]. Our prototype is a smart watch application (also
usable with smartphones and tablets) that aids nonnative lan-
guage speakers or people with speech, hearing, or cognitive
impairments to communicate relevant medical information
to physicians. It provides simple, clear communication by
using intuitive icons and interactive symbols.They are easy to
find on the smart watch, which is easy to access and difficult
to misplace.

Figure 2: Basic smart watch application parts.

Such an application would have clear benefits for many
users. For example, a person with cognitive disabilities or
impairments could very quickly and easily use simple icons
to convey basic information about injuries, emotions, pain
level, or basic needs to medical personnel. Similarly, medical
personnel could use this application to assist someone who
is injured or paralyzed. Quick, simple, easy, and intuitive
communication is needed, especially in emergency medical
situations.

An iterative paper prototypewas developed and evaluated
in accordance with the process described by Albert and Tullis
[33] to design the application. This approach creates rough
screenmock-ups or hand sketches that are evaluated by users.
Such early usability and accessibility tests helped develop
a design for our patient-physician communicator prototype
[34]. The application has four basic parts, shown in Figure 2,
to communicate a need for medical aid (band-aid), moods or
emotions (smiley face), diet and allergy-related issues (apple),
and a chat function (call-out balloon). These pictograms
provide a very simple, easy-to-use interface. Each application
feature has a pictorial presentation that uses images serving as
intuitive symbols for various functions. The application also
uses a very simple, attractive layout with a cool color scheme
(avoiding eyestrain) and is highly accessible for people with
visual problems.

Simple application navigation symbols, such as a back
arrow, enable users to move easily through the application to
find their target content. Navigation and additional functions
are shown in Figure 3. The other symbols in this figure
indicate that the user needs a bath (shower), rest (bed), or
exercise (person walking).

Figure 4 shows an example screen when the user chooses
the diet function. This symbol indicates that the user is
hungry and needs to eat. Other symbols might be used to
indicate allergies or other diet-related issues.

Figure 5 shows a screen that enables a person to indicate
specifics about their pain experience. The user can select the
part of their body experiencing pain. They can also select
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Figure 3: Navigation and additional functions.

Figure 4: Diet symbol for hunger.

pain level. These are common methods medical personnel
currently use to elicit pain information from patients.

A screen to indicate mood or emotion is shown in
Figure 6. Users can select an emoticon (pervasive in the
Internet-centric world today) to communicate this informa-
tion to medical personnel.

4. Results

A preliminary usability review of the patient-physician com-
municator prototype was conducted online with 50 random
people of different ages and genders. To find participants,
we used services of the Ankieka.pl portal. We did not use
acceptance or exclusion criteria, so every person or their
caregiver could take part in the experiment. However, it was
necessary to provide general information about disability.The
Visual Simulations [35] and Fujitsu Color Selector [36] tools
ensured that the application design would be accessible to
almost everyone. In a participant questionnaire, we asked for
sex, nationality, age, and disabilities.We asked participants to
complete three tasks. In task 1, participants had to use our

Figure 5: Aid to communicate pain.

Figure 6: Aid to communicate mood or emotion.

prototype to indicate that they require rest. In task 2, they
had to indicate medium pain in their left leg. Lastly, in task
3, they had to indicate that they were hungry. After each
task, the prototype determined whether or not the task was
successfully completed, measured the time required for each
task, and asked participants for their subjective feelings about
the difficulty and intuitiveness of the task. The application
worked well. We summarize the feedback below.

Of the 50 participants, 56% were male. The lowest per-
centage of all age groups was the <16 years old category. The
most prevalent age category was the 17–25 years old group, as
shown in Figure 7.

In the most prevalent age group, 79% were male. The
highest female representation was within the >65 age cate-
gory, in which 86% were female (Figure 8).

The largest nationality represented was Polish, 40% of
all users. Consistent with this, Poland led the majority per-
centage within each age category. Sixty percent of all users
declared a disability; 57% of all males and 64% of all females
stated that they had a disability (Figure 9).
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The highest percentage of disability declaration was the
<16 age category, 75%; this was followed by the >65 categories
with 71%. The healthiest age group was 26–40 years, in
which 58% noted no disability. Among the 40% Polish users,
50% stated they did not have a disability. Of non-Polish
users, 20% declared they did not have a disability. The
highest percentages of disabilities were the “mental health
difficulty” and “blind/partially sighted” categories, each with
33%. Participants with mental health disabilities, autism, and
bipolar disorder were the most prevalent, with 34% each.
Among people with visual impairments, 40% had hyperopia
and 30% hadmacular degeneration and 20% had color vision
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deficiencies, of which protanopia and deuteranopia eachwere
50% (Figures 10, 11, and 12).

Of all users, 96% were able to successfully complete
the three assigned tasks; 92% completed the tasks without
difficulty. All (100%) failed tasks were performed by users
with learning disabilities. With all three tasks, the highest
percentage of time to completion was 31–60 seconds (Tables
1, 2, and 3).

On a scale of 1–5 where five represents very easy, the
highest percentages of each task were rated either 4 or 5
by significant margins. Four additional statements were pro-
vided to the user on similar scales on which one represented
strongly disagree and five represented strongly agree. When
asked if the user immediately understood the function of each
button, 50% rated this aspect a 4, and 42% rated it a 5. The
second statement was “the buttons were well organized and
easy to find.” Ratings 4 and 5 each obtained 48%. The third
statement was “the application was easy to navigate.” A rating
of 5 was the most prevalent (66%), while 28% of participants
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Table 1: Task 1 rating versus disability.

1 2 3 4 5
Blind/partially sighted 0% 0% 0% 60% 40%
Deaf/hearing loss 0% 0% 0% 100% 0%
Dyslexia 0% 0% 0% 100% 0%
Learning disability 50% 50% 0% 0% 0%
Mental health difficulty 0% 0% 0% 90% 10%
Physical disability 0% 0% 0% 25% 75%
Progressive disability 0% 0% 0% 50% 50%

Table 2: Task 2 rating versus disability.

1 2 3 4 5
Blind/partially sighted 0% 10% 0% 70% 20%
Deaf/hearing loss 0% 0% 0% 0% 100%
Dyslexia 0% 0% 0% 100% 0%
Learning disability 0% 50% 50% 0% 0%
Mental health difficulty 0% 0% 10% 40% 50%
Physical disability 0% 0% 0% 0% 100%
Progressive disability 0% 7% 7% 43% 43%

selected a rating of 4. The final statement was “my overall
impression of the application is positive.” Once again, 66%
of users strongly agreed with this; 32% rated it at 4.

Four additional questions were asked to users.These were
on a scale of 1–5, where 1 represents “strongly disagree,” and
five represents “strongly agree” (Tables 4 and 5).

(i) Statement 1—I immediately understood the function
of each button.

(ii) Statement 2—The buttons were well organized and
easy to find.

(iii) Statement 3—The application was easy to navigate.

Table 3: Task 3 rating versus disability.

1 2 3 4 5
Blind/partially sighted 10% 0% 0% 50% 40%
Deaf/hearing loss 0% 0% 0% 0% 100%
Dyslexia 0% 0% 0% 100% 0%
Learning disability 50% 0% 0% 0% 50%
Mental health difficulty 0% 0% 10% 60% 30%
Physical disability 0% 0% 0% 50% 50%
Progressive disability 0% 0% 0% 100% 0%

(iv) Statement 4—My overall impression of the applica-
tion is positive.

5. Discussion and Conclusions

Enabling people with language difficulties or disabilities to
communicate medical information to physicians and other
medical personnel is a considerable challenge. The com-
munication must be quick, accurate, simple, and intuitive.
Aids for such medical communication are lacking. Existing
solutions for general use have some disadvantages. They
often require some hearing or high cognitive ability. Some
require special devices or human intermediaries. Many are
slow means of communication. Some approaches depend on
imperfect error-prone statistical models. Current pictogram-
based approaches are complex and have many of the same
drawbacks; most importantly, they are not adapted for medi-
cal purposes.

Our proposed approach leverages the power of visual
communication. It is fast, simple, intuitive, and designed
specifically for emergency medical applications. No knowl-
edge of or skill in sign language or gesturing is needed, nor are
speech, hearing, or high cognitive abilities required. A pre-
liminary usability review of our prototype has demonstrated
the potential of this approach.

In conclusion, the application worked well regardless
of age, gender, nationality, or disability. No correlation of
concern or correction was present.The overall feedback from
all users was very positive. Application availability on smart
watches increased its accessibility. Users had easy access to
it at any moment; because a smart watch is attached to the
person’s wrist, it is more difficult to lose and less cumber-
some to access than a smartphone. Such applications can
also contain medically relevant information in readable text
for a physician. If a smart watch has appropriate sensors,
automatic communication would be possible if the patient
has collapsed. The visual communication technique of using
pictograms appears to be a good one, as it is simple, direct,
and intuitive for users with speech, hearing, or cognitive
impairments. People can very quickly interpret good visual
communication. “A picture is worth a thousand words” is
an established maxim in human experience that has been
validated by research. Visual images are processed 60,000
times faster than text [37]. Graphics also quickly affect our
emotions, and emotions greatly affect our decision-making
[38].
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Table 4: Statement 1 and statement 2 versus disability.

Statement 1 Statement 2
1 2 3 4 5 1 2 3 4 5

Blind/partially sighted 0% 0% 0% 30% 70% Blind/partially sighted 0% 0% 0% 60% 40%
Deaf/hearing loss 0% 0% 0% 0% 100% Deaf/hearing loss 0% 0% 0% 0% 100%
Dyslexia 0% 0% 0% 100% 0% Dyslexia 0% 0% 0% 100% 0%
Learning disability 0% 0% 50% 50% 0% Learning disability 0% 50% 50% 0% 0%
Mental health difficulty 0% 0% 0% 60% 40% Mental health difficulty 0% 0% 10% 60% 30%
Physical disability 0% 0% 0% 25% 75% Physical disability 0% 0% 0% 25% 75%
Progressive disability 0% 0% 0% 0% 100% Progressive disability 0% 0% 50% 0% 50%

Table 5: Statement 3 and statement 4 versus disability.

Statement 3 Statement 4
1 2 3 4 5 1 2 3 4 5

Blind/partially sighted 0% 0% 0% 50% 50% Blind/partially sighted 0% 0% 10% 40% 50%
Deaf/hearing loss 0% 0% 0% 0% 100% Deaf/hearing loss 0% 0% 0% 0% 100%
Dyslexia 0% 0% 0% 100% 0% Dyslexia 0% 0% 0% 0% 100%
Learning disability 0% 0% 100% 0% 0% Learning disability 0% 0% 100% 0% 0%
Mental health difficulty 0% 0% 0% 70% 30% Mental health difficulty 0% 0% 0% 30% 70%
Physical disability 0% 0% 0% 25% 75% Physical disability 0% 0% 0% 0% 100%
Progressive disability 0% 0% 0% 100% 0% Progressive disability 0% 0% 0% 100% 0%

A future direction for our research is an extension of
the application’s capabilities in collaboration with medical
personnel. In addition, we envision conducting usability
testing with medical personnel and people with speech,
hearing, and cognitive impairments to assess and improve the
design. Lastly, pictogram analysis is necessary to ensure that
they are easily understood and similarly interpreted across
different cultures.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

References

[1] K. Wac, Smartphone as a personal, pervasive health informatics
services platform: literature review, arXiv:1310.7965.

[2] T.D. Schwanke andR.O. Smith, “Assistive technology outcomes
in work settings,”Work, vol. 24, no. 2, pp. 195–204, 2005.

[3] M. Susick, Application of smartphone technology in the manage-
ment and treatment of mental illnesses [Doctoral dissertation],
University of Pittsburgh, 2011.

[4] D.D. Luxton, R.A.McCann,N. E. Bush,M.C.Mishkind, andG.
M. Reger, “mHealth for mental health: integrating smartphone
technology in behavioral healthcare,” Professional Psychology:
Research and Practice, vol. 42, no. 6, pp. 505–512, 2011.

[5] A. E. Kazdin and S. L. Blase, “Rebooting psychotherapy research
and practice to reduce the burden ofmental illness,” Perspectives
on Psychological Science, vol. 6, no. 1, pp. 21–37, 2011.

[6] S. M. Rabbitt, A. E. Kazdin, and B. Scassellati, “Integrating
socially assistive robotics into mental healthcare interventions:
Applications and recommendations for expanded use,” Clinical
Psychology Review, vol. 35, pp. 35–46, 2015.

[7] “Worldometers: Real Time World Statistics,” Choice Reviews
Online, vol. 49, no. 11, pp. 49-5999–49-5999, 2012.

[8] List of countries by number ofmobile phones in use,Wikipedia,
2016, https://en.wikipedia.org/wiki/List of countries by num-
ber of mobile phones in use.

[9] Statista - The Statistics Portal, 2016, Number of smartphone
users worldwide from 2014 to 2019 (in millions), http://www
.statista.com/statistics/330695/number-of-smartphone-users-
worldwide/.

[10] Techcrunch, Smartphone Users Globally By 2020, Overtaking
Basic Fixed Phone Subscriptions, 2016, http://techcrunch.com/
2015/06/02/6-1b-smartphone-users-globally-by-2020-overtak-
ing-basic-fixed-phone-subscriptions/.

[11] S. R. Anderson, D. Harrison, L. Horn, R. Zanuttini, and D.
Lightfoot, How Many Languages Are There in the World? Lin-
guistic Society of America, 2010.

[12] S. R. Anderson, “How many languages are there in the world,”
Linguistic Society of America, 2004.

[13] List of languages by number of native speakers,Wikipedia, 2016,
https://en.wikipedia.org/wiki/List of languages by number
of native speakers.

[14] English language in Europe,Wikipedia, 2016, https://en.wikipe-
dia.org/wiki/English language in Europe.

[15] Program NDCO, Assistive Technology in the Workplace for
People with a Disability, 2014.

[16] A. Noblin, K. Cortelyou-Ward, and J. Cantiello, “Utilizing
telemedicine techniques to confront rural mental health care
challenges: The progressions towards a technological health
ecosystem,” Journal of Health & Medical Informatics, article S7,
2012.

[17] O. M. Foong, T. J. Low, and S. Wibowo, “Hand gesture recog-
nition: Sign to voice system s2v,” in Proceedings of the World
Academy of Science, Engineering and Technology, vol. 32, pp.
2070–3740, 2008.

https://en.wikipedia.org/wiki/List_of_countries_by_number_of_mobile_phones_in_use
https://en.wikipedia.org/wiki/List_of_countries_by_number_of_mobile_phones_in_use
http://www.statista.com/statistics/330695/number-of-smartphone-users-worldwide/
http://www.statista.com/statistics/330695/number-of-smartphone-users-worldwide/
http://www.statista.com/statistics/330695/number-of-smartphone-users-worldwide/
http://techcrunch.com/2015/06/02/6-1b-smartphone-users-globally-by-2020-overtaking-basic-fixed-phone-subscriptions/
http://techcrunch.com/2015/06/02/6-1b-smartphone-users-globally-by-2020-overtaking-basic-fixed-phone-subscriptions/
http://techcrunch.com/2015/06/02/6-1b-smartphone-users-globally-by-2020-overtaking-basic-fixed-phone-subscriptions/
https://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers
https://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers
https://en.wikipedia.org/wiki/English_language_in_Europe
https://en.wikipedia.org/wiki/English_language_in_Europe


Computational and Mathematical Methods in Medicine 9

[18] S. Vutinuntakasame, V.-R. Jaijongrak, and S. Thiemjarus, “An
assistive body sensor network glove for speech- and hearing-
impaired disabilities,” in Proceedings of the 8th International
Conference on Body Sensor Networks, BSN 2011, pp. 7–12, May
2011.
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“Messenger visual: A pictogram-based IM service to improve
communications among disabled people,” in Proceedings of
the 6th Nordic Conference on Human-Computer Interaction:
Extending Boundaries, NordiCHI 2010, pp. 797–800, October
2010.

[31] T. Takasaki, “PictNet: Semantic infrastructure for pictogram
communication,” in Proceedings of the 3rd International Global
WordNet Conference, GWC 2006, pp. 279–284, January 2006.

[32] G. Leitner, S. Plattner, and M. Hitz, “Usability evaluation of
mobile applications in leisure-oriented contexts,” Information
and Communication Technologies in Tourism, pp. 158–169, 2006.

[33] W. Albert and T. Tullis,Measuring the User Experience: Collect-
ing, Analyzing, and Presenting Usability Metrics, Newnes, 2013.

[34] C. Snyder, Paper Prototyping: The Fast And Easy Way to Design
and Refine User Interfaces, Morgan Kaufmann, 2003.

[35] B. G. Dijkman, J. W. Busse, S. D. Walter, and M. Bhandari, “The
impact of clinical data on the evaluation of tibial fracture
healing,” Trials, vol. 12, no. 1, article 237, 2011.

[36] A. Sarkar, “Color Selector: Free Color Selecting Software,”
http://www.ilovefreesoftware.com/08/windows/system-utils/
color-selector-free-software.html.

[37] Why we’re more likely to remember content with images and
video (infographic) https://www.fastcompany.com/3035856/
why-were-more-likely-to-remember-content-with-images-and-
video-infogr.

[38] R. Stonehouse, The Power of Promotion! On-line Marketing
For Toastmasters Club Growth, 2015, https://www.amazon.com/
Power-Promotion-Marketing-Toastmasters-Growth-ebook/dp/
B017X5TSFW.

http://www.ilovefreesoftware.com/08/windows/system-utils/color-selector-free-software.html
http://www.ilovefreesoftware.com/08/windows/system-utils/color-selector-free-software.html
https://www.fastcompany.com/3035856/why-were-more-likely-to-remember-content-with-images-and-video-infogr
https://www.fastcompany.com/3035856/why-were-more-likely-to-remember-content-with-images-and-video-infogr
https://www.fastcompany.com/3035856/why-were-more-likely-to-remember-content-with-images-and-video-infogr
https://www.amazon.com/Power-Promotion-Marketing-Toastmasters-Growth-ebook/dp/B017X5TSFW
https://www.amazon.com/Power-Promotion-Marketing-Toastmasters-Growth-ebook/dp/B017X5TSFW
https://www.amazon.com/Power-Promotion-Marketing-Toastmasters-Growth-ebook/dp/B017X5TSFW


Submit your manuscripts at
https://www.hindawi.com

Stem Cells
International

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

MEDIATORS
INFLAMMATION

of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Behavioural 
Neurology

Endocrinology
International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Disease Markers

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

BioMed 
Research International

Oncology
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Oxidative Medicine and 
Cellular Longevity

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

PPAR Research

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Immunology Research
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Obesity
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 Computational and  
Mathematical Methods 
in Medicine

Ophthalmology
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Diabetes Research
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Research and Treatment
AIDS

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Gastroenterology 
Research and Practice

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Parkinson’s 
Disease

Evidence-Based 
Complementary and 
Alternative Medicine

Volume 2014
Hindawi Publishing Corporation
http://www.hindawi.com


