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Abstract. The Yablonskii-Vorob’ev polynomials yn(t), which are defined by a second

order bilinear differential-difference equation, provide rational solutions of the Toda

lattice. They are also polynomial tau-functions for the rational solutions of the second

Painlevé equation (PII). Here we define two-variable polynomials Yn(t, h) on a lattice

with spacing h, by considering rational solutions of the discrete time Toda lattice as

introduced by Suris. These polynomials are shown to have many properties that are

analogous to those of the Yablonskii-Vorob’ev polynomials, to which they reduce when

h = 0. They also provide rational solutions for a particular discretisation of PII ,

namely the so called alternate discrete PII , and this connection leads to an expression

in terms of the Umemura polynomials for the third Painlevé equation (PIII). It is

shown that Bäcklund transformation for the alternate discrete Painlevé equation is a

symplectic map, and the shift in time is also symplectic. Finally we present a Lax pair

for the alternate discrete PII , which recovers Jimbo and Miwa’s Lax pair for PII in

the continuum limit h → 0.
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1. Introduction

The Toda lattice

d2xn

dt2
= exn−1−xn − exn−xn+1, n ∈ Z (1)

was the first integrable differential-difference equation to be discovered [1]. The

Yablonskii-Vorob’ev polynomials [2, 3] yield rational solutions of both the Toda lattice

and the second Painlevé transcendent (PII), since the tau-functions of PII satisfy the

bilinear form of the Toda lattice. In a previous work [4] one of the authors obtained an

expression for solutions of the Toda lattice as ratios of Hankel determinants, by using

the associated Lax pair to construct continued fraction solutions to a sequence of Riccati

equations. This in turn led to an expression for the Yablonskii-Vorob’ev poynomials as

Hankel determinants [5], equivalent to that discovered more recently [6] (see also [7]).

Here we will consider the case when the time evolution becomes discrete. Our

approach is to start from the Lax pair for the discrete Toda lattice (dTL) given by Suris

[8]. In section 2 we present this construction and derive polynomials Yn(t, h) in two

variables t, h, which satisfy relations at a discrete set of points t = t0 + mh, m ∈ Z

(where t0 is arbitrary). These polynomials tend to the Yablonskii-Vorob’ev polynomials

yn(t) as the spacing h → 0, so that Yn(t, 0) = yn(t). A discrete analogue of the bilinear

defining equation for the yn is derived and a corresponding representation of these Yn

as Hankel determinants is given.

The first few Yablonskii-Vorob’ev polynomials are

y0 = 1, y1 = t, y2 = t3 + 4, y3 = t6 + 20t3 − 80, y4 = t10 + 60t7 + 11200t. (2)

A further property of these polynomials, investigated recently by Clarkson and Mansfield

[9], is the distribution of their zeroes. It is known that each yn(t) has no zeroes in

common with yn±1(t), and that these zeroes are simple [10, 11]. Numerical studies

indicate that these zeroes lie in approximately triangular arrays and that the zeroes of

yn(t) interlace, in a certain sense, with those of yn+1(t), in a similar way to the zeroes

of classical orthogonal polynomials. In section 3 we show that the polynomials Yn(t, h)

have analogous properties.

In the continuum case the bilinear differential-difference equation that defines the

Yablonskii-Vorob’ev polynomials is given in terms of the Hirota derivative Dt by

yn+1yn−1 = ty2
n − 2D2

t yn · yn, (3)

with the initial polynomials y0 = 1, y1 = t, and this equation follows from the

representation of PII as a pair of bilinear equations for the associated tau-functions. In

section 4 we consider a discretisation of PII , namely the alternate discrete PII equation

(alt-dPII) studied in [12], and explain how its solutions are specified by tau-functions

which satisfy a discrete bilinear equation together with a quadrilinear (degree four)

relation. The bilinear relation defining the polynomials Yn(t, h) is a consequence of

these tau-function equations. The alt-dPII equation has Bäcklund transformations

corresponding to the shifts n → n ± 1, just as in the continuum case, which imply



Rational solutions of discrete Toda and alt-dPII 3

that the discrete Yablonskii-Vorob’ev polynomials satisfy recurrence relations which

are analogous to those in the continuum setting. It is also known that the alt-dPII

equation arises as the contiguity relations for a Bäcklund transformation for PIII . The

latter connection leads to an alternative formula for the discrete Yablonskii-Vorob’ev

polynomials in terms of determinants of Jacobi-Trudi type, corresponding to Umemura

polynomials [13].

It is known from the work of Okamoto that the continuum PII can be written

in Hamiltonian form, and the Bäcklund transformation is a canonical transformation

[14]. In section 5 we present a Poisson structure for the discrete case such that

both development in time and the Bäcklund transformation for alt-dPII are symplectic

maps. Finally in section 6 we present a Lax pair for alt-dPII , which relates it to the

isomonodromic deformation of an associated linear system, and show that this tends to

Jimbo and Miwa’s Lax pair for the continuum case as h → 0.

2. Discrete time Toda lattice and discrete Yablonskii-Vorob’ev polynomials

The equations for the discrete Toda lattice obtained by Suris [8] are

xn(t + h) − xn(t) = hπn(t + h),

πn(t + h) − πn(t) = 1
h

log
[

1+h2 exp(xn−1(t)−xn(t))
1+h2 exp(xn(t)−xn+1(t))

]

,
(4)

where πn denotes the canonically conjugate momentum to xn, and these discrete

equations clearly yield Hamilton’s equations for the Toda lattice (1) in the continuum

limit, as h → 0. They arise from the consistency condition for the Lax pair

Ψn(t + h) = Vn(t)Ψn(t), Ψn+1(t) = Ln(t)Ψn(t), (5)

that is Ln(t + h)Vn(t) = Vn+1(t)Ln(t), where

Ln(t) =

(

λ exp(−hπn(t)) − 1
λ

h exp(−xn(t))

−h exp(xn(t) − hπn(t)) 0

)

(6)

and

Vn(t) =

(

1
λ

−h exp(−xn(t))

h exp(xn−1(t)) λ

)

. (7)

Upon setting Ψn(t) = [Xn(t), Yn(t)]
T and Zn(t) = Xn(t)Yn(t)−1, we find from the

second of (5) that

Zn(t) = − h exp(−xn(t))

λ exp(−hπn(t)) − 1
λ

+ h exp(−hπn(t) + xn(t))Zn+1(t)
. (8)

This recurrence relation can be used to generate the continued fraction expansion

λhZ0(t) =
γf1

1 + γg1
+

γf2

1 + γg2
+

γf3

1 + γg3
+ . . . , (9)

where γ = λ2, f1 = h2 exp(−x0(t)), g1 = − exp(−hπ0(t)) and for n = 2, 3, . . . we have

fn = − h2 exp(−xn−1(t) + xn−2(t) − hπn−2(t)),

gn = − exp(−hπn−1(t)). (10)
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Similarly from the first of (5) we have the discrete time Riccati equation

Z0(t + h) − Z0(t) = −h

λ
e−x0(t) +

(

1

λ2
− 1

)

Z0(t) −
h

λ
ex

−1(t)Z0(t + h)Z0(t). (11)

In our previous work [15] we took x−1(t) → −∞ so that this became a linear equation.

Here we take x−1(t) = 0 and set Z0(t) = 1
hλ

W (t) so that with γ = λ2 we find

W (t + h) = −h2e−x0(t) +
1

γ
W (t) − 1

γ
W (t + h)W (t). (12)

Now the continued fraction (9) has expansions both in positive and negative powers

of γ, namely W (t) =
∑

∞

n=1 αn(t)γn and W (t) =
∑n=0

−∞
αn(t)γn respectively. Substituting

these expansions in turn into (12) and equating coefficients of corresponding powers of

γ, we obtain the recurrence relations for their coefficients, given respectively by

αj+1(t) = αj(t + h) +

j
∑

k=1

αk(t + h)αj−k+1(t), j = 1, 2, 3, . . . , (13)

αj(t + h) = αj+1(t) −
0
∑

k=j+1

αk(t + h)αj+1−k(t), j = −1,−2, . . . . (14)

where α1(t) = h2 exp(−x0(t)) and α0(t + h) = −h2 exp(−x0(t)).

The continued fraction in (9) is known as a T-fraction [16] and its elements are

given in terms of Hankel determinants. If we take the definitions

un = H(−n+2)
n , vn = H(−n+1)

n , (15)

with Hankel determinants

H
(m)
k =

∣

∣

∣

∣

∣

∣

∣

∣

∣

βm βm+1 . . . βm+k−1

βm+1 βm+2 . . . βm+k

...
...

...

βm+k−1 βm+k . . . βm+2k−2

∣

∣

∣

∣

∣

∣

∣

∣

∣

(16)

whose elements are given by

βk = − αk(t), k = 1, 2, . . . ,

= αk(t), k = 0,−1,−2, . . . , (17)

then the elements of the T-fraction are given by

fn = − vn−2un

vn−1un−1
, gn = −vn−1un

vnun−1
, n = 2, 3, 4, . . . . (18)

From the expression for the fn, gn in terms of the coordinates and momenta given

by (10) and the equation of motion (4), it follows that

f1(t + h)

f1(t)
= −g1(t + h),

g1(t + h)

g1(t)
=

1 + f2(t)
g1(t)

1 + f1(t)
(19)

and more generally

fn+1(t + h)

fn+1(t)
=

gn+1(t + h)

gn(t)
,

gn+1(t + h)

gn+1(t)
=

1 + fn+2(t)
gn+1(t)

1 + fn+1(t)
gn(t)

, n ∈ N. (20)
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Proposition 2.1 The two types of Hankel determinant defined by (15) are related by

vn(t + h) = un(t), n = 0, 1, 2, . . . . (21)

Proof: Substituting the expressions for fn, gn given by (18) into the first of (20) one

finds that

vn+1(t + h)un(t)

vn(t + h)un+1(t)
=

v1(t + h)u0(t)

v0(t + h)u1(t)
. (22)

But u0 = H
(2)
0 = 1 = H

(1)
0 = v0 and u1(t) = β1 = −h2 exp(−x0(t)), v1(t) = β0 =

−h2 exp(−x0(t − h)). Therefore the right hand side of (22) equals unity and the result

follows. �

Proposition 2.2 When exp(−x0(t)) = − t
4
, the Hankel determinants un satisfy the

bilinear relation
(

1 − h2t

4

)

un(t + h)un(t − h) = un(t)2 + un+1(t)un−1(t) (23)

for n = 1, 2, . . ..

Proof: Substituting for gn and fn from (18) into the second of (20) and then eliminating

the dependence on the vn using (21), the result follows from the fact that u1(t) =

v1(t + h) = h2t
4

and u2(t) = −h6

64
(t3 − h2t + 4). �

Remark. In [17], Hankel determinant solutions are given for a different (but gauge

equivalent) bilinear form of the discrete Toda lattice equation, namely the equation

ρl+1
n ρl−1

n − (ρl
n)2 = ε2ρl+1

n+1ρ
l−1
n−1. Upon setting ε2 = 1 and t = (l − n)h, un(t) = ρn+ht

n /ρht
0

satisfies (23) for a suitable choice of the initial condition ρht
0 for n = 0.

It follows from the recurrence relations (14) that when exp(−x0(t)) = − t
4

the αj(t),

and hence also un(t) and vn(t), are polynomials in h, t. We now renormalise the un so

that they are O(h0) as h → 0.

Definition 2.1 The discrete Yablonskii-Vorob’ev polynomials Yn(t, h) are defined by the

bilinear recurrence

h2Yn+1(t, h)Yn−1(t, h) = (h2t − 4) Yn(t + h, h)Yn(t − h, h) + 4Yn(t, h)2 (24)

for n ≥ 1, with Y0(t, h) = 1, Y1(t, h) = t as initial data.

Theorem 2.1 The discrete Yablonskii-Vorob’ev polynomials Yn(t, h) ∈ Z[t, h2]

are given in terms of the Hankel determinants un in (15) by Yn(t, h) =

(−1)n(−h2

4
)−n(n+1)/2un(t) for n = 0, 1, 2, . . .. Each Yn is a monic polynomial of degree

n(n + 1)/2 in t, satisfying Yn(t, h) = yn(t) + O(h2) as h → 0, where the yn(t) are the

usual Yablonskii-Vorob’ev polynomials defined by (3) with y0 = 1, y1 = t.

Proof: With α1(t) = −h2t/4 it is easy to prove by induction from the first recursion

in (14) that αj(t) = h2Pj/4j for j ≥ 1, where Pj ∈ Z[t, h]. Similarly, with α0(t) =

h2(t − h)/4 the second recursion in (14) implies that αj(t) = h2P̂j/4−j+1 for j ≤ 0,

where P̂j ∈ Z[t, h]. It follows from their definition in terms of the matrix elements (17)
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that the Hankel determinants un are polynomials in Q[t, h], with powers of 4 as the only

possible denominators of the coefficients. If we let Yn(t, h) = (−1)n(−h2

4
)−n(n+1)/2un(t)

for n ∈ N then we find Y0(t, h) = 1, Y1(t, h) = t, and then the relation (24) follows from

Proposition 2.2, by substituting for un(t) in (23) in terms of Yn(t, h). Since the Yn are

uniquely defined by the recurrence (24) together with the given initial data, the formula

in terms of renormalised Hankel determinants guarantees that they are polynomials in

t, and the recurrence also implies that they are monic and of degree dn := n(n + 1)/2)

in t. However, further analysis is required to verify that there are no powers of h or

powers of 4 in the denominator for this choice of normalisation.

By induction, suppose that Yn(t, h) ∈ Z[t, h], and hence is regular as h → 0, for

n = 0, 1, . . . , N (which clearly holds for N = 1). Taking a Taylor expansion in t, with

derivatives denoted by YN,(j)t = ∂jYN

∂tj
, we see that

YN(t + h, h)YN(t − h, h) =
(

∑[dN /2]
k=0

h2kYN,(2k)t(t,h)

(2k)!

)2

− h2
(

∑[(dN−1)/2]
k=0

h2kYN,(2k+1)t(t,h)

(2k+1)!

)2

= YN(t, h)2 + h2P̃ (t, h),

where P̃ (t, h) is a polynomial in t and h by the inductive hypothesis. Moreover, at

leading order we have

P̃ (t, h) = YN(t, 0)YN,tt(t, 0) − YN,t(t, 0)2 + O(h).

Substituting this into the right hand side of (24) and dividing by h2 we have

YN+1(t, h)YN−1(t, h) = tYN(t + h, h)YN(t − h, h) − 4P̃ (t, h), (25)

from which it follows that YN+1(t, h) is regular as h → 0, and hence lies in Q[t, h] with

at worst powers of 4 as denominators of its coefficients. Now for some K ≥ 0 we can

write YN+1(t, h) = ŶN+1(t, h)/4K where ŶN+1 ∈ Z[t, h] with 4 6 | ŶN+1. If we multiply

both sides of (24) through by 4K we see that if K > 0 then we have 4|h2ŶN+1YN−1; but

then since YN−1 is monic in t it is clear that 2 6 | YN−1(t, h) we must have 4|ŶN+1, which

is a contradiction. Hence K = 0 and YN+1 ∈ Z[t, h] as required.

Setting h → −h in the recurrence (24) it also follows immediately by induction

that Yn(t, h) = Yn(t,−h) for all n, so in fact we have polynomials in Z[t, h2]. Thus we

can write Yn(t, h) = yn(t) + O(h2) where y0(t) = Y0(t, h) = 1 and y1(t) = Y1(t, h) = t,

and using the leading order part of P̃ (t, h) in (25) we find that for n ≥ 1 the yn satisfy

yn+1yn−1 = ty2
n − 4ynÿn + 4ẏ2

n,

which is precisely the defining relation (3) for the usual Yablonskii-Vorob’ev

polynomials. �

The first few discrete Yablonskii-Vorob’ev polynomials are

Y0(t, h) = 1,

Y1(t, h) = t,

Y2(t, h) = t3 + 4 − h2t,

Y3(t, h) = t6 + 20t3 − 80 + h2(4t − 5t4) + 4t2h4,
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Y4(t, h) = t10 + 60t7 + 11200t − h2(15t8 + 252t5 + 3360t2) +

+ h4(63t6 + 480t3 + 576) − h6(85t4 + 288t) + 36h8t2. (26)

These examples clearly reduce to the usual Yablonskii-Vorob’ev polynomials (2) when

h = 0.

3. Zeroes of discrete Yablonskii-Vorob’ev polynomials

In the continuum case it has been shown that the zeroes of yn(t) are simple and are

not zeroes of yn+1(t) [10, 11]. Here we prove an analogous result in the discrete case,

by considering the roots of Yn(t, h) as a polynomial in t, that is t0 = t0(h) such that

Yn(t0(h), h) = 0. To begin with we require a simple observation.

Lemma 3.1 The discrete Yablonskii-Vorob’ev polynomials never vanish at t = 4/h2.

More precisely,

Yn

(

4

h2
, h

)

=

(

4

h2

)n(n+1)/2

6= 0 for all n ∈ N.

Proof: The result is trivially true when n = 0, 1. Assume that it holds for n =

1, 2, . . . , N . Then from (24) h2YN+1(4/h
2, h)YN−1(4/h

2, h) = 4YN(4/h2, h)2 6= 0, and

the result follows by induction. �

From Theorem 2.1 we know that Yn(t + h, h) − Yn(t, h) = hẏn(t) + O(h2), and the

zeroes of Yn(t, h) in t differ from those of yn(t) by O(h2), so (because the zeroes of yn

are simple) we expect that Yn(t + h, h) should not vanish where Yn(t, h) does. Indeed

this turns out to be the case. In the next section we shall see that the polynomials

YN are tau-functions for a discrete PII equation, and hence satisfy many other bilinear

identities in addition to (24). To prove the following result we make use of one such

identity, namely (50) below.

Theorem 3.1 For any n = 1, 2, . . ., if t0 is a zero of Yn, so that Yn(t0, h) = 0, then

Yn(t0 ± h, h) 6= 0 and Yn+1(t0, h) 6= 0.

Proof: It is true for n = 1 by inspection. Suppose the result is true for n =

1, 2, . . . , N − 1. Now assume that both YN(t0, h) = 0 and YN(t0 + h, h) = 0. Using

the identity (50) with τn = Yn(t, h), and setting n = N − 1, t = t0, we have

YN(t0 + h, h)YN−2(t0, h) − YN(t0, h)YN−2(t0 + h, h)

= (2N − 1)hYN−1(t0 + h, h)YN−1(t0, h).

By the assumption, the left hand side vanishes, and 2N −1 6= 0 for N ∈ Z which means

that YN−1(t0, h) or YN−1(t0 + h, h) = 0; but this contradicts the inductive hypothesis,

so YN(t0 + h, h) 6= 0 whenever YN(t0, h) = 0 (and similarly for YN(t0 − h, h)). Now if

YN(t0, h) = 0, then from (24) we see that

h2YN−1(t0, h)YN+1(t0, h) = (h2t0 − 4)YN(t0 + h, h)YN(t0 − h, h)
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If we now assume that also YN+1(t0, h) = 0, then the left hand side of the above vanishes,

and since h2t0 − 4 6= 0 by Lemma 3.1 then YN(t0 + h, h) = 0 or YN(t0 −h, h) = 0, which

is a contradiction. Therefore the result holds for n = N , hence for all n by induction.

�

Clarkson and Mansfield have numerically studied the location of zeroes of yn(t) for

low values of n [9]. They found that for a given n they occupy approximate triangular

arrays in the complex plane and that the zeroes of yn(t) interlace in a certain sense

with those of yn+1(t). Since the zeroes of Yn(t, h) are the same as those of yn(t) up to

O(h2), the same picture holds for sufficiently small h, and our numerical observations

show that the same qualitative behaviour persists for values of h up to at least order of

unity.

4. Alternate discrete Painlevé II

The second Painlevé equation (PII) is

q̈ = 2q3 + tq + α, (27)

where α is a constant. This second order differential equation is equivalent to a first

order system introduced by Okamoto [14], namely

q̇ = p − q2 − t
2

ṗ = 2qp + ℓ, ℓ = α + 1
2
.

(28)

Rational solutions of (27) arise when α = n ∈ Z. However, in this and subsequent

sections n need not be an integer unless stated explicitly otherwise, and we use the

parameters n and α interchangeably. We also find it convenient to use the shifted

parameter ℓ = n + 1/2 as above, which fixes a point in the A1 root space. This is

the parameter used by Okamoto to label solutions of PII and the corresponding tau-

functions, but we stick with the label n to maintain contact with the preceding results.

PII may be put into bilinear form by setting

qn =
d

dt
log

(

τn−1(t)

τn(t)

)

. (29)

Then(27) with α = n is equivalent to the bilinear equations

D2
t τn · τn−1 = F (t) τnτn−1,

(D3
t − tDt + n)τn · τn−1 = 3F (t) Dtτn · τn−1,

(30)

where Dt is the usual Hirota operator, and the function F (t) is arbitrary. By a gauge

transformation on the tau-functions, that is τn → G(t)τn for all n, the function F can

be set to zero in (30) without loss of generality.

The Bäcklund transformation linking a solution of (27) for α = n with that for

α = n + 1 is

qn+1 = −qn − ℓ

pn

, pn = q̇n + q2
n + t/2, (31)
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and the two solutions are related by

q̇n + q2
n = −q̇n+1 + q2

n+1 (32)

(which can be seen as being inherited from the Miura transformation for KdV). From

(30) and (31) it may be proved that, with the same choice of gauge that fixes F ≡ 0 in

(30), any three adjacent tau-functions τn, τn±1 satisfy the bilinear relations

Dtτn+1 · τn−1 = 2ℓ τ 2
n (33)

and

τn+1τn−1 = tτ 2
n − 2D2

t τn · τn. (34)

With this choice of gauge, the equation (34) is the bilinear form of the Toda lattice.

As we have already mentioned (cf. equation (3) in the Introduction), the latter relation

is the defining recurrence for the Yablonksii-Vorob’ev polynomials; with τn = yn they

satisfy the other bilinear equations (33) and (30) for F = 0, and hence determine the

rational solutions of PII .

Several discretisations of PII have been studied in recent years including a discrete

bilinear form [18] which tends to (30) in the continuum limit. The discrete bilinear

form allowed the construction of rational solutions to this discrete PII , given in terms of

ratios of determinants of Jacobi-Trudi type [19], while solutions in terms of discrete Airy

functions were found in [20, 21]. A hierarchy of higher order analogues of this discrete

PII (dPII) have been given by Cresswell and Joshi, based on a Lax pair. However, due to

the non-uniqueness of the discretisation process, there are many other dPII equations

with analogous properties. For example, four different dPII equations are mentioned in

[23], three of which are q-type (q-PII). Discrete Airy function solutions of one such q-PII

equation are found in [24], while another one is considered with its ultra-discretisation

in [25], along with yet one more distinct q-PII . In [26] a detailed study of a q-PII in

Sakai’s classification [27] has been performed. Another alternative discretisation, which

is relevant here, is the so called alternate dPII (alt-dPII) which was studied in [12], and

appeared in connection with the original dPII in [28].

Here we consider the alt-dPII equation in the form of the second order difference

equation

h3

2
m − 2

gg + 1
+

h3

2
(m − 1) − 2

gg + 1
= −g +

1

g
+

h3

2
(m − ℓ) − 2 (35)

with the notation g = gn(t), gn = gn(t + h, h), g
n

= gn(t − h, h) ‡. This is referred

to as a discrete PII equation due to the fact that (27) arises from it by setting

g(t, h) = −1+hq(t, h) and taking the continuum limit h → 0 (with parameter α = ℓ−1/2

as usual). If we set gn(t, h) = xm with zm = h3m/2 − 2 and µ = −h3ℓ/2 then this is

equation (1.3) in [12] (except that we have m in place of n).

‡ The introduction of m in place of t is not essential, but it suggests that m and ℓ might be considered

on the same footing, so that wℓ,m ≡ gn(t) should provide particular solutions of a suitable partial

difference equation. See [12] for a connection with the lattice modified BSQ equation.



Rational solutions of discrete Toda and alt-dPII 10

The alt-dPII equation (35) has rational solutions for integer values of the parameter

n = ℓ−1/2, provided by suitable ratios of the discrete Yablonskii-Vorob’ev polynomials

Yn(t, h). In order to prove this, we must derive appropriate discrete analogues of the

bilinear identities (30), (33) and (34). We start by presenting (35) in the form of a

system, which makes it more manageable.

Lemma 4.1 The alt-dPII equation (35) for ℓ = n + 1
2
, m = t/h is equivalent to the

first order system

gn = (−2 + h2pn)/(4 + 2gn − h2(gnpn + t)),

pn = (pn − ℓhgn)/g2
n.

(36)

Proof: By rearranging the first equation in (36) we have

pn =
1

h2

(

(4 − h2t)gn

1 + gngn

+ 2

)

, (37)

and by shifting t → t+h the latter provides a formula for pn in terms of gn and gn, and

then substituting this into the left hand side of the second equation (36), with pn given

by (37) on the right hand side, gives a relation between gn, gn and gn. After rearranging,

shifting t → t− h, and setting t = mh, this relation is precisely (35). Conversely, given

the alt-dPII equation (35), we can define pn by the formula (37), which is equivalent

to the first equation in (36); the second equation for pn then follows immediately from

alt-dPII. �

The Bäcklund transformation for the alt-dPII equation (35) is most easily derived

starting from the analogue of (32), and the following results are easily verified by direct

calculation.

Lemma 4.2 If gn+1 is given by

gn+1 =
pn

ℓh + gnpn

, (38)

in terms of gn and pn satisfying (36), then the identity

1

gn

+ gn =
1

gn+1
+ gn+1 (39)

holds.

Corollary 4.1 The quantity gn+1, defined by (38) with pn given by (37), satisfies (35)

with ℓ → ℓ + 1. Equivalently, the equation (38) and the relation

pn+1 =
1

h2

(

(4 − h2t)gn+1

1 + gn+1gn+1

+ 2

)

(40)

together constitute a Bäcklund transformation for the alt-dPII system (36).

Corollary 4.2 The Bäcklund transformation for the alt-dPII system, given by the

formulae (38) and (40), has the following consequences:

gn+1pn
= gnpn; (41)
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1

gn

− gn+1 =
ℓh

pn

; (42)

gn+1gn − 1

gn+1gn

= −ℓh

pn

(

gn +
1

gn

)

. (43)

Remark. With gn = −1 + hqn, the identity (32) arises as the continuum limit of (39),

and the formula (31) arises from (38), as h → 0. Similarly, the system (28) is the

continuum limit of (36). Nijhoff et al. derived equivalent formulae of Miura/Schlesinger

type for the Bäcklund transformation of alt-dPII by making use of a variable yn (see

equation (5.1) in [12]), which (modulo rescaling and replacing n by m) is analogous to

pn defined by (37).

We now describe the tau-functions for the alt-dPII equation, which satisfy analogues

of (30).

Proposition 4.1 Up to a choice of gauge, every solution of (35) is specified by a pair

of tau-functions τn(t, h), τn−1(t, h) via the formula

gn(t, h) = −τn−1(t − h, h)τn(t, h)

τn−1(t, h)τn(t − h, h)
, (44)

where the tau-functions satisfy the bilinear equation

τnτn−1 + τnτn−1 = 2τnτn−1 (45)

and the quadrilinear (degree four) equation

(4 − mh3)τn−1τn(τn−1τn − τn−1τn) + (4 − (m − 1)h3)τn−1τn(τn−1τn
− τ

n−1
τn)

+8(τ 2
n−1τ

2
n − τ 2

n−1τ
2
n) − 4nh3τn−1τnτn−1τn = 0,

(46)

with m = t/h, n = α = ℓ − 1/2 and τn = τn(t, h), τn = τn(t + h, h), τn = τn(t − h, h),

etc.

Proof: Upon substituting the tau-function expression (44) into (35) and clearing

denominators, a relation of degree eight results, which can be simplified somewhat

by rewriting it in terms of the symmetric/antisymmetric quadratic quantities A± =

τn−1τn ± τn−1τn and A± = τn−1τn
± τ

n−1
τn. In general, for any choice of tau-functions

the bilinear equation

τnτn−1 + τnτn−1 = 2F̂ τnτn−1

holds, for some function F̂ = F̂ (t, h), but by applying a gauge transformation τn → Ĝ τn,

τn−1 → Ĝ τn−1 with ĜĜ/Ĝ2 = F̂ the function F̂ can be removed to yield the bilinear

equation (45). With this choice of gauge, the remaining terms in the degree eight relation

factorise to yield the quadrilinear equation (46), and conversely if these two tau-function

equations hold then gn given by (44) is a solution of (35) for ℓ = n + 1/2 = α + 1/2. �

Remark. The existence of a quadrilinear relation between a pair of tau-functions is

mentioned in section 4 of [12], where a third tau-function is introduced to obtain purely

bilinear relations (cf. Theorem 4.1 below).
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It is easy to see that (45) tends to the first of (30) in the continuum limit (with

the gauge chosen so that F = 0). Although the second relation (46) between the two

tau-functions is of overall degree four, it still produces the second bilinear differential

equation (30) in the continuum limit (provided that the first one also holds). In order to

work with purely bilinear equations in the discrete case, we must consider three adjacent

tau-functions τn, τn±1.

Theorem 4.1 Up to a choice of gauge, every solution of the alt-dPII system (36) is

specified by three tau-functions τn−1(t), τn(t), τn+1(t), with gn given by (44) and

pn =
τn−1τn+1

2τ 2
n

, (47)

where the tau-functions satisfy (45) as well as

τn+1τn + τn+1τn = 2τn+1τn (48)

and

h2τn+1τn−1 = (h2t − 4)τnτn + 4τ 2
n . (49)

With this choice of normalisation the identities

τn+1τn−1 − τn+1τn−1 = 2ℓhτnτn (50)

and

τn+1τn−1 − τn+1τn−1 = 4ℓhτ 2
n (51)

also hold. For this choice of gauge, these purely bilinear relations are compatible with

the Bäcklund transformation (38) for alt-dPII , in the sense that τn and τn+1 satisfy (46)

for n → n + 1, and

gn+1(t, h) = −τn(t − h, h)τn+1(t, h)

τn(t, h)τn+1(t − h, h)

satisfies (35) with ℓ → ℓ + 1.

Proof: If a solution gn, pn of (36) is given by the expressions (44) and (47) respectively,

and the gauge is fixed by (45), then the latter implies that

gn +
1

gn

= −2
τ 2
n

τnτn

=
1

gn+1

+ gn+1

by Lemma 4.2, where gn+1 given by (38) is a solution of (35) with ℓ → ℓ + 1. The first

equality above implies (49), while the relation (41) implies that gn+1 is given in terms

of tau-functions by the formula (44) with n → n + 1, and hence (48) follows from the

second equality above. The bilinear identities (50) and (51) then hold as a consequence

of the relations (42) and (43) respectively. By Proposition 4.1, the given choice of gauge

implies that the pair τn−1, τn satisfy (46), and the fact that gn+1 is a solution of alt-dPII

with the parameter shifted implies that the pair τn, τn+1 also satisfy this quadrilinear

equation with n → n + 1.
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Conversely, suppose that gn is defined in terms of tau-functions by (44), gn+1 is

defined by the same relation for n → n + 1, and pn is defined by (47), where the tau-

functions satisfy the three relations (45), (48) and (49). The identities (37) and (39)

follow immediately. Furthermore, from (45) and (48) it is clear that

τn−1

τn

(

τn+1

τn

+
τn+1

τn

)

=
τn+1

τn

(

τn−1

τn

+
τn−1

τn

)

,

which implies that

τn+1τn−1 − τn+1τn−1

τnτn
=

τn+1τn−1 − τn+1τn−1

τnτn

.

Therefore (τn+1τn−1 − τn+1τn−1)/(2hτnτn) is independent of t, and if we denote this by

ℓ, then we have the bilinear equation (50), which implies that (42) also holds. Solving

(42) for gn+1 gives an expression in terms of pn and gn, which in turn means that gn+1

can be written in terms of gn and gn using (37). By shifting t → t − h, this gives a

formula for gn+1 in terms of g
n

and gn, and then substituting for gn+1 and gn+1 in (39)

yields the alt-dPII equation (35). It then follows that gn, pn satisfy the system (36). �

Theorem 4.2 For parameter ℓ = n + 1
2

with n ∈ Z the alt-dPII equation (35) has

rational solutions given in terms of the discrete Yablonskii-Vorob’ev polynomials by

gn = −Yn−1(t − h, h)Yn(t, h)

Yn−1(t, h)Yn(t − h, h)
,

where the polynomials are extended to negative indices n by setting Y−n = Yn−1 for

n ∈ N. As well as the defining recurrence (24), the relations (45), (46), (50) and (51)

are satisfied by τn(t, h) = Yn(t, h) for all n ∈ Z.

Proof: When ℓ = 1/2, the equation (35) has the trivial constant solution g0(t, h) = −1,

which can be obtained by setting τ0 = Y0 = 1 = Y−1 = τ−1 in (44), and from (37) we

have p0 = t/2 which gives τ1 = Y1 = t by (47). It is easy to verify that each of the

bilinear equations (45), (48) and (49) is satisfied by these tau-functions. By applying

the Bäcklund transformation (38) repeatedly (both forwards and backwards) a doubly

infinite sequence of rational solutions { gn }n∈Z is obtained. Then by Theorem 4.1,

since the Bäcklund transformation is compatible with the choice of gauge, it follows

by induction that the corresponding tau-functions satisfy the identities (24), (45), (46),

(50) and (51) for all n ∈ Z. Since the Yablonskii-Vorob’ev polynomials are defined by

(49) with τ0 = 1, τ1 = t, it follows that this particular sequence of tau-functions is

given by τn(t, h) = Yn(t, h) for all n ∈ N. The fact that this relation can be consistently

extended to negative n follows from the observation that all of the tau-function identities

in Proposition 4.1 and Theorem 4.1 are invariant under n → −n − 1, ℓ → −ℓ. �

Remark. The simplest rational solutions of alt-dPII (corresponding to n = 0,±1)

are described in section 6 of the paper [12] by Nijhoff et al., where it is indicated how

the above sequence of rational solutions can be generated recursively via the Bäcklund

transformation, but no closed form for these rational solutions is given in that work.
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The fact that the alt-dPII equation can be derived from a sequence of Bäcklund

transformations applied to solutions of PIII provides a relation between the discrete

Yablonskii-Vorob’ev polynomials and the Umemura polynomials for PIII . The third

Painlevé equation, PIII , is given by

w′′ =
(w′)2

w
− w′

x
+

1

x
(αw2 + β) + γw3 +

δ

w
, (52)

with the prime ′ denoting d/dx, and without loss of generality (by rescaling the

independent variable x) if γδ 6= 0 the latter two parameters can be fixed as γ = −δ = 1.

(Note that the parameter α in (52) should not be confused with the parameter α in

PII .) Bäcklund transformations for PIII (cf. section 2 in [12]) can be used to relate

three adjacent solutions wn = w(x; α, β) and wn±1 = w(x; α ± 2, β ± 2) and if we set

gn = −1/wn then this contiguity relation can be written in the form of the alt-dPII

equation

zn

gn+1gn − 1
+

zn−1

gngn−1 − 1
+

x

2

(

gn +
1

gn

)

+ zn + µ = 0, (53)

where

zn = (α+β +2)/4, ∆zn := zn+1−zn = 1, µ = (β−α−2)/4.(54)

(To compare with equation (2.5) in [12], set gn = ixn, x = t in the above.) For a certain

set of parameter values, PIII has rational solutions which are described by the following

result.

Theorem 4.3 (Kajiwara & Masuda [13]) For parameters

α = 2n + 2ν − 1, β = 2n − 2ν + 1, n ∈ Z (55)

and γ = −δ = 1, the third Painlevé equation (52) has rational solutions w(x; α, β) = wn

given by

wn =
Dn(x, ν − 1)Dn−1(x, ν)

Dn(x, ν)Dn−1(x, ν − 1)
(56)

where the polynomial Dn is given by a determinant of Jacobi-Trudi type,

Dn(x, ν) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

pn pn+1 . . . p2n−1

pn−2 pn−1 . . . p2n−3

...
...

. . .
...

p−n+2 p−n+3 . . . p1

∣

∣

∣

∣

∣

∣

∣

∣

∣

with pk = pk(x, ν) defined by the generating function

∞
∑

k=0

pk(x, ν)λk = (1 + λ)ν exp(xλ)

and pk = 0 for k < 0.
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Remarks. The polynomials pk((x, ν) are essentially just associated Laguerre

polynomials, and, for each n, Dn(x, ν) is a Schur polynomial with restricted arguments,

corresponding to the partition (n, n−1, . . . , 2, 1). The result stated above is an adapted

form of Theorem 1 in [13], and describes one family of rational solutions of PIII ; for

a complete description of all rational solutions of PIII for γδ 6= 0, see [29]. The

polynomials Dn(x, ν) (after some scaling) are known as the Umemura polynomials

for PIII . Further properties of scaled Umemura polynomials for PIII are detailed in

[30], including the remarkable patterns formed by the roots, and differential/difference

equations; analogous polynomials corresponding to the special cases when γδ = 0 are

also treated there.

Theorem 4.4 The discrete Yablonskii-Vorob’ev polynomials are given in terms of

determinants of Jacobi-Trudi type by the formula

Yn(t, h) = cn hn(n+1)/2 Dn

(

4

h3
,
t

h
− 4

h3

)

, (57)

where

cn = (2n − 1)!!(2n − 3)!! . . . 3!!1!! (58)

for n ∈ N.

The proof of the preceding theorem makes use of some results in the next section,

and is relegated to the appendix. However, it is clear that if we rearrange the formula

(57) then we can rewrite Dn(x, ν) in the form of a Hankel determinant.

Corollary 4.3 The Umemura polynomials for PIII, given in scaled form by Dn(x, ν),

are proportional to the Hankel determinants un as in (15) with h = (x/4)−1/3 and

t = (x/4)−1/3(x + ν) .

Remark. It is known that the Painlevé differential equations form a coalescence cascade

from PV I down to PI (see [31]). In [13] it is shown that the coalescence limit from PIII

to PII produces the Yablonskii-Vorob’ev polynomials yn(t) as a limit of the Umemura

polynomials, but this arises in a different way compared with the limit h → 0 considered

above. More precisely, with the scaling used here, the coalescence from (52) to (27) arises

when the independent variable x and parameter ν scale as x = t
ǫ
+ 4

ǫ3
, ν = 1

2
− 4

ǫ3
, with

ǫ → 0. In this limit, up to scaling the polynomials Dn(t/ǫ + 4/ǫ3, 1/2 − 4/ǫ3) produce

yn(t) at leading order in ǫ.

5. Symplectic properties and discrete PXXXIV

Okamoto [14] showed that PII can be written as the system (28) which is in Hamiltonian

form, i.e.

q̇ =
∂H

∂p
, ṗ = −∂H

∂q
, (59)
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with

H =
p2

2
− (q2 +

t

2
)p − ℓq. (60)

Eliminating p gives (27), which is PII , whilst eliminating q gives

p̈ =
ṗ2

2p
+ 2p2 − tp − ℓ2

2p
(61)

which is known as PXXXIV (see [31], chapter XIV).

This representation has been used in [32] to study further properties of the

Yablonskii-Vorob’ev polnomials. Although the alt-dPII equation (35), being a non-

autonomous difference equation, does not have a Hamiltonian form, many of the results

proved there have their counterparts in the discrete case. For ease of comparison, we

briefly recall some known results on PII . In terms of the canonical coordinates (qn, pn),

the Bäcklund transformation for PII can be written (together with its inverse) as

qn+1 = −qn − ℓ
pn

, pn+1 = −pn + t + 2
(

qn + ℓ
pn

)2

;

qn−1 = −qn − (ℓ−1)
2q2

n−pn+t
, pn−1 = −pn + t + 2q2

n.
(62)

It is straightforward to check that dqn+1 ∧dpn+1 +dHn+1∧dt = dqn ∧dpn +dHn ∧dt, so

the transformation n → n+1 is a canonical transformation on the extended phase space

with coordinates (qn, pn, t). The generating function for this canonical transformation

is

F(qn, qn+1) = ℓ log(qn+1 + qn) +
2

3
q3
n+1 + tqn+1 (63)

so that

pn = −∂F
∂qn

, pn+1 =
∂F

∂qn+1
.

The Bäcklund transformation formulae (62) imply that any sequence of solutions qn of

PII (labelled by n = ℓ − 1/2) satisfies

ℓ

qn+1 + qn

+
ℓ − 1

qn + qn−1

+ 2q2
n + t = 0, (64)

which is a discrete form of PI , whilst pn satisfies

(pn+1 − pn−1)
2p4

n − 4ℓ2(pn+1 + 2pn + pn−1 − 2t)p2
n + 4ℓ4 = 0. (65)

We will now show how the above results carry over into the discrete case.

Proposition 5.1 In terms of the variables qn = (gn + 1)/h and pn, the Bäcklund

transformation (38) for the alt-dPII equation (35) (corresponding to n → n + 1) can be

written together with its inverse (corresponding to n → n − 1) as

qn+1 = qnpn+ℓ
h(qnpn+ℓ)−pn

,

pn+1 = (qnpn + ℓ)2
(

2
p2

n
− h2

pn

)

− h
pn

(t − 2pn)(qnpn + ℓ) − pn + t;

qn−1 = −qn + 1−ℓ+hqn(−2q3
n+qnpn−qnt+ℓ−1)+h2q3

n(−2pn+t)+h3q4
npn

−pn+t+2q3
n−hqn(2q2

n−3pn+2t)+h2q2
n(−3pn+t)+h3q3

npn
,

pn−1 = −pn + t + 2q2
n + h(2pn − t)qn − h2pnq

2
n.

(66)
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This Bäcklund transformation is a symplectic map in the phase space with coordinates

(qn, pn), with generating function

F(qn, qn+1) =
2qn+1

h2
+

2

h3(1 − hqn+1)
− 1

h3

(

h2t − 4 + ℓh3
)

log(1 − hqn+1)

+ ℓ log(hqnqn+1 − qn+1 − qn) (67)

such that dF = pn+1 dqn+1 − pn dqn; in other words the canonical Poisson bracket

{qn, pn} = 1 is preserved for n → n+1. The equations (66) and the generating function

reduce to those of the Bäcklund transformation for PII in the continuum limit h → 0.

Proof: The formulae (66) follow immediately from Lemma 4.2 and Corollary 4.1. To

verify that the map (qn, pn) 7→ (qn+1, pn+1) is symplectic, it is sufficient to calculate

directly that its Jacobian determinant is equal to 1. This also follows directly from the

closure of the exact one-form dF , upon checking that pn = − ∂F
∂qn

, pn+1 = ∂F
∂qn+1

with the

generating function F as in the formula (67). It is straightforward to verify that the

relations (66) have the correct continuum limit given by (62), and that (67) also yields

(63) when h → 0. �

Remark. The symplectic structure for the alt-dPII equation can be derived from

Okamoto’s Hamiltonian formulation for PIII , since the canonical coordinates (qn, pn)

above are related to those for PIII by a shift and rescaling (cf. section 2.3 in [30] for

instance).

Corollary 5.1 For the alt-dPII equation (35), the analogue of (64) is the equation

ℓ

qn+1 + qn − hqn+1qn
+

(ℓ − 1)

qn + qn−1 − hqnqn−1
+

2q2
n

1 − hqn
+ t − hℓ = 0. (68)

In terms of gn this is the second order difference equation

ℓ

gn+1gn − 1
+

(ℓ − 1)

gngn−1 − 1
+

2

h3

(

gn +
1

gn

)

+ ℓ +
4

h3
− t

h
= 0, (69)

which is another form of the alt-dPII equation. The conjugate momentum pn satisfies

a third order recurrence relation in n, namely

pn+1{ pn

2n+1
− hpn[(2n−1)2+2p2

n−1(pn−pn−2)]

4pn−1(4n2−1)
− h2pnt

4(2n+1)
+ h3pn(2n−1)

8(2n+1)
}

+pn−2{− pn−1

2n−1
− hpn−1[(2n+1)2+2p2

n(pn−1−pn+1)]
4pn(4n2−1)

+ h2pn−1t
4(2n−1)

+ h3pn−1(2n+1)
8(2n−1)

}
+

h2p2
np2

n−1

2(4n2−1)
+ h(4n2−1)

8pnpn−1
− (2n+1)[h3(2n−1)−2h2t+8]

16pn

− (2n−1)[h3(2n+1)+2h2t−8]
16pn−1

+ pnpn−1[
8−2h2t+(4n2−3)h3

4(4n2−1)
] − (6n+5)hpn

4(2n+1)

− (6n−5)hpn−1

4(2n−1)
+ h

32
[32t + 16h − 4h2t2 − 4h3t + (4n2 − 1)h4] = 0.

(70)

Proof: Upon solving the first of (66) for pn and substituting in the last one, (68) results.

One can eliminate the quadratic terms in qn from the second and fourth of (66) to get

qn = −2n + 1

4pn
− 2(pn+1 − pn−1)pn + (t − 2pn)(2n + 1)h

2(2n + 1)(h2pn − 2)
(71)

After substituting this into the first of (66) with n → n − 1, we obtain (70).
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Remarks. The fact that the alt-dPII equation is self-dual, in the sense that the

superposition formula (69) for its Bäckund transformation is (up to rescaling and

reversing the roles of the dependent variable and the Bäcklund parameter) the equation

itself, was first noted in [12]. Equation (37) in [32] is the continuum limit of equation

(70). The latter relation allows one to obtain pn+1 uniquely given pn, pn−1, pn−2.

Remembering that pn = τn−1τn+1

2τ2
n

, we see that if τj(t, h) for j = n − 3, n − 2, . . . , n + 1

are given for a particular value of t , then τn+2 can be evaluated for this same value

of t. More precisely, (70) is equivalent to a recurrence relation for the τn that involves

no shifts in t and is linear in τn+2 and τn−3; in particular this relation, which is of fifth

order in n, is satisfied by the discrete Yablonskii-Vorob’ev polynomials Yn for n ∈ Z.

The latter recurrence for the tau-functions, which is omitted here, tends to equation

(38) in [32] in the continuum limit. It is also possible to write qn in terms of unshifted

τn, by substituting the right hand side of (47) for pn in (71).

We now consider the map in the (qn, pn) phase space corresponding to shifting in t

rather than n.

Proposition 5.2 In the phase space with coordinates (qn, pn), the shift t → t + h

corresponding to the alt-dPII system (36) is given by

qn = −2qn+h(t−2pn)+h2pnqn

−2−2hqn+h2(t−pn)+h3qnpn
,

pn = 1
(h2pn−2)2

(

− 2 − 2hqn + h2(t − pn) + h3qnpn

)

×
×
(

− 2pn − 2h(ℓ + qnpn) + h2pn(t − pn) + h3pn(ℓ + qnpn)
)

.

(72)

This is a symplectic map with the generating function

S = 1
h3 (4 − h2t) log(2 − h2pn) + ℓ

2
log pn

pn
+ 1

h

(

pn − pn

)

+ 1
h

√

ℓ2h2 + 4pnpn − ℓ tanh−1

(√
ℓ2h2+4pnpn

ℓh

)

(73)

such that dS = qn dpn − qn dpn.

Proof: The equations (72) just correspond to rewriting (36) in terms of qn = (gn+1)/h,

qn = (gn + 1)/h. It is extremely easy to check directly from (36) that the symplectic

form ωn = dqn ∧ dpn = 1
h
dgn ∧ dpn is preserved by the shift in t. To find the generating

function, it is convenient to write gn, gn in terms of pn, pn, giving

∂Ŝ
∂pn

= gn = −
(

4−h2t
2−h2pn

)

− 1
2pn

(

ℓh ∓
√

ℓ2h2 + 4pnpn

)

,

∂Ŝ
∂pn

= −gn = 1
2pn

(

ℓh ±
√

ℓ2h2 + 4pnpn

)

.
(74)

(One has to take the upper choice of sign in each case to get the correct continuum

limit.) Having found an Ŝ for which the relations (74) hold, S = (Ŝ + pn − pn)/h

provides the generating function in (73). �

Corollary 5.2 The discrete PXXXIV equation associated with the alt-dPII equation (35)

can be written either as

±
√

ℓ2h2 + 4pnpn ±
√

ℓ2h2 + 4pnpn
=

2pn(4 − h2t)

2 − h2pn
, (75)
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or with the square root signs removed as
(

ℓ2h2 + 4pnpn

)(

ℓ2h2 + 4pnpn

)

=

(

2p2
n(4 − h2t)2

(2 − h2pn)2
− ℓ2h2 − 2pn(pn + p

n
)

)2

.

Proof: The second order recurrence relation for pn is obtained by downshifting the

second of (74) and equating it to minus the first. �

Remark. The 3-point correspondence (75) is equivalent to an analogous equation

for the variable yn, that is equation (5.3) in [12], and the equation (75) has the

same structure as certain discrete Ermakov-Pinney equations constructed in [33]. The

presence of this structure is due to the connection with discrete Schrödinger equations

(for which, see the proof of Proposition 6.1 below).

6. Lax pair for alt-dPII

The continuum PII is equivalent to the pair of bilinear equations (30). A Lax pair for

PII is given by the linear problem

∂Ψ

∂t
= BΨ,

∂Ψ

∂η
= AΨ, (76)

where

B =

(

−η
2

− iτn+1

2τn
iτn−1

2τn

η
2

)

(77)

and

A =





−η2 − t
2

+ τn−1τn+1

2τ2
n

− iητn+1

τn(t)
+ i d

dt

(

τn+1

τn

)

iητn−1

τn
+ i d

dt

(

τn−1

τn

)

+η2 + t
2
− τn−1τn+1

2τ2
n



 . (78)

Consistency of (76) requires

∂B
∂η

− ∂A
∂t

+ [B,A] = 0, (79)

leading to the two conditions

φ̈± + V φ± = 0, (80)

where we have set

φ± = ∓iτn±1

2τn

, V =
t

2
− 2φ+φ−.

The choice of gauge V = t/2−2φ+φ− = 2 d2

dt2
log τn gives precisely the equation (34), and

with this normalisation for the tau-functions the conditions (80) give the first equation

in (30) f or F = 0, together with the same equation for n → n+1. The bilinear equation

(33) is a consequence, and the second equation in (30) then follows. It is well known

that (79) is an isomonodromy condition: the monodromy of the solutions of the second

linear equation (76) in the complex η plane is independent of t if and only if PII holds.

In the discrete case the situation is completely analogous, based on a linear problem

that comes from the first part of the discrete Toda Lax pair (5).
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Proposition 6.1 The linear problem

Ψ = BΨ, λ∂λΨ = AΨ (81)

where

B =

(

1
λ

hτn+1

2iτn

−hτn−1

2iτn
λ

)

=

(

1
λ

φ+

φ− λ

)

(82)

and

A =





2
h3

(

− 1
λ2 + 2(φ+φ

−
+ 1) − λ2

)

− t
h

+ 1
2

4
h3

(

−φ+

λ
+ φ

+
λ
)

4
h3

(

−φ
−

λ
+ φ−λ

)

2
h3

(

1
λ2 − 2(φ

+
φ− + 1) + λ2

)

+ t
h
− 1

2





constitutes a Lax pair for the alt-dPII equation (35), which is equivalent to the

consistency condition

λ∂λB + BA − AB = 0 (83)

for (81). In the limit h → 0, this linear system reduces to the Lax pair (76) for PII .

Proof: The consistency condition (83) implies the two relations

φ± + V φ± + φ
±

= 0, (84)

which take the form of discrete Schrödinger equations with

V =
(h2t − 4)

2(1 − φ+φ−)
=

2τ 2
n(h2t − 4)

4τ 2
n − h2τn+1τn−1

.

If we fix the gauge so that V = −2τ 2
n/(τnτn), then we get precisely the relation (49),

and upon substituting the latter expression for V into each of the equations (84) in turn

we find that (45) and (48) hold. Then by Theorem 4.1, gn = −τn−1τn/(τn−1τn) satisfies

the alt-dPII equation. For the continuum limit one should take λ = e
hη

2 , which gives

A =
2

h
A + O(h0), B = 1 + hB + O(h2), (85)

so that the condition (79) arises from (83) as h → 0. �

Remark. In [12] a different 2 × 2 Lax pair is presented for the alt-dPII equation, by

reduction from the modified Boussinesq lattice. However, we have not found a direct

relationship between these two Lax pairs.

7. Concluding remarks

There are many ways to construct a discretisation of a given integrable differential

equation, depending on which particular properties (e.g. Lax pair, explicit solutions,

Poisson structure, Hirota bilinear form,. . .) one most wishes to preserve. (For a

thorough account of the Hamiltonian approach, see [34].) Due to the non-uniqueness of

discretisation, it is not always clear what is the “best” discrete analogue of a continuous

system. The derivation of the alt-dPII equation presented here was initially motivated

by the construction of exact rational solutions, but it has turned out that analogues
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of all the other structures associated with the second Painlevé equation arise naturally

here as well. The fact that this discretisation scheme for PII , based on the discrete

Toda lattice, turned out to be connected with the superposition formula for PIII was

completely unexpected by us, but led to different expressions for the polynomial tau-

functions in terms of Jacobi-Trudi determinants. In [12] other solutions of alt-dPII were

constructed in terms of Casorati determinants of discrete Airy functions. In future we

should like to analyse other solutions of the equation (35). We constructed the rational

solutions of this equation from polynomial tau-functions given by Hankel determinants,

but recent results for the continuous case [7] lead us to expect that all tau-functions

should have a similar structure.

Acknowledgments

We are grateful to Peter Clarkson for interesting conversations on related matters. We

would like to thank all the referees for their instructive comments, in particular for

helping us to identify the links between the discrete Yablonskii-Vorob’ev polynomials,

alt-PII , PIII and the Umemura polynomials, and for pointing out important references

including [12].

Appendix

Here we present the proof of Theorem 4.4. The result essentially follows from the fact

that the Bäcklund transformation for PIII generates a sequence of rational solutions wn

given by (56), which simultaneously provide rational solutions of the alt-dPII equation

(53) by setting gn = −1/wn with zn = n + 1/2 for n ∈ Z and µ = −ν. On the other

hand, Theorem 4.2 and Corollary 5.1 together imply that the alt-dPII equation in the

form (69) has rational solutions, given by suitable ratios of discrete Yablonskii-Vorob’ev

polynomials, when ℓ = n+1/2 with n ∈ Z. Upon comparing (53) with (69) we see that

these two sets of rational solutions coincide if we identify x = 4/h3, ν = t/h−4/h3, and

then it follows from Theorem 4.3 and Theorem 4.2 that

wn =
Zn−1(t, h)Zn(t − h, h)

Zn−1(t − h, h)Zn(t, h)
=

Yn−1(t, h)Yn(t − h, h)

Yn−1(t − h, h)Yn(t, h)
(A.1)

for all n ∈ Z, where Zn(t, h) denotes the right hand side of (57) for n ≥ 0, and the

identity extends to negative n upon setting Z−n = Zn−1. Then it is necessary to show

that Yn(t, h) = Zn(t, h) for all n. It is sufficient to consider n ∈ N as in Theorem 4.4, as

the extension to negative n is trivial.

For n = 0 the result Y0 = 1 = Z0 is obvious, so to use induction we assume that

YN−1 = ZN−1 and then from (A.1) with n = N it holds that

ZN(t − h, h)

ZN(t, h)
=

YN(t − h, h)

YN(t, h)
. (A.2)

Both sides of the relation (A.2) are ratios of polynomials in t (for ZN this follows from

the determinant formula for DN), and the rational functions on each side must have the
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same zeroes and poles. However, although Theorem 3.1 implies that the numerator and

denominator on the right hand side have no common factors, we cannot immediately

assert that the same is true on the left hand side without knowing the degree of DN(x, ν)

in ν. (The proof of Corollary 2 in [13] just gives the degree in x of DN , denoted FN there,

as N(N + 1)/2.) However, by Proposition 3 in [13] these Jacobi-Trudi determinants

satisfy the recurrence

(2n + 1)Dn+1Dn−1 + x(DnD′′

n − (D′

n)
2) + DnD′

n − (x + ν)D2
n = 0, (A.3)

with D−1 = 1 = D0 and ′ denoting d/dx. In fact, this recurrence can be used to show

that DN(x, ν) is also of degree N(N + 1)/2 in ν, but we do not need this. Instead,

setting ν = 0 in (A.3) leads to the expression Dn(x, 0) = c−1
n xn(n+1)/2 where cn is

given in terms of double factorials by (58). Hence for the case at hand we have

ZN(4/h2, h) = cnhn(n+1)/2Dn(4/h3, 0) = (4/h2)n(n+1)/2 = YN(4/h2, h) by Lemma 3.1.

Using (A.2) it then follows by induction that ZN(4/h2 + kh, h) = YN(4/h2 + kh, h) for

all k ∈ Z, and since these two polynomials agree for infinitely many values of t they

must be equal, as required. �
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M. Mazzocco and Y. Ohta, J. Phys. A: Theor. Math. (2007) 12661-12675.

[8] Y. Suris, Phys.Lett.A 145 (1990) 113-119.

[9] P.A. Clarkson and E.L. Mansfield, Nonlinearity 16 (2003) R1-R26.

[10] S. Fukutani, K. Okamoto and H. Umemura, Nagoya Math. J. 159 (2000) 179.

[11] M. Taneda, Nagoya Math.J. 159 (2000) 87.

[12] F. Nijhoff, J. Satsuma, K. Kajiwara, B. Grammaticos and A. Ramani, Inverse Problems

12 (1996) 697-716.

[13] K. Kajiwara and T. Masuda, Phys. Lett. A 260 (1999) 462-467.

[14] K. Okamoto, Physica D 2 (1981) 525-535; Math. Ann. 275 (1986) 221-255.

[15] A.K. Common and S.T. Hafev, Inverse Problems 8 (1992) 59-69.

[16] W.B. Jones and W. Thron, Continued Fractions, Analytic Theory and Applications,

Reading Ma: Addison-Wesley (1980).

[17] K. Kajiwara, T. Masuda, M. Noumi, Y. Ohta and Y. Yamada, Funkcial. Ekvac. 44 (2001)

291-307.

[18] J. Satsuma, K. Kajiwara, B. Grammaticos, J. Hietarinta and A. Ramani, J.Phys. A:

Math.Gen. 28 (1995) 3541-3548.

[19] K. Kajiwara, K. Yamamoto and Y. Ohta, Phys. Lett. A 232 (1997) 189-199.

[20] K. Kajiwara, Y. Ohta, J. Satsuma, B. Grammaticos and A. Ramani, J.Phys.A: Math.Gen.

27 (1994) 915-922.
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